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Abstract

A discrete time multiaccess channel is considered
where the outcome of a transmission is either “"idle”,
“guccess”, or "collision”, depending on the number of
users transmitting simultanecusly. Messages involved
in a "collision" must be retransmitted. An efficient
access ailocation policy is developed for the case
where infinitely many sources gererate traffic in a
Poisson manner and can all observe the cutcomes of the
previous transmissions. Tts rate of success is .488.
Modifications are presented for the casas <here the
transmission times J d on the tr ission
and where observations are noisy.

1. Introduction

we consider the following model of a multiple
access channel. A large of g t
messages in a Poisson manner, at a total rate of A mes-
sages per unit of time, starting at time 0. Once a
message has been generated, its source can transmit
it on a common channel. Transmissions can only start
at integer multiples of the unit of time and last one
unit of time. If the transmissions from two Or more
sources overlap, a collision is said to occur, all
messages are lost and must be retransmitted at a later
time. If only one its, the ¢t ission
is successful.

All sources can observe the channel and learn

. ins ] ly wheth it is idle, or if a success or
¢ a collision has d. This feedback is the
i only inf ion the share. The problea is

to find an effective way of using the feedback to
schedule the transmission of the messages.

The previous model is an idealization of practical
communication systems (1],(2],(3] that have been the
object of numerous papers in the communication theory
literature (4],[5]. Similar problems have also been
treated in control theory journals (61,171,181, indeed
they are nice examples of distributed control.

The next section will present the basic algo-
rithm and some of its properties. This wi. be fol-
lowed by an analysis and optimization. We then show
how to modify and analyze the algorithm if the trans-
mission times depend on the tr ission or
if the feedback is noisy.

II. The Basic Algorithm"

The algorithm defined below allows the transmis-
sions of the messages on the basis of their generation
ST times, rather than on the basis of the identities of
Distribution/ their sources. It has the advantage of being effective

[ 5 ] no the ber of , even infinite, and
) is a generalization of the procedure presented in [9).
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The set of messages that are transmitted during the
nth time unit interval are those generated in the time
interal [y .y #F(s .t )). F isa given function (to

be optimized below) mapping rUl=} x RU{=} into R,
with the property that Fls,t) < t. ye"o and t, are

and the '["l- |

initially equal respectively o O.em and =,
’n.. and tn'l (ln £ :n) are updated by the following |

rule, where F_ = “'n"n" If a transmission results in
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Given the outcomes of the n  past transmissions

the following can be said about the message generation
times:

1. all messages generated in {0,y ) have been
fully tted "

2. the message generation times in (y_+t_,=]
are distributed according to a Poisson process with
rate ), and are i d of the § ion times
in io.ynﬂn)

3. the message generation times in (yn,yn~tn!
are independent of the g ion times in
(O.y“) and [yn'tn.ﬁl. and are distributed according to
a Poisson process with rate A, conditicned on the facts

that there are at least one genmeration time in
[y“,y“ﬂn) and two generation times in lya.ynbcn) .

To prove those assertions, note that they are
true initially (n=0) and remain true as n increases.
Checking them all is simple, but a rigorous proof would
take much space; we will only sketch the method by
treating one case. Details can be found in (10]. Ex-
amine Figure 1 below.
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and the transmission

results in a collision. Assertion 1l remains true as
Yrer * Yo To verify assertions 2 and 3}, note that

due to the Poisson nature of the generation process
the D of 9 ions in [yn.ynofn) and
[yn"n' ynnn) are independent , and that there are
at least two in the first interval implies that there
are at least two in the union of the two intervals.

Thus the new feedback information that there are at
least two generation times in [yn. yn*l"n) nakes

<
Assume 'n S Fn ln.

obsolete the old information that there are at least
two in lyn. ynbtn). and the only information we have

about, [ynﬂ‘n, yn*:n) is the knowledge of ity a priori
statistics.

Before proceeding with the next section which
will show how to define F(*,*) 30 as to maximize the
rate at vhich messages are successfully transmitced,
we will make two remarks.

First, in its form just given, the algorithm is
not causal, in the sense that it sometimes specifies
that sessages should be transmitted before having been
generated. This can be remedied to by defining
P = ain [r(s .t ). ey, 1. However, for the purposa

ot this paper, we will kup the original form, as ve
are only interested in the maximum rate at which mes-
sages can be successfully transaitted, and not in
real time properties, like waiting times until
successful transmission.

Second, this algorithm is the lblt genexal algo-
rithm that ¢ that tted in
the order they were gensrated {a duinbu fairness
property) ., although it is far from being the most gen-~
sral access algoritha.

1IX. Analysis and Optimization

The key to the analysis of the algorithm is to
realize that the process (-n.tn) is Markovian, as the

probabilities of the different cutcomes of the
transmission and of the values of ('ml'tnol) depend

and €. Thus in the case illustrated in the
top part of Figure 1, the value of "nq"nﬂ) will be
(tn-rn,ﬂ) in case of success (i.e., with probability
Pr{l Poisson arrival in (yn,ynfrn)l at least 1 Poisson
arrival in (Yn'vn"n) and at least 2 in [yn,ynotn)l).
1in case of collision the value of ('ml"nﬂ’ would be
(lnnln). The channel cannot remain idle in this case
ass <1,

(n+l)th

oaly on s

It 19 straightforwvard but tedious to write down
the transition probabilities for all cases. We should
notice the peculiar role of the (=,@) seate. Physical-
ly it corresponds to all messages generated before Yn

having been successfully transmitted and no information
except the a priori statistics being available about
generation times greater than y That gtate is entered
at least every time two eanucut"w transmissions result
AR & success, thus it is reachable from all other states.

lbtmo: 42 P(*,*) is such that there is & positive
i d on the probability of ful tzansmission
in any state (s,t) (this is always the case for the
F(",*)'s considered Delov), then state (=, @ is positive
recurrent 8long with anly countably many other states
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accesaible from it. Thus the computation of state
probabilitiess and expected values, with a given degree
of precision, is s straightforvard numerical matter.

We will now direct our attention to the problems
of selecting F(-,*) to maximize the long term rate of
success (also called throughput), i.e..

r(i)]l, where r(i) is equsl to one if

1 N
lia o Ef)
N {=0

the ith transaission is succesaful, and zero otherwise.

This can be done simply by discretizing the state
space and using the successive approximation method
{11] of solving undiscounted iafinite horxzon Markovias
decision theory problems.

The details of the work appear in (10].

. The
following conclusions were reached

b} the optimal FP(s,t) is never greater than s, so that
all stactes (s,t) with s ¢ t or t ¥ @ are transient.

c) the optimal F(®,®) is 1.26/) so that all states
(s,2) with ® > ¢t > §>1,26/A are transient.

d) the optimal F(s,s), s < 1.26/), is very close to
8/2. 1n fact the throughput of the algoritham {9}
using F(=,®) = 1.26/), F(s,s) = 3, (3<®) and F's.®

= 3 (s<®) is .487. Thas last u}onm 18 itself
A generalization of the trse algorithm (12] which
introduced binary splitting.

Note however that resark b) above does not hold
for finite horizom (finite N) problems, where the op=-
timal F(s,®) at time N may be larger than s for N > 3
and s below same threshoid, |n¢ has a large disconta-
auity at the th 1d. The 14 4 d with
N, becoming smaller than the grid size (.0)/A) fer
N > 5. No siailar behavior was cbserved for Fis,t),

t <®, probably becsuse of the numerical optimization
did not consider (transient) states in the region where
the phenomenor would oecur.

IV. Unequal Observation Times

In fact many multisccess comtunication systems
differ from the model introduced in section 1l in that
the times necessary to learn the transmission ocutcomes
depend on the . We d bytc.:xundgz
respectively the times necessary to learn that the
channel was idle, or that a success or a collision
occured.

For axample carrier sense radio systems [2 ) caa
detect idles quickly (no carrier present), while they
rely on error detecting codes and the transmissions of
acknowledgements to distinguish between successes and
collisions, thus ty << ‘1 -, In addition, some

cable broadcast systems (3 ] have a listen-while-trans-
ait feature that allows the quick abortion of trans-
missions resulting in collisions, thus t° -ty << ‘1'

The general algorithm outlined in section 2 and
the remarks about its Markovian nature remain valid,
but the reward function r(.) and the maximization 1in !
section II1 are aot appropriate. A better measurc of
quality is to minimize the expected time to send a mes-
sage, i.e.,
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where m (i) is 0,1,2 4 ding on the of the

ith transmission, and 1(*) denotes the indicator
tunction.

The limit of cthe expected value in the right hand
side can be interpreted as the exp d time rhead
per massage, and depends only on v;@/t2 for a given

F(*,*). It will be denoted by ¢ and should be mini-
mized over F(°,*) for a given t°/tz.

The optimization of the general algorithm under
this formulation is time comsuming. It is greatly
simplified if we consider only those F(*,°*) such that
F(s,t) < s. The only recurrent states are then of the
fora (s,s), or (s,®), see above. MNots that the optimal
F found in section III pelonged to the restricted
class. We will now shew how to proceed with the opti-
mization. .

By a renewal argqument

b 4
e ] =—°- ttm(i) = 0 + X(m(i) = 2)
1ol 2

e =

b
e ] W)
isl

where in the right hand side one assumes that (-1.:1) -
(=,»), and b is the time of first return at (=,®).

Lat us now assume that we guess & value & for the
ainizum of ¢ aver all restzricted F(*,°), and consider
the function

b ¢t
visoye E() 2 I = 0) + 2imis) = D) - 8 2(4))
i1 %2

I"x"x’ - (5,8))

Because LISy is either equal to & or is less than

L Vis,s) and V{s,») can be written as convex combina-

tions of V(s',s') and v(s’',®), 8' < min(s,F(w,®@)). It
is straightforward (10]) to minimize Vis,s) and V(s,®)
recursively for increasing s, and to obtain the minimum
value of V(e,®),

If the minisum value is 0, & was guessed correct-
ly and .s the minisum value of c. If the miniwum value
of V(m®) is positive (negative), & was gquessed too
small (large), and the minimiszetion of V(*) must be re-
peated vith & nev &.

The resulting minioum value of ¢ is shown in Fig-
ure 2, as & function of t /ey It is almost equal to

the expected time overhead per sessage for the algo-
rithe vhere the value of Fis,s) is taken as s/2, s <=,
the value of I'(s,®) as s #<®, and only r(=,e) is
optiaized.

e A e a8 e e v o O ERR e.  <m

0 1 t /t
Figure 2: ¢ for the optimired algoriths

V. Noisv Feedhack

The previous algorith’a assused that the trans-
aission cutcomes were perfectly obsarved by all
sources. This assumption is critical. One verifies
easily that if an idle is falsely observed as a col-
lision then the algorithm will deadlock, i.e., Ya'tn

will remain constant, while the :n‘a will d.ciuu to
2e50.

D. Ryter (13) has recently examined the problem
of noisy feedback, whers the noise can cause idles or
successes to be abserved as collisions. He showed
that the binary splitting algorithe ( 9] outlined in
section III can be modified to work properly. The es-
sential modification is the | duction of h
old value. 1f T, is smaller than the threshold, then

the algorithm becames noh staticnary, ia.the sense
that if alternates between using F(s,s) = s and
fis,s) = 3/2, thus first seeking confirsation. that a
cellision really occured, then trying to resolve it.
The analysis and optimization are too long to be re-
ported here. The main result is that with the proper
choice of p , the th ghput beh s roughly
like .487-p, where p is the probability of false col-
lision indication.

© VI. Final Commnents

The main results of this paper are the descriptios
and analysis of an access algorithm for the channel
model described in section 1, wich infinitely many
sources. Its throughput is .488, the largest known to
this day. wsolle (14] has recently shown that no algo-
rithm can have a throughput higher than .67, and it
is widely believed that the best achievable throughput
is in the neighborhood of .5. However, throughputs
arbitrarily close ¢to 1 are possible, at the axpense of
high average message delay, vhen the number of sources
is finite.

We have alsc shown how the algerithe can be mod~
ified in the cases of variable transmission times and
noisy feedback.

Finally it should be pointed out that although
the algorithm presented here uses the wmessage genera-
tion times to specify when they should be transmitted,
this is not necessary. Another algoritham can be des
scribed, vith the same throughput and exp d time
overhead per message, where sources generate random
nunbers to determine if they should tranmmit. Of
course real time properties, like first-generated-firs:-
transmitted will not De cohserved.
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