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Assume a n Fn  t n . and the transmission accessible fr m it. Thus the computation of state

results in a collision. Assertion I remains lrue as Probalities and expected values, with a given degree
Ynl t Yn" TO VeLfy ssertoon s 2 AM 3, note hat of precision, is a straightforward numerical matter.

due to the Poisson nature of the generation process We will now direct our attention to the problem
the numbers of message generations in (y ,yn+rn) and of selectinq r(-,.) to MUsimhit the long tem rate of

(yn+
t
n' yn4tn) are independent , and that there are success (also called throughput), i.e..

at least two in the first interval implies that there uir E I r(i)I, where rj) is equal to one If
are at least two in the union of the two intervals. NN .0
Thus the new feedback informstion that there are at the ith transmssin is successful, and zero otherwise.
least two generation times in (yn' yn-r.

) 
makes

obsolete the old information that there are at least This can be done simply by discretizing the stats
two in and the onlyinformatnwe have space and using the successive approximation methodonly information av (111 Of solving undisconted Infinite horizon Mrkovxa=

about Cyn F,, yn+tn3) is the knowledge of its a priori decision theory problems.
statistics. The details of the work appear in (101. The

Before proceeding with the next Section which following conclusions were reached

will show how to define F('-,) So as to maximize the
rate at which messages are successfully transmitted,
we will "Ae two remarks. b) the optimal F(s9t) is never greater than a, so that

all states (s,t) with s 0 t or t i - are transient.
First in its form just given, the algorithm is

not causal, in the sense that it scmert.ms specifies c) the optimal F(m,
m ) 

is 1.26/A so that all states
that messages should be transmitted before having been (s,t) with - > t > a> 1.26/A are transient.
generated. This can be remedied to by defininqFn * sin [F(n,tl), n-y]. oever, for the purpose d) the opt/imall 3(5.5), • < 1.26/A, is very alose to
S=f ts/2. In fact the throughput of the algorithm [91

of this paper, we will keep the original form, as we using r(-,) - 1.26/A, F(s.s) - a. (s'(
) 
and 31s..

)

are only interested in the ma i um rate at which mes-
saes can be successfully transmitted, AMd not in - s (sC-) is .487. This last al-orithm is itself
real time properties, like message waiting time until a generalization of the tre algorithm 121 which
successful transmission. introduced binary splitting.

Second. this algorithm is the most general algo- Note however that remark b) above does not hold
rithn that guarantees that messages are transmitted in for finite horizon (finite N) problems , where the op-
the order they were generated (a desirable fairness timal r(s,-) at time N may be larger than a for N 13
property), although it is far from being the vost gen- and • below sm threshold, and has a large disconti-
eraL access algorithm. nuity at the threshold. The threshold decreased with

N, becoming smaller than the grid size (.01/Al) for
N > S. No similar behavior was observed for F(s,t),

111. Analysis and Optimization t <-, probably beause of the numerical optimization
did not consider (transient) states in the region where

The key to the analysis of the algorithm is to the phenamenon would occur.
realize that the process (sn,t n ) is Harkovian, as the

probabilities of the different outcomes of the (n.l)th V. Onesuel Oservation Times
transmission and of the values of (sMltnt ) depend

In fact many Multieccesa communication systems
only on sn e tn. Thus in the case illustrated in the differ from the model introduced in section I in that

top part of Figure 1, the value of (Sn.,tn+1 ) will be the tims necessary to learn the transmission outcomes
(tn-Pn,) in case Of success (I.e., with probability depend on the outcomes. we denote by ta,t I and t 2

S Prl Poision arival in (yYnFn) j at least I Poisson respectively the times necessary to learn that the
non channel was idle, or that a success or a collision

arrival in (yn.ynsn) and at least 2 in tynyn+tn) ). occured.

In case of collision the value of (s 0 4 1 tn l would b For example carrier sense radio systems I a can
(a .1 h. h channel cannot remain idle in this case detect idles quickly (no carrier present), while they

as F rely n error detecting codes and the transmissions of
acknowledements to distinguish between successes and

It ts straightforward but tedious to write down collisions, thus t o c< t, . t. In addition, same
tre .tansition probabilities for all cases. We should cable broadcast systems I 1 have a listn-whil- trans-

notice tbe peculiar role of the (,-) state. Physical- sait feature that allms the quick abortion of trens-
ly it cOreSpOnds to all messages generated before Yn missions resulting in collisions. thus to - t 2  c t V

having been successfully transmitted and no information
except the a priori statistics being available about The general algorithm outlined in Section 2 and
generation times greater than y .That stats is entered the remarks about Its Markovien nature remain valid,
at least every tins two consecutlve transmissions rsult but the reward function r(.) and the maximization inIn a Success, thus it &s reachable from all otr state. Section its are sot appropriate. A better measur¢ of

quality is to mriimise the expected time to send a mes-

NAreover if P(*,) is such that there is a positive as. i.e.,
lowerboutd on the probability of successful tranmaission
in any state (s.t) (this is always the coase for the
F-.lIs considered below). then state (me is positive
recurrent along with only annatably many other states

2
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where a(I) is 0.1.2 depending an the outcome of the
ith transmission, and 1() denotes the indicator
function.

The limit of the expected value in the right hand

side can be interpreted as the expected ti overhead 0 to/t 2
per msage , and depends only on t./t 2 for a given Figure 2: a for the optimized algorithm

F('). It will be denoted by c and Should be mini- V. NoisY Feoe#)Pck

mized over F(,',) for a given to/t The previous -algorithm assmed that the trans-
mission outcomes were perfectly observed by all

The optimization of the general algorithm under sources. This essumption is critical. One veriffies
this fosmaltion is time consuming. It is greatly easily that if an idle is falsely observed as a col-
simplified if we consider only those F(', ') such that lision then the algorithm -.ll deadlock. i.e., Yetn
Fit -< 9. The only recurrent states are then of the wll ren constant, whi the t awll decrease to
form (s,s), or (3,), see above. Note that the opt.nmn n zero.
F found in sorAton IZZ belonged to the restricted

class. we will now show how to proceed with the opti- 9 3yC (13 1 has recently emmined the problm
sizatin, of noisy feedback. where the noise can cause idles or

rSuccesses to be observed as collisions. He showed
Dy a reneal a r-uset that the binary splitting algorithm E 91 outlined in

b t section III can be modified to work properly. The es-
- I(m(i) - 0 e I(m(i) M 2) sential modification is the introduction of a thresh-

- -I 2 old value. If t is smaller than the threshold, then

b' rCi) the algorithm becomes no stationary, in.the sense
SI ri) that if alternates between using F(ss) - 8 and

ri F(s,s) - s/2. thus first seeking confirmation that a

collision really occured, then trying to resolve it.
where in the right hand side one assumes that (a1,) I The analysis and optimization are too long to be re-

(C,) 0 and b is the time of first return at (po). ported here. The main result is that with the proper
choice of parameters, the throughput behaves roughly

Let us now assume that we guess a Value 6 for the like .467-P, whe" p is the probability of false coL-
minims of c over all restricted F',*), and consider lision indication.

the function
b t .v. Final Cments

V(st). VC I J-2 1((i) - 0) + 1 i) - 2) - r ) The main results of this paper are the descriptioz
and analysis of an access algorithm for the channel

(st)) model described in section 1, with infinitely many
sources. Its throughput is .408, the Largest known to

because oneL is either equal to a o is less than this day. NoLle (141 has recently shown that no algo-
rithm can have a throughput higher then .67. and it

sn' V(ss) and V(s,-) can be written As Convex coebina- is widely believed that the best achievable throughput
ions of V(9',s') and V(s',) *I < it,). is In the neighborhood of .S. However, throughputs
is sraightfowad ( to minimie V(s,) and V( a) arbitrarily close to I ae possible, at the expense of
iscsively for incresng an to oba n th mliniu high average message delay, when the number of sources

value of V(0,01 •is finite.

If the minimm vlale is 0. e wes guessed correct- oe have also shown how the Algorithm can be maod-
ly an * the minimam value of o. If the minim value iaed in the cases of variabie transmission times and
of V( -. ) is positive (negative), a was guessed too noisy feedback.
small (large), and the minielastion of V(*) mst be re- Finally It should be pointed out that although
peated with a new 8. the algorithm presented here ues the message genera-

The resulting minimum value of c is shown in Fig- tion tines to specify when they should be transmitted.
we 2. as afunction of to/2'- It is al~mot equal to this is not necessary. Another algorithm can be de-

scribed, With the se thughput and expected time

the expected time overhead per massage for the algo- overhead per massage, where sources generate random
rithu where the value of F(s,*) in taken as s/2. 5 <-. numbers to 4etexmine if they should transmit. Of
the value of Nos,-) as a lc(, and only r(,) is course real time properties. like first-generated-first-
optimized, transmitted will not be conserved.
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