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SECTION 1

INTRODUCTION

1.1 PURPOSE

This document presents results of a first order investigation of

the feasibility of adaptive reconfiguration as a means of using any surviv-

ing portions of the public telephone network (PTN) in wartime to provide

critical military users with additional communications capabilities. The

purpose of this study is to assess potential enhancement to survivable

communications, perhaps in a nuclear degraded environment, by utilizing a

wartime switching router for adaptive logical reconfiguration of the PTN.

Logical reconfiguration, as opposed to physical reconfiguration, refers to

the rerouting of critical calls by control and direction of special or

wartime software. The reconfiguration is further described as adaptive to

mean software would attempt to maintain full access and nonblocking for

critical users even as degradation of the PTN increases and call traffic

increases.

The major outputs of this effort include:

(1) routing/reconfiguration algorithms,

(2) identification of critical Federal users,
(3) conclusions concerning overall feasibility,

(4) system description, and

(5) bibliography.

The first three outputs are presented in Sections 2, 3, and 4 respectively,

with supporting information in the Appendices. The public telephone system

is described in Appendices D, E, and F. A set of references useful for

further research can be found in Appendix G.

1.2 BACKGROUND

The Department of Defense (000) has several specialized and

dedicated leased communications systems for the delivery of essential

command and control information. Ths capability would be particularly

critical during and immediately following a large-scale nuclear attack on
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the United States. The ability of current 000 communications systems to

assure survivable communications has been extensively studied.

Major elements of the DOD communications switched systems, such

as the AUTODIN and AUTOVON, are located at or near high value targets.

Previous study efforts have shown low probabilities of survival for these

DOD switches in the event of a large-scale nuclear attack. By comparison,

the PTN is highly dispersed geographically, and thus less dependent upon

PTN assets near high value targets. In addition, the PTN is more than two

orders of magnitude larger than the dedicated DOD switched systems. It is

therefore reasonable to conjecture that after a nuclear attack on United

States, a significant portion of the PTN will continue to be operational.

At issue is whether the immense size and the geographical dis-

persion of the PTN can be exploited for survivable communications for

critical DOD users. That is, the local end offices, most likely elements

of the PTN to survive, would need to be internetted (manual or automated)

for long distance work since transmission system fractures would be wide-

spread. In the last 25 years and perhaps longer, this approach to enhanc-

ing communications capability has surfaced and has been discussed at vari-

ous times. However, continuing introduction of new technology (e.g.,

digital switches) into the PTN during the 1970's and 1980's makes this a

particularly opportune time to investigate the contribution of the PTN to

critical military user's communications. For it is the continuing conver-

sion of the PTN from electromechanical analog switches to electronic digi-

tal switches that makes possible the implementation of adaptive routing

schemes. The planned use of the Consultative Committee on International

Telegraphy and Telephone (CCITT) Signaling System, which includes prece-

dence fields, makes possible implementation of schemes requiring the abil-

ity to identify individual call criticality.

However, at the same time, efforts are underway to deregulate the

telecommunications in the U.S. and the Department of Defense has expressed

i 6



concern l/ that proposed legislation (rewrite of Communication Act of 1934)

might weaken the technical integrity of the PTN by creating multiple,inde-

pendent, non-standard private telecommunications systems which could not

function as an entity under the stress of nuclear attack. Accordingly,

analysis of the feasibility of adaptive routing is examined within the

context of the larger issue of trends in the PTN. Reconstituted telephone

communications might also contribute to a proposed nation-wide "Emergency

Response Communications Program (ERCP)". The proposed ERCP has been

studied under the continuing auspices. of the (Federal) Interagency Com-

mittee on Search and Rescue. Still conceptual, the ERCP could be applic-

able across a wide range of emergencies from highway accidents through

natural disasters and catastrophic events.

1.3 SCOPE OF RESEARCH

Certain bounds and constraints have been adopted to identify the

breadth and depth of this feasibility investigation. First, this study is

designed to proceed to a conclusion independent of any key information

which AT&T or the U.S. Independent Telephone Association (USITA) could

provide. Second, the alternative routing schemes for logical reconfigu-

ration of the PTN will be characterized by key attributes. A third assump-

tion is the independence of any particular threat scenario against the PTN

assets or users; a massive nuclear attack against the United States is

assumed.

A final consideration is that the major focus of this study

effort is on the technical feasibility of using rerouting algorithms to

reconstitute critical communications. Non-technical issues dealing with

public policy and commercial sensitivities are presented as deemed sig-

nificant.

1.4 FEASIBILITY METHODOLOGY

Feasibility can be decomposed into a number of critical com-

ponents which are collected under convenient headings of technical

l/ Letter from General Counsel of DOD of to Director of OMB, 1 August
1979. Letter from General Counsel of DOD to Chairman, Committee on
Interstate and Foreign Commerce, House of Representatives, 3 July
1979.
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feasibility and political acceptability, as depicted in Figure 1. In this

study, major focus was on logical reconfiguration and technology assess-
ment. Political issues were considered to some extent because they are

interrelated with the technical issues.

Section 2 covers switching algorithms for logical reconfiguration

and the technology advances which support implementation of these algo-
rithms. Consistent with the focus of this effort, no system-level network

analysis is performed nor is technical implementation risk assessed. For

purposes of understanding the technical issues, much of the related analy-

sis ignores any political issues.

From this determination of technical feasibility, the proper

perspective for overall feasibility is gained by consideration of the
political or public policy issues. Technical solutions to provide for
reconfiguration of the PTN are useless without the acceptance of such

political issues as the deregulation of the PTN and the Federal Govern-
ment's authority to specify special access users to the PTN. The signifi-

cance of political acceptability to overall feasibility is discussed and

summarized in Section 4.
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SECTION 2

ROUTING/RECONFIGURATION

2.1 OVERVIEW

The subject of routing and reconfiguration encompasses both

physical and logical operations in a communications network. For purposes

of the following discussion, all references made to routing and reconfigu-

ration will mean logical unless specifically stated otherwise in the text.

The routing algorithms under study are real-time programs which

adapt to two classes of changes: network topology and network traffic. As

nodes and lines in the network fail and are repaired, algorithms reroute

traffic accordingly. The algorithms also adapt to changes in the level and

direction of traffic flow in the network. In adapting to these stimuli,

the routing doctrine is attempting to maintain the best route to given

destinations at all times.

Additionally, the algorithms under consideration are designed for

a distributed non-hierarchical network. As discussed in Appendix D, the

public telephone system is presently governed by a hierarchical structure.

This structure could break down in a wartime situation if a number of the

* key network switches are made inoperable.

The objective of the algorithms presented here is to provide a

method of maintaining critical communications in a dynamic network. Of the

many routing and reconfiguration techniques available today, only those

which appear to be reasonable based on future technology and government

requirements are presented.

2.2 ROUTING ALGORITHMS

2.2.1 Saturation Routing

Saturation routing means flooding of a network with messages
which search for a particular subscriber's number without regard to that

subscriber's location in the network. Saturation routing, often thought as

inappropriate in a communications network, can be a useful routing scheme

10



with use of state-of-the-art design. The key technique employed in satura-

tion routing requires each switch in the network to attempt connection when

an incoming message is received. Advantages to this technique are as fol-

lows:

(1) Called subscriber searching is automatic and subscribers may

retain their directory numbers wherever they move.

(2) Each switch maintains only a directory of its local subscri-
bers.

(3) The routing will tend to favor the shortest and lightest

loaded path through the network, avoiding local congestion.

(4) Subscriber search and route selections are performed

together.

(5) Call routing is based on instantaneous network status and

configuration at time of search, resulting in fast respond-

ing adaptive routing. Routing will adapt instantaneously to

widespread destruction or deployment of additional switches.

(6) Resistance to failure and partial destruction is excellent

since, even if only one possible path remains to connect two

subscribers, that path will be found.

(7) Preemption of existing calls of lower precedence will pro-
vide an improved grade-of-service to each precedence level

over that of lower levels.

(8) System control requirements are greatly reduced since the

network is self-adjusting and no routing tables need to be

maintained.

Saturation routing will result in some not so desirable effects,

particularly with respect to network efficiency. Because the last avail-

able route is selected, even if it employs significantly more links then

the most direct route, which is desirable for that call, it can now force

the next call to select a longer alternate path, etc. (Reference (10) in

Subsection G.2)
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2.2.2 Minimum Delay Routing

In minimum delay routing the communications network consists of

nodes called Interface Message Processors (IMP). Each IMP maintains a

network delay table which is a matrix of delay estimates a message packet

would encounter in reaching an IMP over each of its output lines. Figure 2

shows, for example, the network delay table for IMP 2, so that the delay
from IMP 2 to IMP 5 using line 1 results in 5 units of delay. Every 2/3

second the IMP updates its network delay table, from which a minimum delay

table is calculated. The values in the minimum delay table provide the

smallest delay over all lines. Hence in Figure 2, IMP 2 to IMP 5 in the
minimum delay table has a value of 4, resulting from line 3.

Continuing to consider IMP 2, note that all the neighbors of IMP

2 are also sending out their minimum delay tables every 2/3 second. IMP 2
will use these minimum delay tables to update its network delay table. A

minimum delay table forwarded from neighbor i over communications line j is

used to replace row j in IMP 2's network delay table. Then the value for

destination i in IMP 2's minimum delay table is added to the new row j.

This finishes the updating and a new minimum delay table is calculated by

simply picking the minimum delay from each column. Additionally the mini-

mum delay of an IMP to itself is set to zero. The communications line over

which the minimum is achieved is recorded in a routing table. See Figure 2

for some examples.

Thus the IMP has an estimate of the total delay to each desti-

nation over the best path to that destination. The algorithm does not need

to keep all the neighbors' tables stored; it is sufficient to keep the cur-

rent overall minimum on each line. Then whenever a neighbor's table is

received, a new minimum delay table is immediately calculated. Each IMP

uses its current minimum delay table and routing table to forward message

packets to other IMPs. In this manner, the algorithm minimizes delay along

every link between IMPs. The ARPANET is an example of a communications

network which successfully utilities this algorithm.

There are several drawbacks to this technique when applied to the

public telephone system. The algorithm must accommodate a voice network.

12



NETWORK DELAY TABLE ______

DESTINATION (IMP)

1 2 3 4 5 .___. ___. 64

1 14 6 7 12 5 12

LINE 2 8 7 8 _ __18

MINIMUM DELAY TABLE

DESTINATION (IMP)
1 2 3 4 5 . . . 64

16 Ia I 6 15 (4 121

f ROUTING TABLE

DESTINATION (IMP)

1 2 3 4 5 . .64

01O 3 1 2T7

Figure 2. Delay tables for minimum delay routing.
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Further, the routing algorithm was designed for a network with the same

types of nodes and circuits, whereas the PTN as vastly differing switches.

Minimum delay routing was also designed for a network of limited size, less

than 100 nodes. The procedure to update the delay tables is too slow to

handle a large and dynamic network such as the PTN or even a subset of the

PTN. (Reference (2) in Subsection G.2)

A technique similar to the minimum delay routing procedure is

described in an article by Robert G. Gallager, who suggests minimizing

overall delay of all messages, instead of minimizing each packet's delay

with no regard to other packet's delays. (Reference (9) in Subsection G.2)

Here again, the major drawback is the time to propagate updates through the

system.

2.2.3 Shortest Path with Hold Down

The shortest path algorithm is similar in operation to the mini-

mum delay routing technique except that the criteria for information trans-

mission between two switches concerns the number of links in a path rather

than the minimum delay in a path. This algorithm operates on the principle

that each link in the network carries a value calculated by length, speed,

location, etc. Paths from one switch to another switch are selected by

choosing the smallest cumulative value. When a line fails, the value for

it is set to maximum and the routing algorithm will forward information

accordingly through the network.

An additional feature may be added to this algorithm to facili-

tate the search and connect times. This feature, known as hold down,

stipulates that once a path has been selected via the shortest path

algorithm, that path is followed and no recalculations for shortest path

are made until the next link on the path is found to have a maximum value.

This reduces the number of times the path must be calculated and therefore

reduces the processing time of the call.

The disadvantages as applied to the PTN are as outlined for the

minimum delay algorithm. The propagation of information through the net-

work may require too much time and resources when applied to the public

telephone system. (Reference (6) in Subsection G.2)
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2.2.4 Least Cost Routing

The O is presently developing concept plans for the merging of

certain features of various DOD and commerical communications networks to

achieve a survivable cost-effective communications system. The resulting

CONUS Defense Switched Network (CDSN), as described in Appendix A, is

planned to provide automatic "least cost routing" for PRIORITY and ROUTINE
precedence users. Appropriate "automatic message accounting" is also plan-

ned to manage and control both long distance and local area calling.

2.3 APPLICABILITY TO PTN

Due to the inherent properties of the PTN, the routing techniques
discussed above do not apply directly. For some algorithms the large size

and complexity of the PTN pose problems of timely updating of the data base

needed for rerouting decisions. The hierarchical nature of the PTN renders

most algorithms ineffective as they are designed for distributed or decen-

tralized networks. The algorithms also depend on digital processing tech-
niques, which is only alleviated by the conversion of PTN's electromechani-

cal switches to digital devices, such as the No.4 ESS.

Critical limitations are further imposed by political accept-

ability involving deregulation of the PTN and the decentralization con-
nected with the hierarchical structure of the PTN. CDSN's least cost

routing, although in the conceptual stage, is particularly promising as it

is OD-supported, thus obviating certain of the political issues. As the

CDSN will utilize certain commerical systems including the PTN or perhaps a

subnet of the PTN, least cost routing may as a minimum prove useful as a

starting point both technically and politically.

15



SECTION 3

PRIORITY TELEPHONE USERS

3.1 PRIORITIES

In the chaotic conditions sure to attend a nuclear attack on the

United States, literally thousands of Federal, State and other governmental

or non-governmental users would necessarily compete for whatever available

telephone capacity might still be available. Since not all these potential

telephone users could be accommodated simultaneously, any rerouting plan

and rerouting activity must incorporate unequivocal priorities established

in advance. Thus, important early steps would be to identify highest pri-

orities among Federal users and to specify the time periods for which their
priorities apply. Similar procedures with State and local governments

would then provide a complete list when merged with the prioritized Federal

users. In this study effort, the key Federal users are identified by

categories; actual prioritization should be undertaken by a government

agency.

3.2 NON-DEFENSE KEY USERS

The Federal Emergency Management Agency (FEMA) is responsible for

coordinating Federal emergency preparedness and mobilization activity.

FEMA has listed various Federal and some non-Federal departments, agencies

or other activities in categories to reflect the urgency of their continued

operation under wartime conditions. The 38 highest precedence agencies are

covered by Category A; this signifies that they have national level

uninterruptable functions, such as those involving the trans-attack and

immediate post-attack period of a general war. Moreover, each of these 38

agencies may, and do, designate some of their contiguous or distant

subsidiary elements as falling within the Category A definition. Basic-

ally, Category A agencies are required to increase probability of their

continued operation through competent staff elements at their regular

peacetime headquarters, and at two additional geographic locations. Sepa-

rate from the 38 national level agencies themselves, similar capabilities

for continuity are needed for their subsidaries throughout the ten standard

16



Federal Regions of the United States. Regional Category A agencies must

maintain primary management capability at their peacetime locations, and be

able to establish a secondary management capability at one of the eight

Federal Regional (emergency) Centers (identified in Appendix B). FEMA's

Category A listing includes 38 Federal activities:

(1) 12 Federal Oepartments,*

(2) 18 Independent Agencies, and

(3) 8 Executive Offices

Appendix B contains the Category A list, plus some additions as

explained in the Appendix.

3.3 KEY MILITARY USERS

Key or critical military telephone users are so numerous that any

4 attempts at an exhaustive list would be inconclusive. Appendix C catego-

rizes some 200 potential key users according to functions they would need

to perform in the minutes and hours before, during and after a heavy

nuclear attack on the United States.

Emergency roles of the new (thirteenth) Department, Education, are not

yet clear.
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SECTION 4

CONCLUSIONS

4.1 ANALYSIS OF ALTERNATIVES

The logical reconfiguration of the PTN by the use of routing

algorithms is found to be technically feasible given time for the PTN to

evolve and given acceptability of certain political issues. As the system

description has shown, the incoming No.4 ESS is a significant factor rele-

vant to implementation of any routing software. Other little known emer-

gency techniques such as pinned-up circuits and storm-break plans would

require in-depth research and development before any automated rerouting

across toll areas is possible. Political issues concerning the telecommu-

nications industry, for example the hierachical nature of the PTN, will

have great impact on technical alternatives. That is, a technical solution

would never be implemented if political issues are not resolved. Federal

agencies such as FEMA, NTIA, and DOD (Assistant Secretary of Defense-C 3 I)

are all actively addressing such issues.

The conceptual CONUS Defense Switched Network (CDSN) with its

least cost routing technique presents an alternative which warrants special

attention. The CDSN is to provide an algorithm to be operational in peace-

time for low precedence users. This would serve as a starting point from

which other capabilities could evolve, such as routing capability for all

critical users. In times of war, this least cost routing algorithm could

be used to provide surviving circuits for high precedence users. As DOD

plans for the CDSN to use a mix of communications networks, it implies some

resolution to certain political issues. The use by the CDSN of PTN ele-

ments is an initial step in logical reconfiguration of the whole PTN. The

CDSN with least cost routing appears the most viable alternative for recon-

figuration of the PTN, and in consideration of the DOD support, perhaps the I

only currently viable alternative.

4.2 SUMMARY

There is little argument that technical solutions to allow better

use of the surviving PTN become more attractive as that network slowly

18



converts from analog to digital switching. This brief report addresses

only switching, and shows that it is feasible to construct coding and

algorithems which can guarantee better connectivity between surviving sub-

scribers among residual islands of the PTN. However, as this study has

also shown, there are a number of other issues which have little to do with

switching algorithms and which determines the usefulness of such a wartime

capability.

A central question is the future of the PTN itself, if current

trends toward Federal deregulation continue. As specialized carriers

expand their market penetrations, they will, on the one hand, provide

transmission paths to offset some of the hierarchical structure problems of

the PTN. However, there is as yet no plan to insure the ability to inter-

net this growing number of specialized carriers. Indeed, this has been a

major concern expressed by DOD.

Technical means notwithstanding, these is little consensus as to

the proper mix of public agencies which should be granted special access to

the PTN during and after a nuclear attack on the United States. While

techniques such as line-load control could routinely prevent eAcessive user

demands from doing self-inflicted damage to the PTN, there is no agreed

plan to implement such controls for wartime emergency switching. The

formulation of such a plan may well transcend the authorities of any agency

of the Federal Government.

The DOD-conceived CONUS Defense Switch Network (CDSN) concept is,

among other things, an effort to eliminate the need for a separate AUTOVON

system through use of the Defense Metropolitan Area Telephone Systems

(DMATS), the General Services Administration Federal Telephone System (FTS)

and commercial systems. It appears that the application of a "wartime"

router should be studied first within the more managable context of the PTN

as seen through the CDSN.

In summary, investigation has shown that non-technical issues

cloud the question of wartime use of the PTN and that any further study of

the utility of a wartime router should be conducted within the framework of

the conceptual DSN.
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II

APPENDIX A

DEFENSE SWITCHED NETWORK (DSN)

A. 1 DSN CONCEPT

The DSN is a concept for the Continental U.S. (CONUS) which

merges certain features of the worldwide Defense Communications System

(DCS), the national, civil Federal Telephone System (FTS), individual

military services base/enclave electronic switches, and the collective

domestic and international commercial facilities/services, to eliminate

costly separate (dedicated) systems and to achieve a requisite survivable

communications system at affordable cost.

The CONUS DSN (CDSN) will be implemented in (and because of) a

changing regulatory and political environment. A telecommunications system

in the CONUS cannot be implemented by the government (DOD/DA) unilaterally

(in the sense of military-unique, weapon system acquisitions). Therefore,

the environment external to the DA and to the DOD is the context for

describing the functions of the CDSN.

A.2 TECHNICAL CHARACTERISTICS

In the CDSN and its associated postulated Next Generation CONUS

AUTOVON, digital switches would not only perform the functions normally

associated with conventional central offices, PBX and Centrex switches, and

tandem switches, but they would also perform the functions associated with

technical controls and terminating facilities.

The top string of blocks in Figure 3 shows the relationship of

the multiplex equipments, channel banks, toll terminating facilities, trunk

relay circuits, and analog switches as configured in the current CONUS DCS

network. All elements to the left of the "x", representing the main dis-

tribution frame (MDF), are located in what are called "technical controls"

in OCA terminology. In the commercial world, these elements are maintained

by the trunk maintenance force, while all elements to the right of the MOF

are maintained by the equipment (or switch) maintenance force.

Note that when digital switching and digital transmission are

combined, as depicted by the bottom line of the figure, most of these
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elements are eliminated. However, during an interim hybrid period, the

configurations represented by the two middle lines of the figure will be

the case in the real world. The figure also shows, then, that a transition

to the bottom line configuration is achievable on an evolutionary basis and

such a strategy is being pursued in the commercial world.

With a CDSN utilizing the new digital switches, dedicated time

slots can be "nailed up" under firmware or software control of the digital
switches. "Dedicated time slot" connections will undoubtedly create some

uneasiness among dedicated users because they appear to be a switched

connection. In fact, they could be just as reliable or more reliable than

dedicated circuits using the technology of the 1960's. All digital

switches on the market today are capable of "dedicated time slot" service,

thus performing the functions of an automated patching and wiring facility.

I The AT&T and the U.S. Independent Telephone Association (USITA)
thave already developed a wide range of hardware, software, and firmware

standards and procedures and automated test equipment in connection with

the Bell System Digital Data Service (DDS) offering. Although much of this

applies to data services over analog facilities, considerable work has

already been accomplished and tested in the market place for application

over Tl-oriented facilities. There is no reason why much of this cannot be

applied to the CDSN for providing "dedicated time slot" data services.

In the Bell System's digital No. 4 ESS, wherever direct Tl inter-

faces are implemented, the patch bays and much of the toll terminating

facilities have been eliminated, as depicted in the bottom line of Fig-

ure 3. This is also true with digital end offices with Tl lines inter-

connecting to remote switching units. These techniques are rapidly being

employed in the No. 4 ESS facilities, digital end offices, and digital

PBX's. It would therefore seem reasonable to assume that the CDSN will

integrate the functions of channel banks in multiplexers, terminating

equipments, and many of the audio frequency patch bays that are familiar to

the military communicator in Government-owned technical controls. They can

be operated with far less personnel per circuit terminated or per erlang

switched.
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The transmission media for the current AUTOVON consist of inter-
switch trunks (voice channels) and access lines (voice channels) which are

dedicated to AUTOVON and not accessible for message telephone service (MTS

or telephone service for the general public). This also implies that the

total vast resources of the Bell System and the Independents are not avail-

able to AUTOVON users, particularly, the 4-wire subscribers who enjoy the

benefits of Multi-level Precedence Preemption (MLPP).

The postulated Next Generation CONUS AUTOVON takes advantage of

virtually the entire telecommunications resources in the Continental United

States as depicted in Figure 4.

The figure also highlights the advantages of each element of the

Mix of Media. Current plans of satellite carriers who plan to offer small

satellite terminal services in the 12-14 GHz spectrum promise economical

services even over less than transcontinental distances, and economical

services which require multi-megabit transmission. The Bell System is

forecasting a great number of additional features via its network of No. 4

ESS and Common Channel Switching (CCS). It has recently committed itself

to the development of the No. 5 ESS for digital switching services in the

exchange areas. With more than 15,000 of these end offices in the United

States, it would be prudent to assume that -onversion to digital operation

here would require an extended period of time past the 1982-1992 period of

interest. Regional switches are postulated where economical in the Next

Generation CONUS AUTOVON. The locations could be identical to those being

sponsored under the Defense Metropolitan Area Telephone Systems (OMATS).

By utilizing commercial off-the-shelf hardware and modified

off-the-shelf firmware/software, it is technically feasible to provide a

host of features at CDSN switch or concentrator locations close to the

subscriber (see Figure 5). The basic technology which has made this possi-

ble is the large-scale integrated circuit without which digital switching

would be impractical. The number of components is increasing 100% per year

with the number of functions already surpassing the one million mark.
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Figure 4. CONUS DSN mix of media derived via the Next Generation
CONUS AUTOVON.
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(1) Multi-Level Precedence Preemption (MLPP) - Preemption is the
right of seizing and using the equipment on preference over
subscribers assigned a lower precedence. Those having this
privilege can obtain access to available circuits in preference
to other subscribers and where all circuits are in use, the
higher precedence may force a caller of lower precedence to
relinquish circuits required to complete the call.

(2) Conferencing - Arrangements are in two main categories: auto-
matic (or preset) and random (or selective) conferences.

(a) Automatic conferencing permits an authorized subscriber to
be connected simultaneously to a predetermined, fixed group
of subscribers. Each preset conference is assigned a level
of precedence as authorized.

(b) Random conferencing permits a subscriber simultaneous con-
nection to two or more subscribers. The originator of the
conference can choose conferences at random.

(3) Off-Hook Service - A subscriber, upon lifting the handset of his
telephone, is immediately connected to a predesignated subscri-
ber.

(4) Precedence Alerting - A distinctive audible and/or visual signal
to indicate whether an incoming call is of PRIORITY or higher
precedence.

(5) Automatic Traffic Overload Protection - This control functions at
a predetermined traffic load level to reduce or exclude all
originations from subscribers identified by the customer as being
subject to this control.

(6) Voice Message Storage - A call can be stored by the switch for
delivery at a later time if the called party is absent.

(7) Remote Call Forwarding - Calls to a called party could be remoted
to a location where he may be temporarily located, e.g., for TDY.

(8) Alternate Voice/Data - Up to 56 kilobits per second for users who
require high speed facsimile, access to computers, and the like.

(9) Digital Connection Services - AUTOSEVOCOM, AUTODIN, or special
purpose users.

Figure 5. Features that could be located close to the CDSN user.
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I
These developments have made it possible to find switches on the

commercial market that could easily perform the features listed in Figure 5

or equivalent features at the PBX or base central office level. As a

Imatter of fact, the rapid advance of this technology indicates that the
1"smarts" or "intelligence" could be located at the user station itself some

*time within the 1982-1992 time frame.

At least one vendor has already made a commitment for the MLPP

software package, and its cost will be a function of the number of such

switches fielded for amortizing the software development. It is also

possible (if there is a DOD policy change on this requirement) that a

two-level precedence feature could be provided with off-the-shelf firm-

ware/software, thus amortizing the software development over a large number

of switches.

Conferencing features are provided with off-the-shelf digital

switches on the market. Priority diversion equivalent service can be

provided with off-the-shelf hardware/firmware/software although the exact

means of providing this feature may not conform exactly to what is provided

today.

- Equivalent precedence alerting service may be provided with

equipment currently available on the market. The nature of automatic

I itraffic overload protection will be different in the future. Nevertheless,

' this feature can be provided with off-the-shelf hardware and software.

The configuration represented by Figure 6 appears within the

realm of feasibility. For simplicity and clarity, only the digital ele-

ments of the configuration are depicted. PCM channel banks would be

required for interfaces with all analog users.

All AUTOVON, AUTODIN, Secure Voice, and Special Purpose traffic

would be carried via time slots either "nailed up" or with traveling class

marks via CCIS. The OCA could then be charged for the fraction of time

slots utilized compared to the total time slots available. Hardware

investment costs are shared with the general public. Software investment

costs would depend on the features required by the user.
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This configuration could be realizable in the mid to late 1980's,

provided military departments, OCA, and the commercial carriers are all in

step. The potential is very high for achieving an integrated voice and

data network with this appraoch. To date, there are no assurances that

this feature will be offered in CONUS as a commercial tariff.
The anticipated mode of commercial satellite services is TDMA,

operating in the 12-14 GHz band, with a ground terminal providing a G/T in

the 30-33 db/0K range. (Present terminals do not operate in this frequency

range.) This (1981-83) capability will make possible small, economical

satellite terminals which can be sited on the user's premises (base-post,

camp, or station).

The rapid proliferation of the (commercial) No. 4 Electronic

Switching System indicates extensive digital switching will be available by

1992. By 1982, there will be nearly 90 operational No. 4 ESSs.

A.3 OPERATIONAL CHARACTERISTICS

The DSN shall provide survivability for secure and non-secure

FLASH and IMMEDIATE precedence users from the command and control, opera-

tions, intelligence, and logistics communities. High precedence service

will be fully integrated in the CDSN or provided by means of a sub-network

within the CDSN.

The CDSN shall automatically provide "Least Cost Routing" for

lower precedence calls. Appropriate "automatic" message accounting will be

employed to message and control calling.

Leasing of commercially available facilities and/or services is

preferred to government-owned facilities (cost savings and military neces-
sity are reasons for exception). The DMATS and the military base (post,

camp, or station) electronic switches obtained before CONUS DSN planning is

complete must include switch features which permit (at least in part)

operation as part of the AUTOVON, and as C2 access or tandem switches.

By the use of automatic monitoring techniques, commercial car-

riers have demonstrated remote performance monitoring functions that repre-

sent significant improvements over analog techniques.
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Instead of dual-routed dedicated circuits or dual homing on

backbone-type switches (e.g., AUTOVON), CDSN survivability (connectivity)

will be achieved through a mix of media and of commercial facilities as

shown previously by Figure 4.

The CDSN concept calls for improved responsiveness in meeting the

operational needs of the National Command Authorities (NCA). The network

control becomes a critical mechanism function in a CDSN because commercial

capabilities will need to be manipulated quickly and repeatedly because of

the dynamics associated with NCA-managed situations. The COSN will func-

tion in a distributed mode in peacetime and change to centralized control

in crisis and in war. The essence of the DCS operational direction of the

COSN is summarized in Table 1.
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Table 1. Operational direction of the CONUS DSN.

Description
of

Situation Control Availability

I Peacetime
Least Cost Routing Control by Available With

Resident Off-the-Shelf
Firmware and PBX's and End
Software at Offices.
Local Central
Office on
Post, Camp, Station

Special Purpose Dedicated Available With
Users and AUTOVON Time Slots Off-the-Shelf
4-Wire Users Under Control PBX's and End

of Resident Offices.
Firmware and
Software at Available With
Local Central No. 4 ESS/
Office on Post,
Camp, Station

* Wartime or Crisis Conditions

Control by Centralized Software and
DCA in Accordance Control Exercised Firmware not
With Modified DCA by DCA's Available.
Operational DOCC Complex Possibility
Direction Upon Direction of Modified
Role & Mission From JCS-J3 Software for

and the Related
National Applications
Command by AT&T for
Authority. Communications
Dynamic During Natural
Dedicated Disasters.
Time Slots
Exercised Via
the Bell System's
No. 4 ESS Network
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APPENDIX B

NON-DOD KEY USERS

B.1 INTRODUCTION

The Federal Emergency Management Agency, the agency that coor-

dinates national emergency preparedness activities, maintains a list of 38

Category A Federal departments, agencies, and offices which would require

essential, non-interruptable communications capability during the trans-

attack and early post-attack periods of a general nuclear war to carry out

their critical missions. This list is presented below with additional

civil agencies which have significant functions relating to attacks on the

United States. These additional agencies include executive heads of the 50

states, the District of Columbia, Puerto Rico, Guam, and the Virgin

Islands. Also included are Federal activities such as elements of the Fed-

eral Aviation Administration (crucial air traffic control for military and

civil flights), the eight Federal Regional (Emergency) Centers, and subsi-

diaries of the Federal Communications Commission (critical communications

control). The locations presented to the right of these users are peace-

time headquarters.

8.2 EXECUTIVE DEPARTMENTS

Department of State Washington, DC

Department of Defense Washington, DC

Department of the Treasury Washington, DC

Department of Justice Washington, DC

Department of the Interior Washington, DC

Department of Agriculture Washington, DC

Department of Commerce Washington, DC

Department of Labor Washington, DC

Department of Health, Education* &
Welfare Washington, DC

Department of Housing and Urban
Development Washington, DC

* Roles of the new Department of Education are not yet clear.
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Department of Energy Washington, DC

Department of Transportation Washington, DC

Federal Aviation Administration Washington, DC

Eastern Region Jamaica, NY

Central Region Kansas City, MO

Great Lakes Region Des Planes, IL

New England Region Burlington, MA

Northwest Region Seattle, WA

Rocky Mountain Region Aurora, CO

Southern Region Atlanta, GA

Southwest Region Fort Worth, TX

Western Region Los Angeles, CA

Alaskan Region Anchorage, AK

Pacific-Asian Region Honolulu, HI

Europe-Africa-Middle
East Region Brussels, Belgium

Federal Regional (Emergency) Centers

Regional Center 1 Maynard, MA

Regional Center 2 Olney, MD

Regional Center 3 Thomasville, GA

Regional Center 4 Battle Creek, MI

Regional Center 5 Denton, TX

Regional Center 6 Denver, CO

Regional Center 7 Santa Rosa, CA

Regional Center 8 Bothell, WA

8.3 EIGHTEEN INDEPENDENT AGENCIES

Federal Emergency Management Agency Washington, DC

Civil Aeronautics Board Washington, DC

Environmental Protection Agency Washington, DC

Federal Communications Commission Washington, DC

Regional Office Boston, MA

Regional Office Kansas City, MO

Regional Office San Francisco, CA
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Common Carrier Bureau New York, NY

Common Carrier Bureau St. Louis, MO

Federal Reserve Board Washington, DC

General Services Administration Washington, DC

Government Printing Office Washington, DC

International Communications Agency Washington, DC

Interstate Commerce Commission Washington, DC

National Aeronautics and Space
Administration Washington, DC

National Communications System Arlington, VA

National Telecommunications
Information Agency Washington, DC

Nuclear Regulatory Commission Washington, DC

Office of Personnel Management Washington, DC

Selective Service System Washington, DC

Tennessee Valley Authority Knoxville, TN

United States Postal Service Washington, DC

Veterans Administration Washington, DC

B.4 EIGHT EXECUTIVE OFFICESI
White House Offices Washington, DC

Central Intelligence Agency Washington, DC

Council of Economic Advisors Washington, DC

Domestic Affairs and Policy Staff Washington, DC

National Security Council Washington, DC

Office of Management and Budget Washington, DC

Office of Science and Technology
Policy Washington, DC

Office of Administration Washington, DC

B.5 STATE AND LOCAL GOVERNMENTS

State Governors All 50 States

Mayor. District of Columbia

Governor Puerto Rico

Governor Guam

Governor Virgin Islands
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APPENDIX C

CRITICAL MILITARY USERS

C.1 INTRODUCTION

Priorities for military communications vary widely, depending

upon the situation at the time of need. However, among critical DOD users

of dedicated DCS communications, one possible priorization based on func-

tional need is as follows:

(1) Immediation attack assessment users,

(2) Emergency action messages receipients,

(3) Aerospace defense centers,

(4) Commands and agencies marshalling active duty forces,

(5) National Guard and Reserves mobilization centers, and

(6) Civil assistance users.

This categorization is based on functional urgency and is therefore pre-

ferred to the AUTOVON and AUTODIN precedence (FLASH, IMMEDIATE, PRIORITY,

and ROUTINE).

One point needing clarification concerns the users located out-

side the United States and therefore not directly served 'v the domestic

PTN. Telephone communications for agencies outside the Uni., d States would

need routing through domestic gateway switches. These potential overseas

users are listed along with potential domestic users.

The following subsections present possible listing of the various

DOD users in each of the functional categories listed above. In general,

the listings address only major commands and agencies but not their subor-

dinates. The following lists are for the purpose of illustrating the scope

and magnitude of such an identification effort, and are not intended to be

comprehensive nor final.

C.2 IMMEDIATE ATTACK ASSESSMENT USERS

President I

Secretary of Defense National Command Authorities

(SECDEF)
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National Command Authorities Alternatives

Joint Chiefs of Staff (JCS)

National Military Command Center (NMCC)

Alternate National Military Command Center (ANMCC)

National Emergency Airborne Command Post (NEACP)

NORAD Command Center

SAC Command Center

LANTCOM Command Center

PACOM Command Center

US EUCOM Command Center

Allied Heads of Government

C.3 EMERGENCY ACTION MESSAGES RECIPIENTS

Eighth Air Force

Fifteenth Air Force

Third Air Division

Fleet Submarine Broadcast Stations

Cutler, ME

Annapolis, MD

Jim Creek, WA
Overseas Stations

TACAMO PAC

TACAMO LANT

ICBM Launch Control Centers

Davis-Monthan AFB, AZ
Malmstrom AFB, MT

F.E. Warren AFB, WY

Minot AFB, ND

Grand Forks AFB, ND

McConnell AFB, KS

Whiteman AFB, MO

Little Rock AFB, AR

Bomber Bases

Fairchild AFB, CA
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Beale AFB, CA

Mather AFB, CA

Castle AFB, CA
March AFB, CA
Glasgow AFB, M
GrandFokAFN

Fok41IL
Ellsworth AFB, NO

Davis-Monthan AFB, AZ
Dyess AFB, TX

Carswell AFB, TX
Blythville AFB, AR

Barksdale AFB, LA

K.I. Sawyer AFB, MI
Wurtsmith AFB, MI

Robins AFB, GA

Plattsburgh AFB, NY

Griffiss AFB, NY

Seymour Johnson AFB, NC

Pease AFB, NH

Loring AFB, ME

Andersen AFB, Guam

Kadena AFB, Okinawa

Tanker Bases

Altus AFB, OK

Grissom AFB, IN

Rickenbacker AFB, OH

Travis AFB, CA

Submarine Bases

Bremerton, WA

Charleston, SC
Kings Bay, GA (under construction)
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Nuclear Forces Overseas
Second Fleet

Third Fleet

Sixth Fleet

Seventh Fleet

USAREUR

V Corps

VI Corps

USAFE

Third Air Force

Sixteenth Air Force

Seventeenth Air Force

U.S. Forces Korea

U.S. Forces Japan

U.S. Taiwan Defense Command

C.4 AEROSPACE DEFENSE CENTERS

NORAD 20th Region Control Center

NORAD 21th Region Control Center

NORAD 22nd Region Control Center

NORAD 24th Region Control Center

NORAD 25th Region Control Center

NORAD 26th Region Control Center

Alaskan Region Control Center

Within the 48 contiguous United States the six existing

Region Control Centers will be replaced by four Region

Operations Control Centers by 1983.
C.5 COMMANDS AND AGENCIES MARSHALLING ACTIVE DUTY FORCES

Alaskan Air Command (Joint Task Force-Alaska)

Military Airlift Command (MAC)

U.S. Readiness Command (USREDCOM)

U.S. Southern Command

Army Operations Center
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Navy Operations -Center

Marine Corps Operations Center

Air Force Operations Center
FORSCOM Command Center

TRADOC Command Center

DARCOM Command Center

Army Communications Command

CINCLANTFLT

FMFLANT Command Center

CINCPACFLT

FMFPAC Command Center

Naval Telecommunications Center (NTC)

Naval Material Command (NAVMATCOM)

Tactical Air Command (TAC)

Air Force Logistics Command (AFLC)

Pacific Air Forces (PACAF)

Air Force Communications Command (AFCC)

Defense Communications Agency (DCA)

Defense Logistics Agency (DLA)

Defense Mapping Agency (DMA)

Defense Nuclear Agency (DNA)

National Security Agency (NSA)
C.6 NATIONAL GUARD AND RESERVES MOBILIZATION CENTERS

Adjutant Generals of the Fifty States, Puerto Rico,

Virgin Islands, and District of Columbia
National Guard Bureau

Nine Army Reserves Region Headquarters

Air Force Reserves Headquarters

Air Force Reserves Region Headquarters

C.7 CIVIL ASSISTANCE USERS

First Army

Fifth Army
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Sixth Army

Six Marine Corps Districts

Military Traffic Management Command

Military Sealift Command
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APPENDIX D

CURRENT SYSTEM DESCRIPTION

0.1 INTRODUCTION

The general current description of the public telephone network

(PTN) is presented in this appendix. As concentration and interest in this

4effort is on the feasibility of a wartime switching router, the current

system description presented will reflect this interest. The information

gathered and presented here concerns the switching principles and elec-

tronic switching systems used in the PTN.

Subsection 0.2 discusses the switching principles of the PTN and

! !Subsection 0.3 presents the concepts of the electronic switching systems

(ESSs). In Appendix F is provided information on the No. 1 through No. 4
, Electronic Switching Systems.

0.2 SWITCHING PRINCIPLES

0.2.l Function and Structure

In circuit switching a communications path is established when a

called party goes off hook in response to a ring signal initiated when a

calling party enters the proper directory listed number into the switching1 system. Thus a dedicated path capable of simultaneous two-way conversa-
tional communications is established between the two parties.

A circuit switch consists of a set of circuits (lines) used to

interconnect a set of ports (destinations). This type of switch can be

simply modeled as a set of n input ports and n output ports; a set of

circuits connect every input port to every output port.

Two concepts used in the PTN, full access and nonblocking, form a

basis from which the telephone system is capable of being a dependable

public service. Full access means that every subscriber can be connected

to every other subscriber, although not necessarily at the same time.

Nonblocking is defined to be the capability that any subscriber can be

connected to any idle subscriber, regardless of the number of existing

connections.
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The telephone network, while being fully accessible, is not truly

nonblocking. For any given switching station, normally only 10 to 14

percent of its subscribers require service at any one time. Thus, the

switching network is only required to simultaneously handle that percentage

of its subscribers.

The PTN structure for the U.S. and Canada is characterized by a
five level hierarchy of switching offices, as depicted in Figure 7. This

area is divided into 12 regions, each region containing one switching

office of the highest level. A trunk group called a final group connects a

switching office to the next higher level switching office (except at the

highest level) within a region. The final groups ensure the existence of a

path from any switching office in the network to any other. Other trunk

groups are used to connect switching offices (not necessarily of the same

level) where there exists a sufficient amount of traffic. These trunk

groups are called high-usage groups.

Several types of trunk circuits are also connected to the class 5

office or end office. Interoffice trunks, which could be high-usage

trunks, interconnect end offices. A final trunk group connects the end
office to its assigned toll center (class 4 office) as part of the hier-

archical structure and for direct distance dialing (DOD) facilities.

Finally, tandem trunks interconnect tandem and end offices; a tandem office

is an intermediate switching system which interconnects end and toll

offices.

0.2.2 Switching Control

The two types of switching networks used in the PTN are the space

division network and the time-division network. The former establishes its

own physical path through the network, perhaps one stage at a time. In

contrast, the time-division network is capable of handling more than one

conversation on the same physical path, by the use of gates for a number of

telephones connected together to a common bus. When two parties wish to

converse, their associated gates must operate simultaneously. Although the

two telephones are not physically connected, voice signals can still pass

between them because of the speed and simultaneous action of the gates.
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All switching networks require a controlling mechanism; control

involves finding the idle terminals that wish to use the network, hunting

for and selecting paths, and establishing connections. The most elementary

type of control is termed direct progressive control. As switching systems

evolved, indirectly controlled and common controlled switching were

developed. These types of switching have alternate routing capabilities

when blocking occurs. Finally, with the advent of electronic switching,

stored program control was designed.

A directly controlled progressive system is controlled by dial

pulses (from one to ten depending on the number dialed) transmitted by the

subscriber. The control switch, which has 10 outlets, is stepped in

response to the impulses from the dial, making one step for each pulse.

Thus, a path is progressively established through the network until the

called customer's line is reached.

The system has several major drawbacks, to include:

(1) The called number specifically locates the called line on

the last switching stage,

(2) Alternate routing is not possible, and

(3) The network needs considerable spare capacity because it

cannot look ahead to see if the path being established will

be blocked.

These problems have been alleviated by the indirect progressively

controlled system which introduces a register to collect the dialed digits.

The dialed digits are translated into switching control digits which are

pulsed to the rest of the network to make the proper connection. Thus, if

blocking occurs, the dialed number is still available and rerouting is

possible.

The common control system, like the indirect progressively con-

trolled system, uses separate control registers. In particular, there is

an additional control unit called a marker. The marker translates the

office code information and locates an idle trunk to the terminating

office; this office, in turn, locates an idle terminating register. When
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all connections have been established the marker informs the originating

register that it should transmit the called number. The terminating

register, however, must connect to it so that the final connections can be

made. The marker must determine the switch location of the called number,

test the line for an idle or busy condition, and make the proper connec-

tions before its job is complete.

In a stored program system, the function of a marker can be

performed by an electronic processor. With this processor, translation

changes and other modifications can be implemented as changes in the pro-

gram rather than as hardware changes. The central processor can simulta-

neously handle (time-sharing of control) many calls in various stages of

completion. It executes one function per call in a very short time inter-

val and then progresses to some other function, either on the same or a

different call.

D.3 CONCEPTS OF ELECTRONIC SWITCHING SYSTEMS

The development of electronic switching systems has been the

result of many new concepts which are entirely different from the designs

of previously used electromechanical systems. See Appendix F. Stored

program methods including programmed logic and temporary memory techniques

are employed. The program instructions for handling a call employ binary

symbols and other machine language elements (software). The subsequent

translation and interpretation of these instructions are directed by wired

logic in a central control unit. Basic elements of an electronic switching

system include the central processor, scanner circuits, signal distri-

butors, central pulse distributor and trunk junctor, and service circuits.
The central processor is the most important element of common

control in electronic switching systems. The central processor, a high-

speed computer and data processing unit, is the "brains" of the system.

Its three basic components, as shown in Figure 8, are central control,

program store, and call store.

Central control is a computer-type binary digital mechanism that

performs logic operations in accordance with instructions in its
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Figure 8. Central processor and interfaces.
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"I
semi-permanent program store and temporary call store memories. Normally,

three major classes of instructions are processed by central control:

(1) The status of lines and trunks such as on-hook and off-hook,

(2) Manipulating data received from program store and tempora-

rily depositing the results in call store for recall, and

(3) Generating outputs for operating latching relays in junctor,

trunk, and service circuits.

To process the instructions, central control requests applicable infor-

mation from its program and call stores.

The program store is a semipermanent memory device that contains

specific instructions governing the step-by-step operations of central

control. The data contained in program store includes information for

locating a customer's line, locating trunk locations, routing and charging

information, and other items concerning particular lines or trunks.

The call store is a tenporary memory unit that is used to record

information pertaining to a call in progress. Data temporarily deposited

in call store may include the dialed digits, idle or busy status of links

in the switching network, charge information, and digits to be transmitted

on an outgoing call. In addition, changes in translation information, such
as routing a call to a particular office, can be temporarily stored in call

j +store until these instructions can be placed in program store.
4
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APPENDIX E

HISTORY OF SWITCHING SYSTEMS

E.1 INTRODUCTION

This appendix provides some background on the development of

switching in the PTN, intended as information to follow the discussion in

Appendix D on directly controlled, indirectly controlled, and common con-

trol systems. In the next subsection is presented some of the developments

in switching systems from the earliest days to the No. 1 Crossbar. Sub-

section E.3 outlines a few of the toll offices installed since the first

installation in 1920. Finally, in Subsection E.4 is discussed the No. 5

Crossbar, which is the most sophisticated electromechanical switching

system developed by the Bell System. Electronic switching systems are

discussed in Appendix F.

E.2 EARLY DAYS

In the early days of telephony, people bought telephones in

pairs; two parties were connected to each other by dedicated line. Soon

common lines (usually between professional interest groups) were utilized.

A ringing code identified which station on the line was being contacted.

Then came the need for the telephone switchboards as the various interest
groups and residential subscribers wanted to talk to one another.

When the first switchboard was used, a person desiring to make a

call would "ring" the operator, who identified which line wanted service by

inserting a plug and cord into the proper jack. The operator could then

verbally ascertain whom the caller wanted and make the proper connection by

inserting another plug (connected to the caller's plug) into the called

party's jack. A ringing code was applied to the called person's line; the

operator disassociated from the connection when the ringing was answered.

A ring-off signal indicated to the operator that the conversation was over

and that the connection could be "taken down."

The need for automatic switching initially arose in small commu-

nities where it was unnecessary and uneconomical to employ 24-hour opera-

tors. The need for automation was further accelerated by the rapid growth
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of metropolitan areas, where operators were unable to handle the increased

volume of calls. Electromechanical switching systems provided the needed

automation and provided the means of interconnecting on demand any two

subscribers in the PTN.

The first electromechanical switching system developed by the

Bell System was called the Step-by-Step. This system is a direct, progres-

sive control system in which thi selecting switches are directly controlled

by the pulses generated by a dialed number.

For example, consider the 10,000 line Step-by-Step system shown

in Figure 9 (customers would be numbered from 0000-9999). When the cus-
tomer goes off-hook, an idle line finder locates the line through a verti-

cal and horizontal hunt. A dial tone is returned to the caller by a selec-

tor switch wired to the line finder. Next, this selector switch moves
upward in accordance to the first digit dialed and moves horizontally

across this row to find a circuit to the next idle selector switch. The
second selector switch is controlled by the second dialed digit. This

switch connects, through the same process, to an idle connector switch

which is controlled by the third and fourth digits. The third digit steps

the switch vertically and the fourth moves the switch horizontally to the

dialed line. Finally, either a ring or busy signal is applied depending on

the state of the line.

The Panel Dial System, a common, progressive control system,

followed shortly after installation of the Step-by-Step. This system was

developed to replace manual central offices in the larger cities. As

Figure 10 depicts, this system had five major categories of vertical selec-

tor switching frames: line finder, district, office frames, incoming, and

final frames. The sender and decoder circuits are used as the principal

common-control devices.

A line finder is used to locate the requesting line. The sender,

in turn, provides dial tone, temporarily stores the dialed digits, and

connects to a decoder circuit, which translates the first three digits

(office code) into proper routing instructions which are sent back to the
sender. The sender now dismisses the decoder and controls the selection
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Figure 9. First Bell System electromechanical switching
called the Step-by-Step.
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Figure 10. Common, progressive control system called Panel
Dial System.
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operations of the switching network (consisting of district, office, incom-

ing, and final frames). When the final connection to the called line is

made, the sender disassociates and becomes available for other calls.

Like the Panel Dial System, the No. I Crossbar Switching System

was developed for use in large metropolitan areas. It was the first of the

crossbar systems; the last and most advanced being the No. 5 Crossbar

System. The No. 1 Crossbar will be discussed as part of the detailed

discussion involving the No. 5 Crossbar later in this Appendix.

E.3 TOLL OFFICES

The first automatic toll office, a Step-by-Step, was installed in

the early 1920's in Los Angeles. The success of this office led to other

similar offices. All these offices, however, handled only short-haul toll

business; long-haul intertoll dialing was not made possible until the early

1940's. The Step-by-Step Toll Systems are of 2-wire construction; most are

directly controlled, and are located in class 4 offices.

The Crossbar Tandem System is an electromechanical sender-marker

system (common control) with crossbar switches making up its switching

network. Its original version (1941) was a replacement for certain Panel

equipment being used as local tandems in Panel and No. I Crossbar areas.

Later, functions including the ability to receive seven digits on a multi-

frequency basis were added. With this capability a local Crossbar Tandem

could complete toll calls to all local offices in its area. Finally, this

system began handling outgoing traffic (when the multifrequency inpulsing

*and outpulsing was expanded to 11 digits) and foreign area translation.

The largest of the Bell System's toll systems (until the No. 4

ESS) is the No. 4A Toll Crossbar. This system was intended for metro-

politan areas and was designed to interface with all types of local and

toll offices. The No. 4A Toll Crossbar was also designed to meet all of
the nationwide toll dialing requirements. These requirements included

foreign area translation, automatic alternate routing, and code digit

manipulation (used in alternate routing).

The No. 4A Toll Crossbar is an electromechanical marker system

with a 4-wire design (uses separate paths for each direction). As depicted
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in Figure 11, incoming and outgoing trunk link frames, consisting almost

entirely of crossbar switches, provide paths for connecting incoming trunks

to outgoing trunks. Senders register destination codes pulsed from preced-

ing offices and transmit the necessary information to the decoders.

Decoders and translators determine the proper trunk group to the called

office and also furnish senders with the information required to forward

the call to the next office. Markers find an idle path through the switch

frames, after which they operate the crossbar switches to establish the

connection from the incoming to the outgoing trunk.

The translation function was originally performed by a card

translator which contained a number of metal cards. Later, the electronic

translator was introduced in the No. 4A System (a system so equipped is

known as a No. 4A/ETS). The electronic translator consists of Stored

Program Control (SPC) and peripheral circuits which are interfaces between

the SPC and existing electromechanical equipment. Furthermore, an elec-

trically alterable memory provides the mechanism with the capability to

change translation information readily on a day-to-day basis.

E.4 NO. 5 CROSSBAR

The No. 5 Crossbar is the most sophisticated electromechanical

switching system developed by the Bell System. This system was originally

developed for suburban residential areas and for smaller cities not requir-

ing large multioffice telephone complexes. Considerations which influenced

the design of the system included the expectation that a high percentage of

cells would be completed to customers in the same office and the concept of

direct distance dialing (DOD) by the customer.

The No. 5 Crossbar uses one switching network and a single marker

to handle both originating and terminating traffic. Figure 12 illustrates

the major components of this system, including the combined switching

network (line-link and trunk-link frames) and the marker with its asso-

ciated register and sender circuits. Connector circuits, also shown in the

figure, connect the marker with other common control equipments, and to

line-link and trunk-link frames.
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Figure 12. No. 5 Crossbar System.
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The switchog network consists of two basic switching frames:

the line-link and trunk-link frames. Each frame is composed of two groups

of 10 Crossbar Switches; line and junctor groups compose the line-link

Jframe, and trunk and junctor groups compose the trunk-link frame. Connec-

tors provide paths between the marker and common-control equipment, and

between the marker and the frames.

The operational control of the No. 5 Crossbar switching system is

centered in the marker circuit. The marker circuit establishes all con-

nections within the central office including the paths between crossbar

switch frames, idle trunks, and related equipment frames. It also deter-

mines whether the called line is idle or busy.

Each marker consists of two adjacent equipment frames, as illus-

trated in Figure 13. The first frame contains the translator and route

relays which direct the call completing functions. The other frame handles

common-control functions including controlling the line, trunk, and junc-

tion identification and selection operations. Additional frames common to

as many as six markers contain the class-of-service relays and their cross-

connection fields. Finally, with the major components of the No. 5 system

reviewed, a synopsis of the processes involved in handling an interoffice

local call can be given.

When a customer's handset is taken off-hook a connector circuit

is activated. This circuit seizes an idle marker which proceeds to locate

the calling line on the particular line-link frame and secure an idle

originating register on a trunk-link frame. A path from the calling line

terminals on the line-link frame, through the junctor group and trunk-link

frames, to the originating sender is established by the marker before its

release. The originating sender returns a dial tone to the calling cus-

tomer and temporarily stores the dialed digits. An idle marker is seized

when all seven digits have been received.

The incoming trunk in the distant office (previously the outgoing

trunk in the calling office) is connected to the trunk-link and register-

link frames. An incoming register circuit, which signals the outgoing

sender to transmit the four digits, is selected when the incoming trunk is
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Figure 13. Marker frames for the No. 5 Crossbar.
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I

seized. Next, the incoming register sends to a selected idle marker the
four digits and other related data. This marker then connects to a number
group frame in order to obtain the location of the called line number.

Upon receiving this information the marker can connect to the indicated
line-link frame and test the condition of the called line number. If the

line is idle, the marker selects a path through the junctor group frame to
connect the called line to the incoming trunk, and then releases. If, on

the other hand, the line tests busy, the marker instructs the incoming
trunk to send a busy signal to the calling line. The outgoing trunk super-

vises the call and controls the disconnection of the operated crosspoints

when the calling party returns the handset to the on-hook position.

16
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APPENDIX F

ELECTRONIC SWITCHING SYSTEMS

i
F.1 INTRODUCTION

In this appendix are described No. 1 through No. 4 Electronic

''U Switching Systems (ESSs). This information follows the general concept
information presented in Appendix D. No. 4 ESS is accorded special atten-

tion because of its potential in the development of a wartime switching

router.

F.2 NO. 1 ESS

The basic concepts of electronic telephone switching systems are

exemplified in the No. 1 ESS. It was developed as a general-purpose

switching system which would economically meet the growing demand for

telephone services. The No. 1 ESS may be considered a high-speed processor

which operates with a stored program of instructions and translation infor-

mation. Its design was more flexible than any preceding system, it antici-

pated the needs for new services, and it avoided the high costs associated

with modifying existing systems.

The No. 1 ESS uses a generic program to control the operations

required for telephone service and maintenance of the system. The generic

program is the same for all offices, includes all the functions necessary

to cover office sizes from 2,000 to 65,000 lines, and includes a means for

accommodating growth and changing traffic conditions. Data characterizing

a particular office are found in translation tables in the program store.

The No. 1 ESS program responds promptly to signals and data

submitted to it by customers and other switching systems. It also responds

to trouble detection circuits designed into the hardware to ensure depend-

able operation. A hierarchy of program tasks was established so that the

program could meet all the demands. Some tasks are performed on a strict

schedule; others are delayed without affecting the customer.

The initial No. 1 ESS generic program provided basic local ser-

vice for medium-sized metropolitan offices. Later a signal processor was

added to increase its call-handling capacity for large metropolitan
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offices. The No. 1 ESS demonstrated the success of the stored program and

electronic digital processor concepts and served as the pioneer electronic

system.

F.3 NO. 2 ESS

The No. 1 ESS, designed for use in metropolitan areas where large

numbers of lines with heavy traffic are served, is not economical for use

in smaller localities and suburban areas. Consequently, the No. 2 ESS was

designed by the Bell System, primarily to serve offices with 1,000 to

10,000 customer lines. Furthermore, the No. 2 ESS was designed to be

largely unattended, and to be operated by remote control in most main-

tenance and test functions.

The service features of the No. 2 ESS are essentially the same as

those provided by the No. 1 ESS. Moreover, it can provide four-party and

eight-party service which is still needed in some suburban and rural areas.

In case of large unanticipated growth, two No. 2 ESS offices can be com-

bined into a dual central office. Data links would provide communication

between the central office units of each office, and their switching net-

works would form a common network.

Many of the frames and apparatus developed for the No. 1 ESS are

also utilized in the No. 2 ESS. The major components of the No. 2 ESS, as 3
depicted in Figure 14, are 3rranged in a control complex consisting of two

control entities. The control entity consists of a central processor

frame, and one to four program store frames. The central processor frame

provides the control functions.

The two control entities synchronize with each other. Normally,

control unit 1 is in command of the call processing functions. A common

maintenance and administration center allows control unit 2 to instantane-

ously take over operations in case of any failure. Each control unit con-

nects to the switching network and other peripheral units over a peripheral

bus system.

The smaller office size of the No. 2 ESS allows the extra proc-

essor time to do more processing per call. Thus, a lower start-up cost as

compared with the No. 1 ESS is achieved with this system. Also, a simpler

processing hierarchy than the No. 1 ESS leads to additional memory savings.
6
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F.4 NO. 3 ESS

Modern telephone service, available to urban and suburban areas
through the No. 1 and No. 2 ESS, is provided to the rural community through

the No. 3 ESS. This system is economically competitive with other alter-
natives (electromechanical systems) in a size range of up to a few thousand

lines. Specific design objectives of the No. 3 ESS included the devel-

opment of a small electronic switching machine which would allow short

order-to-service intervals, involve less engineering effort by the tele-

phone 'ompanies, be capable of unattended operation, and which would mini-
mize the floor space and building requirements.

Unlike the previous electronic switching systems the No. 3 ESS
uses a single frame design for both initial and growth units. This frame

contains the necessary network and circuit elements to provide service for

approximately 300 lines. Growth is accomplished by an addition to the
frame, interconnecting it with the distributing and control frames.

The No. 3 ESS also uses a different type of processor than the
No. I and No. 2 ESSs. This processor, the 3A processor, uses high-speed

integrated circuits, making the speed of the system greater than required.

This speed allows the autonomy of peripheral hardware to be minimized at

the expense of processor real time. Furthermore, the 3A Processor has a

semiconductor main store memory which serves as a combined program transla-

tion and call information store. Programs and translations are stored on

cartridge tape chosen for low cost and good operational stability. The
tape serves both to back up the main store (containing the critical pro-

grams) and as a low-cost source of programs whose usage is low.

F.5 NO. 4 ESS

The No. 4 ESS is a high-capacity toll and tandem system designed

to replace the No. 4A Crossbar which, until the No. 4 ESS, was the only

system capable of providing full toll service. This radically new system

contains a high-speed program-controlled processor, a digital time division

switch, and terminal equipment to terminate both analog and digital trunks.

Figure 15 illustrates the system in block form.

66



METALLIC

TRUNK VOICEBAND DIGITAL TIME-DIVISION
ANALOG FRAME - INTERFACE SWITCHING NETWORK
TRUNKS UNITIZED UNITTERMINAL

EQUIPMENT

STIME-SLOT
INTERCHANGE

TIME-MULTIPLEXEDDIGITAL DIGROUP SWITCH
TRUNKS TERMINAL

SIGNAL
PROCESSOR

I A PROCESSOR

CALL STORES FILE STORES

AUXILA UNITS,. PROGRAM.STORES

0126i80w

Figure 15. No. 4 ESS block diagram.
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The No. 4 ESS was developed to cope with the tremendous increase

in toll traffic. This growth is particularly noticeable in la,-ge metro-

politan areas which were the first to require additional machines to handle

traffic. This "metropolitan multimachine" problem will be alleviated by

the No. 4 ESS since it can handle more than three times the traffic of the

4A Crossbar.

The No. 4 ESS, like other electronic switching systems, is con-

trolled by a program store acting through a processor unit. The No. 4,
however, employs a new type of processor, the 1A Processor, to control the

switching machine. With advanced integrated circuits, this processor is

four to eight times faster, is more dependable, and easier to maintain than

other electronic processors. Central control directs other units of the

processor complex as well as peripheral units to process calls and perform

various system functions. Furthermore, the 1A Processor uses high-speed
"writable" (electronically alterable) core memories in both program and

call stores, and a high-capacity disk file having a lower access speed.

Both contribute to the system's flexibility and economy.

In the Bell System, the No. 4 ESS is the first large machine to

switch digital signals directly. In fact, the system can only switch

digital signals, being a digital time-division switch based on a time-

space-time configuration. In operation, it is essentially nonblocking

because of its high call-handling capacity.

Most of the signals in a toll office today, however, are not

digital, but analog. Before the analog signals can be processed by No. 4

ESS, they must be sampled, quantized, and coded in pulse-code modulation

(PCM) form. These functions are performed by the voiceband interface unit.

After switching by the time-division switching network, the signals must be

changed back to analog form for further transmission over analog trunks.

Digital signals entering on digital trunks bypass the voiceband

interface unit and are handled by the "digroup" (digital group) interface

unit. This unit accepts digital signals and multiplexes them in the same

PCM format as the voiceband interface unit. Beyond the interfaces, digital

analog signals are in PCM format and can be switched as required in the
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time-slot interchange (TSI) and time-multiplexed switch (TMS) complex,

under the control of solid-state memories.

Signal processors are associated with the metallic-trunk frames,

unitized terminal equipment, and the digroup interface unit (refer again to

Figure 15). These processing units relieve the main 1A Processor of much

of the repetitive signaling work. By assuming such tasks as receiving and

transmitting dial pulses directly, and controlling multifrequency (MF)

interoffice signaling, the main processor is able to handle much more

traffic.

The increased speed and efficiency of the No. 4 ESS is also

produced by common control interoffice signaling (CCIS) terminals, under

controlled of the 1A Processor. Furthermore, these terminals allow the

processor to communicate by data link directly with the controlling proc-

essors in other No. 4 ESS and 4A ETS (4A crossbar offices equipped with

electronic translation) offices. The CCIS transfers signaling, network

management, and other control information between offices.

A high degree of reliability is achieved in the No. 4 ESS through

a completely duplicated switching network and path memory. The duplicate

network keeps up-to-date on the status of all calls being switched and is

ready to take over calls at any instant. This duplication also allows

growth units such as additional trunks, transmission equipment, and switch-

ing equipment to be installed without inconveniencing the customer.'I Standardization of floor plans for equipment, maintenance, and

operating areas minimize the custom engineering required at installation.

In addition, installation time is further reduced (when compared to an

equivalent 4A Crossbar) by fewer frames and wires, precut connectorized

cable, and more complete factory testing. A final advantage of the No. 4

ESS is floor space savings. Because of its modern integrated circuits and

digital transmission facilities, approximately one-third the floor space is

required for an equivalent 4A Crossbar system. This reduces the operating

company's initial cost and thus makes the system more attractive.
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The No. 4 ESS has been incorporated successfully in Bell System

network. It has provided improved system operation and new service fea- (
tures at reduced cost in comparison to existing electromechanical systems.

Improved hardware and software have made possible additional savings by

reducing power and space requirements and has provided a substantial sav-

ings in equipment costs.
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