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43STRACT

Current techrologies in the fields of telerormurications
and computer processing are becoming increasingzly integrated
te th2 extent that 'distributed' computer netwerks are
assumirg key roles ic commurications. The corplex
computerized systems necessary to support mecdern rilitary
cormand and control requiremeants are oxpezsive., UDesigrirg
such systems by trial and arror is not feasibdle, yet no
other viadle alterratives exist. This thesis offers ar
original methodology for evaluating the predicted
performarce of military automated systems, Using Petri-Nets
as a mod2ling tocl, computer simulations with color graphics

output are performed to demorstrate the feasibilty of this

approach as a systers design tool.
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I, INTRODUCTION

As rilitary vplarrers 1lookx forwe=~d to the design of
future command, control, ani cormunications (CZ}) systems,
several key ‘factors should be at the forefront of their
thinking. First of all, it is reedily apparent that there
has been a proliferation of computer resources for military
applications. Even the mest tactical of systems tecday is
becoming & sizeable <ccllection of computers, detadeses,
sensors and informatiocn-handling equioment.

Serordlv, oce car sernse that the fields of

telecommunicatiorns ani computer sclia

o3
(¢}
D

are Yecoring
ircreasirzly 1integrated. Although these once-separate
disciplines have very different historizss and traditicns,
they are experiencirg a techrnolozical convergence whicn is
having far-reaching implications fer 2otk the military arnd
civilian societies. Today the <corcepts and technigues of
computer processirg have been integrated with romrunications
to the ertent that Yeth fields share the sere ¥ird of loelc,
storege, switching anéd transmission. ©Recause infecrmation
kendline systers now erploy telerormrunicetiors ani
Irformaticn 1in such an intimate mixture, it is difficult to
distinpuishk what in the system 1s corputer orocessineg ari
what is communicaticns.

A third key factor should he a realizatior that certair

concents of computer communication networks ani distributed
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system archit=ctures offer advantages for military
apvlirations due to the notential for survivability and lack

f centralization.

o ]

Computer retworks are often created spontaneously by
corbining computers and cormuarications. The growth of
cemputer retworks is ore of the sisnificarnt ontcomes of the
convergence of the twe disciplines. An extensive array of
corputineg resources can he connected over a wide geograshic
area via telecerrunications channels, The ©potertial
architectures for such networks are limritless wher ore
considere the variety of nardware, softwere, protocols ani
geozraphir~ distributions that might romorice the system.

Arother key factor is that system planners reed to focus
their efforts upon total system 4integration. Tactiral
autorated systemrs tend to be develoved individueally to reet
urigue missicn requiremants. For instan-~e, senarate systers
are tyrically justified and d2veloded for risslons of fire
control, alr defense, intelligence, nerscnn=2l managemert and
lozistics, etc. While these sevarate systers may ©neform
satisfactorily alone, thar2 1is difficulty ipn previdire a
suitable management information system by whick the overall
cemranier er decisior-maker can have access to the
irformation in all these saparata systams in a fermet that
is easy to urderstard ard use.

Another irportant consideratior is that the

proliferatior of automated systems places a severe burder

upon the communications equipmrent that 1links systems
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together. There is a teadency for automated systems to be

sepvarately develored with insufficlient emphasis plered upon
th2 communicaticne equirment that will trarsmit tha
information. In cther words, the sersors and pro~essors of a
syster may work svrlendidly, bdbut plamnears mist not taxs it
for grarted that the date will arrive at the correct
destination in an error-free condition.

The communicatiors equipment and channelizatiorn that
carry the inforrmation must de as carefully erginreered as the
other compcnents of the system. In addition, the data on the
channel ~ust bs in a forrat that 1s cormpatidle wth other
systems. The U.S. Army is coming te grips with the fact that
if the some 5@ tactical automated systems on the drawing
boards were to be fi=2lded for use at the cerps level, there
exists no commurications eguipment capadle of cerrving the
vast volume of irnformaticn these systems wculd ge2nerate. Irn
addition, when the corrurnications eauirrent rust oterate
with specifications of trarsmission seecurity, Jjam
resistance, and 1low prodadbility of Intercept in e severe
electronic warfare threat spvironment, the desigr
difficulties are considerably maenified.

lastly, military planners should bYe concerned atout
beine able to accurately predict system performence. An
acrurate predictor of system derformance 1s needed for use
bv these in procurerent duties to ensure that performance
svecificationrs 2iven dy contractors will in fact prove to be

true wher a new system 1s fielded. Managers of currently
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operationel systems also require this service. They are
asxing in the course of daily duties such questions as: %hat
would ©be the effect of increased buffer spece at this dusy
location? Wwhat would bYe the impact on total systerm
rerformance i1f a varticular node or link in the network is
removed? Such & desire for prediction of system cva2rformance
has <created &zreat emphasis upon modelirg technicues ard
computer simulations of systems to answer thes2 questions.

All of the above factors heve gziven 1irpetus tc this
thesis. A nrnarticular medeling tocl which addresses these
reeds is described (the Petri-Net) ard 1is 1irplemented to
facilitate communicatiocns netwerk mod=ling.

The paper preserts three prirmery voints of origzginal
work:

1. It is demorstrated that automated retworks rcar be
reaninzfully rodeled with the use of Petri-Nets,

2., It is shown that Petri-Net mndels of networks can bde
adaotad for effective corputer executiorn ard displeay or &
color eraphics terriral. Sirulatiorns which irncerporate
graohics output are mTore easlly wunderstco?d ard have
censideratle educatienal valuz,

Z. The results of this research 1indicate that the
implementation ¢f such a modellng technigue in @ production
ecvironrent as a predictor of syster performance s
feasible,

The adove Z points, althoueh successfully implemernted

in the Naval Postgraduate School C3 laberatery, reoresernt a
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P new area of research in a prelimirary stage of develonmert.
Future investigation is required to exvand and validate this
‘ appreach.
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II. NETWORXS: MCTIVATION, TAYCNCMY ANT PRRFORMANCE

A, INTRCPUCTION

Predjcting the operformance of an autcmated network can
irndicate a measure c¢f a system’s effectiveness arnd
efficiency. [3] Evaluating a system’s oerformance is a
complex task. This task often requires modelirz. Many
performance modifiratiors are more suitadly performedi on
rodels thar the actual system, because trial ard error”
oroduction i{s not feasible economically. This charter
discusses the motivations for nretwork desigr arnd the

practicalities of predicting network verformance.

E. MOTIVATION FOR TET ANALYSIS OF PERFORMANCE

The rmragnitude of information processing in the "rited
States is unprecedented and still growing. Computer
processing and cormunications make a rejor portiorn of
currently accessadble information availatle to federal
agencies ard commerical bdusiresses. As the country {is
becoming increasingly dependent on the need for irnfermation,
the existance of reliable, effective computer commurication
networks is essertial to transtort computer-processed
information.

With the added cost of energy, the attractiveness of
moving resources to the user via computer communications
networks is apparernt.[8] The perfcrmance evaluation of these

netwvorks is, therefore, a measure of the syster’s ability to

14




meet user requirements.

Adeguate performance evaluation tools rurrently do not
exist. Therefore, decision-makers resporsible for selectire
new systems usually rely on the designer’s claims as to
performance, and procure systems accordingly.

2oth the civilian and military cormurities place very
heavy demands on cormunication’s facilities durirg crisis
situations. Throughout history existirg systers have often
cnt beer sufficient to carry such commurications traffic.
a1

The civilian cormmurity shares thes2 pro*lems. Mary
networks are ergireered to carry rean traffic loads and are
not planned for crisis contigencles. The commerical
telephone network, for instance, is inundated with 1traffic
Christmas and Mother’s Tay, severely degrading system
perforrance., The disruntive affects of @ national -erergency
on all types of autemated networks can cnly be imagired.

In the Defense Corrunicationrs Agency (DCA), work is
presently urder way to develop tools for evaluating the
performance of planned comrputer cormunication retworks. This
effort {s underway bdhecause development of these expensive
systems by "trial and error can nc longer be afforded. The
necessity to have corfidence in the system’s abdbility to meet
design specifications before productiorn 1s essential, sirce
norral federal nrocurement cycles stratch ocut over aight to
ten years. This cornfldence car be insured dby utilizirne

effective performance evaluation tools.

Mkt
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C. TAXONOMY

o great d4eal of embizguity exists ir the jerzon of the
netwerking field. [?) Therefore, several recurring petworx
deseriptions ere defined 1in thls ~hepter to vrovide a
consistent wvorabulary. Using these definitions, network
fissues carn ther be sucrcinctly conveyed to the reader.

1. Natworks

The term  “network”  corveys the corcept of
irdividualized <cells anrd a degree of interconnectivity. A
network exists for the jpurpose of achieving a desired
objective., The 1irdiviiual charecteristics of networks are
related to retwork topolegy, hardware cornfiegurations, ard
software control features designed to accommodate the user’s
requirements.

2. Corputer Comrunication Networks

¢ “computer communication network’ is a system
consistine of orne or more computers and terminals, and &
communicatiors subsystem which cornnects them. [?] Tkhe
primary ovurpose of this network 1is to facilitete the
efficient flow of data, &nd provide the r2quired suvportive
processirz functions. The cormunications subdsysterm consists
of transmission facilities and assoclated commuricatioers
processors. Corrurications processors are corputers
dedicated te exclusively handling communications tasks.

The clessification o* corputer corrurication
networkks often centers around the network torology, network

connectivity, switching protocol and the degree of

l¢
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imple~entation of system-wide control features,

The term “centralized comoputer cermurnication

network is used to define a networr that possesses a high

(27
ib

agree of certralized functions. fucther n=twork
classification, “distriduted systems”, is used to descrite a
low degree of centralized functions.

The differences betweer centralized computer
communicaticn networks and distributed systams reveal
themselves 1in the degree to which system functiorns are
4istriduted., There are ne concise metrics which delineate
the exact classification of a network. The interpretation is
subjective.

Further elaboration on specific advantarges and
disadvantezes of the distridbutiorn of system funections and
the definition of 4istrivutable functicrns can be fourd in
CYSPER [6].

Centralized corputer networks essentially forralize
the system control structure into ©pre-selected systen
control rodes. These nodes contain what is often referred to
as the retwork cortrol programs (NCP). The NCP can cortrol
the processing, datadase2 management and cemmunications
management functions. This type of networking
characteristically has a 1low 1=gree of feult tcleraace
because retwork directiorn emirates from orly ore node
frposing network restrictions should thls node be daraged.
Distributed systems, hcwever, are typified by the

4istridution of syster ranagement functions, Although a0
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“pure” distridbuted systems exist in reality, the term is
widely wused to indicate a hizh degree of distributed
furctions within s network. This "peer  structure acts ir a
coorerative sense., Fouting algorithrs, for exaerrle, rely or
informaticn that 1is “cocoveratively  passed from node to
neighdoring node, theredy deriving 1inforration, not on a
global bdasls bdut on a localized one. Distridbuted systems
kBave a high degree of survivabdility and are, therefore, more
fatlt tolerant thar centralized computer cemmunication
networks. The advantage of distributed systers is, however,
partially offset by the increased ' cverhead” necessary to
coordirate svster functions.

3. Further Reading

Numerous terms used in networking contridbute to
confusior due to the lack of an industry-wide standardized
taxonomy. The intent here was to deflne.certain keyvwords
used throughout this thesis. Further clarification of
system’s tavxoromy, althoush important, is not discussed.

Taxonomical studies recommended are (2], (0] and (237.

D. PFRFORMANCY PREDICTION AND MCLELING

"Performance” is defined as the degree to which the
system fulfills user requirements. In terms of retworks,
these measures are often determined by the nstwork’s
workload capacity or throushput ir the serse that the
network can first perform the desired functions and secordly

perform with a degree of timeliness, [4]




The ideal means of measuring network nveforrance is to
extract data frem the system itself., The collecticn of data
from existing networks 1is ofter difficult. The performance

testing of networks under heavy traffic 1loads or those

overating in a degraded mode is a sensitive matter, Dbeceuse

i e r—— e

; interference of the monitoring =equiprernt ~an not be

tolerated., Networks in design vhases, of course, can rot be

measured anrd require alternative assessment methods.
The modelirg of existing arnd planrned networks has herome

an 1important componert of perforrance evaluation. As an

e et e — = e

added Yenefit, modeline also facilitates the understandire

——

0f a system’s 31esign ard interrelationships.

The modeling process can follcw one of several different

techniques or a corbination thereof. The primary technicues

are: 1) mathematical modeling and 2) simulatiorn.
Mathematical modeling employs theories of queuing and

flow by descriding certain network charasteristics in sets

-

of equatiors. The process is, however, complex anrd often
assurmes away critical parameters. The prirmary disadvantage
i with mathematical rodeling appears to be just this problem
: of assurptions. Too many assumvntions irpose an unacceptabdble
§ . degree of abstractior. Although the validity of mathematical
modeling techniques has been confirmed [4]). the methodology
1s ofter understardable only by the modeler,

. ‘ Simrulation, the second alternative, leads the modeler to

J nurmerous techniques. A simulation is ar ehstractior of

concepts pertinent to the problerm bdelng studied, and Uupon
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which the modeler can apply varylng experimertal variables.
The model simulates only these features the modeler feels
are relevent to the problem, Hereir lies the critical darnger
of simulation. The darger may test be expressed by the

questior, Does the model bdear relevancy to the real ovroadlem? i

[10]

The major problem of simulatiorn, as well as aralytical
models, 1is therefore the validation of the rodel. Many
simulation experts talk ip terms of performance reliadbility

factors dHut fall to state that these factors may be just

derived from outputs of a model, ard the <closeness of thae

S— -

model to reality may or may rot bhe suhstantiated.

Th

1]

modeling process itself consists of the construction
of the model, followed dy the validation of the model, and

finally modificatiors te the model dased on results of the

! validation process.

Once the model has been defired, simulations are run

! with the model tc evaluate network behavior. The problem 1is
k | te predict peforrance of real networks by evaluatine
} ;' behavior on the network modals. The simulations ther provide
: l a means by which network design deficiencies can be
é ,’i identified and corrected.

Arother {ssue 1irp simulatior aralysis 1is the area of
overdesign., Simulations should 1indicate those systems
components that do not add to the <capadilities of the

¥ - network. This analysis can measure the device utilization of

specific comporents within the network.

P 20
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The key measurement of a computer communicatior network
is the network’s werkload capacity or taroughput. Throughout
is generally measured ir nurber of messagze urits per tire
peried, ard provides a measure of effectiveness and
efficiercy of the system, The parameters irvolved ir

throughput are: 1) network configuration ({topclogy!), 2)

network cortrol algorithms, and 3) network reliadbility.

E. SUMMATY

A solution to predicting performance irn systems where
the collection of 3ata is diffizsult or the syster {is in
desigr stages, 1s to build a model of the system. The moiel
could then Dde tested over the entire strectrur of
performance specifications.

The goal of perforrance evaluation is the prediction of
the degree to which the system fulfills the dintended
objectives., The major concern in computer cormurication
networks is the degree to which the network can verferm the
task and the degree of efficiency with which the task is
corpleted., A by-product of the evaluation should bdbe the
identification of areas of over ard urder-desiern. Crnce
design failures have heer {dentiflied, design tradeoff
decisiors can then ©bYe made. Thls process of performence
analysis is aiﬁed at optimizinz the existing or vrlarned

netwerk’s performance and ensurirg that the perfermance

meets the contracted user recuirements,
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ITI. MILITAPY APPLICATICNS OF DISTRIBUTTD SYSTEFM TFCINQLCOGY

A, INTRNTDUCTION

This <chapter discusses current millitary programs andé
research efforts that are applyinz the concert 0f autorated
netwerks to tactical missions. It is written to zive tae
reader some Dbackground information on prosgrars ard
terminolrgy. With this backgrcund, the applicadility of the

sirulations described in later chapters will be clearer.

B. PACKTT SWITCHZINC

The transrission of computer to corputer dizital
messages has had significant 1impact on communications
switching technigues. In fact, the concept of packet
switchineg was invented to a large extent terause of tae
unigue recuirerents of comnuter based systers. Packet
switehing was designed as an alteranative te clrcuit
switchinge.

The circuit switching technioue of older corrunications
systems is a method of establishing a route for
comrunicatiors traffic whereby a complete lirk Dbetween the
calling ard receiving station is set up and rairtained
exclusively for the exchange of those two stetiors. The
cornection is raintained wuntil one of the stations breaks
off transmissior or reception. A techkrique surh as this

tends to be wasteful 1in computer corrurications bdecause

computer communications are typically “bdursty” in nature;
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that 1s, the messages are very short ir duratior ard require
fast resoonses.

Packet switching is desigr2d to makes 2¢ficisrt use of &
cerrunications channel when thae traffic is sursty. [f111  I=
this technique messages ar= divided intec discrete "packets.'
A packet 1s a mlock of information containing s fixed rumder
of bits. Fach packet cortains the text of the message plus a
control header. The header contains erough inforration (for
example, socurce, destination, routing plan, message saquence
rumbher, etc.) to guarantee the packet will arrive at the
rrover destination. In addition, there will usually be some
checks or each such block, so that ary switch throush which
the packet passes may exerclse some degree of error control.

Tigure 1. shows a typlcal corposition of a packet of
information bits, This particular example is taxemn from a
packet redin retworx. [158]

In a packet-switching network, the packet reonresents the
fundamental wunit of tracsportation. One message may be
broken into several packets and sesach parket may be
irdeperndently routed to its final destiration. Of course, at
the destination the opackets must be re-assemdled in the
correct order to reconstruct the origiral message.

Berause rackets of the sare messace can be sent ty
different routes, congestion or the nretwork can be
decreased, Pach racket contalins its own control 1information
in the header, ard there are no lengthy conrection and

disconneect times as in the case of circult switched systers,
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It should be noted that messages which are broken into

packets are only meaningful withir the retwork. Yher paclkets
are passed through gateways 1intc cther packet-switched

retworks, a rew intra-ret level of protocol is required.

C. TYE ARPANET

Perhaps the best known example in the rilitary of a
large scale distributed system is the ARPANET. This research
effort has been sponsored by the Defence Departrert’s
Advanced Reszarch Projects Agency {(ARPAY., The ARPANET s a
non-secure, vacket-switched, distributed cerputer
comrunircation network which 1links teg=ther the computing
facilities at universities ard military installatiors across
the cortinental United States and reaches overseas to Londor
and Hawail,

The Justification and advantages of a rnetworlk such as
the ARPANET are summarized in the follewing exrerpts frem

the text Computer-Comrunication Networks written irn 1973:

[

"Cre of the rost successful aspects of the experirents
in the use of time-~chared computer systems conrducted during
the past decade was the abllity to share computirg rescurces
aronz all the users of the syster. Controlled shering of
data ard software, as well as the sharing cf the
tire-sharing syster herdware, has 1led to rm™ch highar

proeramming oroductivity and detter overall uvtilizatior of

the corputing and user resources.
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Fvep {n these time-sharing systems, hcwever, the system
capacity was simply rot large erouzh to verforr all the
storage requirements and ccmputing potential that a derision
maker required, There was the lack of a large enouwgh
comrrunity (critical mass thenomenor) in a sinzle avplication
area. Although it 1is 9possiblz to physically transfer
programs or data fror one comrmunity to another, this causes
restricticns in langvage standards and hardware systems.

To quote further: "8 viadle alternative to prozgrarmr
transferability, while permitting full rescurce sharire, is
to vrovide & corrurications syster that will perrit users to
access remote programs or 4ata as 1f they were loral users
to that system, In additior, it should dHe vpossidle for a
user to create a program on his local machine that could
make use of existine programs in the retwork as if they were
available en his loral machine. Rather than tryl-g to rove
the proerams from machine to machire, the netwerk would
allow the user or his oregram to corrurnicate with a rachine
on which the proerarm alre=ady executes. If erough machires
can be conrected inte such a network, the total cerrurity irn
ary particular applicatior area would »e sufficiertly 1large
enough tc reaci critical mass.” [1)

This, esser.tially, is the rationale for rilitary
arplications of the ARPANET research, bdoth on the strategic

ard tactiral level.

2¢




D. MILITAPY APPLICATICNS

¥a2 have spoken in a previous chapter of the tremendicus
zrowth of automated data systems. Tactical data systems, be
they for the purpese of inta2lligence, vescrnael managemant,

fire direction, logistics, or cormrand and contrel, ternd to

h be engineered and developed separately withcut the

! corslideratior of total military missior. Nevertheless, the
battlefield commanier cannot makve wise decisiors hased on
input from just orne of these systems. There is a good deal
of interplay between all of these functioral areas, ard all
must be cersidered,

One sinegle tactical cornuter in a single corrmard vost

could not be bduilt te store and update all of the data
rapresented in the combired systems., Ani {f it coull, such

certralization would bYe urnwise. The answer seems to »e a

distributed comouter netwerk Huilt to interconrect end shere
the resources of the individual svystems. This means ‘

} overleyinz an ARPANET-l1ike architecture onteo a series of

/ distrihuted processers orn the battlefield.
: ;’ The ARPANTT distridbuted architecture secegraphicelly
i,} separates data bases and computing resources, This
1 '? distridutior tends to decentralize a network, moving fror a
§ ;’ traditionel hierarchical cenfiguration te a ¢gria or
. ]

mesh=type corfiguration. Such decertralization is irportart
to cverall syster survivebility and relieadility. A network
architecture such as this is capabdble of reraining

] o operatioral if one or Tore nodes is rerdered
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non-operational. The architerture, combdined with opacket
switching techrology, allows for sufficiert alterrate
routing copnablility to ensure a rodust syster, It offers
sienificant improverent over some of the presert backdeone”
(hierarchical) systems in which the fellurs o2 ore nrode
alors the chair would completely disrupt comrunications on
the entire network.

It is obvious that a mobile and tactical application of
ARPANTT technology would offer new challenges to syster
epgineering. Most apparent is the fact that ARPANET sites
are interconnected by high speed, low-error, %ixed telephone
circuits. This kind of interconnectivity is nect nossidhle on
a dynamic battlefield. The omnly other alternative 1is ¢to
utilize mobile, digital radio equipment to achieve

connectivity.

E. THE ALORA SYSTFM

Several years aro0 researchers at tre OUriversity of
Hawail Dbegan work on such hardware, Because there was an
urusually hieh error rate on the 1lecal telephecre 1lines,
remote nusers of the university computer were uradle to
effectively communicete with the computine facility. This
led to a research program to investigate the use of durst
radio transmission in place of telephone lires  for
error-free, 1line-of-sight corrunications to the corputer
center, The resulting effort became %rnown as the Aloha
Syster, a series of packet-switched, ultra-high frecuency

(UBF), radio terminals. [13]
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The 4loka Svstem is essentially a broadcaét.
multi-acress network. The "bdroadicast rapa®ility of a radio
channel 1irplies that a sizgral generated Yy a radio
transmitter may Dbe racelved over a wide area hy any numbder
0of receivers, "Multi-access capability” of @ radio charnel
means that any numder of users may transmit ecver e commor
channel. Fence, all users within 1lire-of-sight of oze
another form a network that 1s completely connected,

independent of the number of users.

F. PACXET RADIC INTUOTUCTICN

Research done at the University of Jawali 1led to the
development o0¢ packet radic. Packet Radio extends the Aloha
System to militery uses. The goals of military experirental
versions of a packet radio system differ from those of the
oriziral Alcha net irn the followine arees: [12]

(1) TIistributed control of the netwerk managerent
functions should be ovrovided amorg multiple statiors for
reliability, and the use of a netted array of Dpossibdly
redurndarnt repeaters for area coverage as well as for
reliability should be included.

(2) The system should use spread-spectrum signaling for
coexistance with other possibly different systems in the
same bdanrd and for antijam nrotecticn. Surface acoustic wave
technelogy has become a viable currernt choice for rat~hed
filteriog in the recelver,

(?) The provisior of &zuthenticaion ard arti-deceptior

mechanisms 1s required.




(4) System protccols should be incorporated that »erform
network mapving to locate and 1label repeaters, route
determination anda resource allocation, remcte debuggipre, and
other distributed retwork functiors.

(2} ™he use of various implementaticn teckniques to
provide efficient overational -eoulovment suck as rereater
power shutdown except while oprocessing packets shculd be
included.

Recanse packet radios operate withir a Ddroadcast
cretwork, and all the network radios use a common fregquency
band (1712-1852 M™Fz), tnls technolegy has sore favoradle
implicatiors for frecuénry managenent and frequerncy
conservatior. Accordire to current military doctripre, the
frequency svectrum is allocated roughly in accordance with
each user’s stated requirement. In en Army or Marine
Tivision this results in a frequency management cproblem of
too many nets regniring too few frequencies ari a constant
threat of degraded ccmmunicatiorns due to mutual {irteferernce
prodlers. Onee a frequency 1is allocated for a particular
mission, it 1s not available for use by others in the same
area.

This might be an effective maragement technlique if each
assipned band were actually used most ¢f the time., In
practice this 1is not wusually the case, and ruch of the
frequerncy spectrurn is 1dle (not engaged ir carrying

traffic).
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A brcadeast network in which a numder of users share a
cormmorn broad ¢frequency band offers improvement to this
situetior. The limited freguency soectrur could be used r~ore
efficiently if (1) the shared freguency bard was wide erousk
to allow all wusers to transrit required traffic, (2) a
channel access schere was defined such that all users could
access the channel when needed while at the same tirme
allowing 1ittle er ro mutual 1interferesnre, and (2) the
channel usége, Qas hizh enough to ensure rwirimur erpty tirme

when the channel was not in use.

G. CFPANNTL ACCT®SS SCHIMFS

One primary means of <categerlizing radio brecadcast
systems 1s the method emploved for charrel access. AS
mentioned earlier, packet communications have found
irportant applications 1in srournd~dased radio irnformatiorn
distribution, and ir this situation there exists a corron
breadcast charnpel that 1is availanle and shared bdy a
multiplicity of users. Because these users deranrd acress to
the channel at unpredictable times, sore access scheme must
be irtroduced to coordirate their use of the channel i a
way which prevents degradations ard mutual irnterference.

A large number of <channel access 1deas have been
inverted, anelyzed and descridbed ir current literatvre. For
a sumrary of these scheres, see (14]. All of taese scheres,

however, might bde placed in one of three broad categories,

{15] Fach category has 1its own advantazes and costs.
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1. Category I

The first category irvolves rardom access contertion
scheres whereby little or no conirol is exerted on the users
in ac~essing the channel. This results in the oc~asicnral

L ‘ collision of packets on the air. A collision irwplies that at

k ' least ore2 colliding vpacket 1is unintelligi®le ard thrat
: channel usadility for the time of the collision may be lost.
Access schemes which fall into thls first catagory are the
pure 4loha, the slotted Aloha, ard to & lesser extent,
Carrier Serse Multinle Access. Thase are the acress mathods

9 used by packet redio systems.

To Dbetter understandi rardor arcess conterntion

] schemrmes, consider the example shown in Figure 2. There are
sore number of users, 2ach of which transmits sore rurbder of

packets of time duratior "tau” at rardor times. Line fcur,

t labeled S™M, indicetes the total traffic that all the users
! attemnt to send in a fixed time,
J In this example all traffic 1is eble 1o be

i trapsmitted without <cornflict -exce2pt fcr the collisior

o

irdicated dy the hashed area. These two vackets (®=-1 and

X-1) may both be unrecogrizadble to the receiving station (at

i S S

-

-~

least ore will be unreadadle) and bdoth could require

retransmission.,

In the rnon-slotted Aloha random @eccess techrnigue,
' ' varkets are transritted as soon as they reach the tc¢n» ¢f the
trarsmit queue at the radido. No consideraticor is made of

current chanrel activity. Therefore, they risk collistor

i 32
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with other nackets or the air.

Ir the slotted Aloha rethod, time is droxer into
discreta guantitiess equal to th2 maximur time of rrovagaticr
withir the notwork. Users ere restricted *to transrissicn
ornly at the beginnirz of each tire slct. Azzin, collisions
ray be frequernt.

Ir the carrier-sense mode, the readios listen 1defore
they talk and theredy reduce the risk of packet collisions.
The radio senses the state of the channel before
transmitting. If the channel is occupiad, the raiio waits a
raadem arount of tirme and sernses the state of the charnel
again before attempting to transmit,

Ar important measure of peformance for evaluatirg
these rapdom access techniques is “throughput.  Througkput
in packet radio techrology is defined slightly differently
than the definition given in Chapter II. Here {t is d=finad
as the percentage of time that the chanrel is ectually
occupied by useful traffic. Or, to put it ancther way, it is
the message density on the channel. Is the chanrcel carryircg
useful traffic (non-colliding packets) most of the time, or
i1s there a lot of time wasted ©between vpackets when the
chanrnel is empty?

Figures & and 4 show how throughout is calculated irn

beth technigues.




RANDOM ACCESS SCHEMES

f— i
user A-1 A-2 A-3
A l ~— ime
user B-1 B-2 B ~3
B Xime
user K~-1 K=-2
) 4 3 time
B~1 K~-1
sum A-1 A-2| IK~2i|B~-2{{A-3] |B-3
- time
Figure 2
3 4
non- 1 2 5
slotteld > 1 - - ~ 3y time
Aloha | t1 «¢2 t3 t4 t5 7 tn
throughput = 3_'71.(7
Figure 3 £Tn
.4 sent here
&/ \to avoid collision
carrie 1 2 3;',j':':l.: 4 5
sense > - e — + time
tl t2  t3 th t5  té t,
throughput = §(7)
Figure 4 <Tn
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It should be obvious that throughput is hizgher ir

the carrier~sense mode due to the decreasad numdber of
collisiors, Irn fact, aralysis has showr that the rmaximum
throughput vossible with the non-slott=2d Aloheé metnod is
approximately 1/2e or 18.4%. Throughput in the slctted Aloke
method 1is twice as high as the non-slotted methed (35%).
Throughputs as high as .80 to .90 have been ohtained wusing
the carrier-sense mode for <cases ir which the channel
propagation time i1s small compared to message duration. Roth
of these methods are classified as asynchrorous.

Another importantg measure of neformanpce for
distributed computer systems is a low delay time. This mears
that queries and responses between the system and ths user
take a mirnimum amournt of waitiang time. A short delay time is
important when there are many interactive users on the net.
Typically, 1ir order to decrease delay time vacket lernsth is
shortened. Long packet lengths, however, are necessary to
ircrease throuskput, shorten queue 1leneths and decrease
processinz overhead per bit.

Cn the dattlefleld, calls for fire frem a forwari
observer would typically be short ressages requiring a fast
response, whereas, Iintelligence summarias are nermally
several pages long and require ro reply. If beth tyves of
messages are carried by the same ccmmunicaticns ~hanrcel, one

car readily wurderstard why there are tradeoffs Ybetween

throughput and delay time.




2. Category I1I

At the opposite extreme of categories of radio

channel access methods, *here are schames which use

cempletely static reservatlicn access metheds. These schemes

pre-assign cavacity to wusers ani effectively ~reate

‘ "dedicated” as cpposed to multi-acc2ss charrels. Such
schemes as Time Tivision Multiple Access (TDMA), Trequency

Division Multiple Access (FILMA), and Code Division Multiple

Access (CTMA) fall irto this‘bategory. The Joint Tacztical

[¢Y)

Information DTistridbutior System (JTITS), Phase I, &rnd the
S

~

U.S. Marine Corps Position Location Reporting Syster (PLR

use the TIMA scheme in which time 1is broker dcwr inte
discrete intervals. The largest time cycle (called an
"epoch” in JTIDS) is divided into thousarcds of sraller time

slots or wirdows. Fach user on the broadicast retwork \is

assigned one or many time slots in which he can transmit

messages. After the passage of the cyclic time veriocd this

PR

S

time slot again appoears and he can transmit agair. Tals

technique, obdviously, is nizhly dependent wupon all users

mairtairning accurate time synchrorizaticn. The FLMA an2 CITMA

T e B+ PRI~
-

scheres hnave also been developed to statically assign each

user a fixed portion of the chanr2l according to & urlgue

-
-
- el Bt~

fregueacy or code respectively. Eere the probhlem is that a
bursty usar will often rot use his preassigned cevecity, in

which <case it is wasted. wWhen a user is idle his portiorn of

the channel carnot de used by other stations with traffic,
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3. Category III

Betweer these two extremes are the dyraric
raservation systems which only assign channel ceapecity to a
user when he has data to serd. In these schemes a certairc
pertior of the charnnel i1s sat aside in which to dyramically
schedule transmissior times, Sevaral schames fall irnto this
category. In a Pollirg schem2 tae user waits passively to be
asked if he has data to send., Ir ar active reservation
scheme the user asks for capacity when he needs it. Ir the
Mini-Slotted Alterrating Priority scheme a toker 1s passed
arong numbered users in a prearranged ssquernce, gliving =ach
permissiorn to transmit wher he receives a toxer. The cost of
these schemes 1is the overhead requirzd to imolement the
dynamic reservations.

The followling Figure 5. surmarizes the costs of

these three categories. [1Z]

The Cost of Cistributed Rescurces

Access Collislors Corntrol Idle

Method Qvernead Capacity
Random Access Cortention yes Lo ne
Dyramic Reservation no yes ro
Fixed Allocation ro no ves
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d. CURRINT PROGRAMS

As was previously mentioned, YHefore large scale
distridbuted data systers cer be iatrodi.ed t~r & rcedile
battlefield, *=igher capacity rcommunications hariware 1is
required. The U.S. Arrmy is working or two progrers to meet
this requirement. The two systems under dz2velcpment &are the
PLRS/JTIDS hydrid and packet radio.

An Army Letter of Agreemeat - [25] which addresses the
reed for these systems reads: "There is an urgent need for
corrurnications capatle of suvporting existing end vrograrnred
automated systems for Air Tefense, vield Artillery,
Intelligence, and Command and éontrol. Characteristicrs of
machire~to-machire communications, couvpled with the need for
fast reacticn times and a high degfee of mobility, r=sult in
a requiremert for a speclalized distriduted data
cormunications system, Without this <Zata commuaicactiors
irprovermert, highly sophkisticated and hieshly effective
weapon systems fielded ir the early 1982°s will nect orerate
to full potertial,’

In further descridinz ovresent cormuricatiors systers
this document speaks of exlsting 2quipment as ‘teing
"technolosically old, cererally marcually connected, too
large and 1immodile (multichannel), and re=oquirirg intensive
maintenance and logistical  suppert.”  "The current
comrunication syster cannot, without the addition of a
digital data communications capability, meet the demarnd

irposed Dby the emergence of autorated systers in the early
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The precise externt of this commurnications shertfall i{s a
matter of Jintense study Doy the Integrated Tactical
Comrunicatiorns Study (INTACS) Update Study effort.

The PLRS/JTIDS hybrid offers a solution to this probler
ir the mid-198¢°s. Packet radio, also, s a promisire
technology to satisfy future tactical data distribution
missiors. Its development schedule, however, effectively
eliminates it as & short term candidate.

1. PLRS/JTILS Eybdrid

A detailed descriotion of the PL®RS/JTIDS hybdbrid is
rot possidvle here. Eriefly stated, however, the system is a
corputer Dbased system which provides real time, secure data
communications, and position location arnd reporting
information for tactical forces. It comblres desirable
features of bdoth the PLRS ar the JTILS systems, usirg
modifted equipment from both systers. This syster is planneid
fq{ introduction to the field by 19&6.
’ In addition tc¢ work DbYeing done on the PLRS/JTIDS
hybrid, the Army is monitoring or wvarticipatirg 1ir some
interestinz tests wilth packet radio, described 1in tne
following sections.

2. Sarn Trarnclsco Bay Experimental Packet Radlo Network

The current experimental packet radio retwork teing
supervised by OSRI Irnterratioral 1is 1located {irn the Sar

Franciscc Bay area and has ©been operational «<ince July,

197€. Figure 6 [16] shows a map of the retwork sites.
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There are two station PRU°s located at the Menlo Park site.
Tach statiorn has arn associated PLCP-11 computer attached. The
network has four fixed repeater sites soread over the area
ard a variadle number of packet radio user termirals
(typically four to six). There are two vehicular packet
radio terminals. These modile terrminals are arn important
aspect of the network, and a hand-off of a modile terminal
from one repeater to another is frequently exercised.
3. The Fort Bragg Test Bed

The U.S. Army has also recently set up a test bded
for the evaluation of Packet Radlo at Ft. Rragg, North
Carolira. ARPA is spornsoring this effort, known as tne Army
Data Distribution System (ADDS). "The purpose of the ATLDS
experimert 1s to develor ar ervironment ir the residert
IVIII Airborne Corps to perrit wuser participation in the
developmernt, refinement and evaluation of inrovative
conceots for deployrent of distridbuted date 1in support of
future tactical Army data distribution requirements. [17]

In this multi-phased experiment, Ft. 32Zrage 1is
experiencing a step-dy-step bduild up of resources. The first
phase of the experiment YbYegan in January, 1979. Three
computer terminals, a network processor (called a
TIP-Terrinal Interface Preccessor) ard a host corputer were
installed at Ft. 3Brage and cornected via commerclal
telephone 1lines 1into the ARPANET. After installation,

operator training began ir 1-2 day courses.
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T™e second phase began in April, 1379 and the number
of termirals was ircreased to fifty. The trairirg ir these
phases acguaintad operators of all ranks with the  asic
preprogrammed capadilities of the ARPANTT ircludirs
electronic mail, file mapagement, diractory mairtenance,
text editing, ard printing. More specific aprlications
geared to tacticel information flow requirements are also
belneg tested in garrison.

Phase III of the ADDS experiment is currently goling
on ard involves the introductiorn of Packet Radio 1irto the
testbed. The PR network at Ft. Bragg will evertually 3row to
approximately 2¢ radios and 2 control stations. Irnitially,
the radios are being employed in garrison to replace
hard-wired cornepections. Ir the future, they will be deployed
to the field in support of Corps exercises.

Packet Radio 1is expected to fullfill at least two
major roles in the Ft. ©PRragg testdbed. The first 1is to
determine if this communications technology will satisfy the
tactical data communications requirements of a corps on the
battlefield. In this role, the system will be ©vlaced inte
the testbed as would any other comrucicetions syster
proposed for Army use. A second role is to provide & broad
barnd communications chancel for other systems under
development which requires a data transfer capadility. In
this role the PRNET would provide communications for TACFIAF
or some other intelligence or air defense system while

mairtainicg its ARPANFT concectivity as well. [17] '
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Reports from the Ft. Bragg testbed indicate that the
XVIII Airbdorce Corps persoLrel have raridly ard
enthusiastircally adapted to the computer based

commrurnicetions technology. It is possinle that the wuse of

this data distridbution technology can become as routine to
é : commanders and staffs as voice - communications are today.
(17

In any case, the Ft. Braze experimernt represents arn

innovative ard unique approach to investizating advanced

f conceonts in Army dectrine and tactics. The testhed is a
departure from traditional Army tests designed to arrive at
production decisions, and is being drivan by the urgent read

for increased tactical data distributiorn capadility.

1. FUTURE IMPLICATIONS

X Is 1s not an exageration to say that these are very

i crucial days for the U.S. military. Resourc2 investrent

i decisions are more important now than ever before in
history, and the consequences of bad judgement cffer

potential for great loss. Some would argue that an

e gt 5. £ ) B
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ever~increasing dependency upon technology by the armed

X forces is a very dangerous trend. Nevertheless, {1t {is

——
-
. L

i apparent that electronics and telecommunications advarces
' are bdeginnine to have sigrificant impact uporn strateey.
: Cheptar One of the U.S. Army Combat Communicatiors Field

Manual s entitled "Command. Control, ard Commuricatiors

(C3)". A quotation from this document helps to stress the

) intensity of future battles and the necessity of accurate
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ard realistic planrire for that engagement. [24]

“The U.S. Army has arrived at a peint where technology
ard reality have outrur our old tactics on flghting arnd left
ther in the dust. ¥e have come to the shockirg realization
that the old way of doine thices will rot work any rore.”

"A good exarple of the charge in combat reality facing
today’s soldier is an ofter used statistic fror the
Arab-Israeli War of 197?3. In 2@ days, over 1708 tarks were
destroyed betweer the two sides. That’s as many tanks as
there are in five U.S. armored divisions. Techrology has
irproved the weapors systems to the point where a tenk has a
53-53 chance o2 beinz hit dy the first round fir=d ot 1t. We
must retcol our tactics to meet the reality of the next
fight.”

Certainly the capabilities of an army’s ccmmand aand
control system has & great influence upon the capability of
the force as a whole. The trends and techrolcgies describded
ir this chapter have far-reaching implications to doctrine
and pose sore problers that have yet to bde solved. It s
beyord the scope of this thesis to dwell o¢n these
implications in great length. A listing of the most obdvious
ones, however, is interesting and instructive.

1. Chain of Cormrand

First of all, how will distributed systems change or
affect the traditioral chair of cormand structure? C3 system
architectures typically reflect the chain of command within

an organization, ard this results 1in most C3 systems Ddeing
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very hierarchicsl in structure. Distriduted systems terd to

Ye grid-like, peer structures. Ir a distribwuted system, |is
it advantageous to practice the conceot of "skip echelon”
reporting, in which certain 1levels of ccmmand may send
traffic directly to the highest or lewest elerznts without
intermediate "information only” stops? Certainly this would
tend to decrease the tire of delivery of messages ard would
évoid congestion on the network. But carn the irtermediate
corrmanders afford to miss information that right prove to bde
critical er essentlal? What affect 10 distriduted
architectures have orn the traditicnal role of corrunications
centers and message centers? Would the ragquirement for these
functions be eliminated? Waen the network is organized ir e
peer structure, how are protocols designed 1in erder tc
preserve a priority  system to message traffic? These are
questions that remalr to be answered.

2. Network Manacemernt

Next, a very 1important question is the manzer in
which network cortrol and data base managerent is exercised.
Although distriduted systems appear outwardly ta be
decentralized, a static, inflexidble retwork contrcl desigr
would make the so-called "distributed” system as vulnerable
as 1ts hierarchical oredecessor. Clearly the responsibility
for network management and data base updating must te
tracsferable withirz the pnetwork, and the capa»llity sheculd
be shared by more than one statior., There 1s a tradeoff

1

reached, however, Yetweer ore station and multi-station
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operatior, The more nodes there are which <car exercise
network control, the more vulnerable the eptire netwerk
becomes to spoofirg arnd deception techaigues, and the rore
costly and complex 1t Dbecomes. It is interesting to note
also, that some of the hardest decisions and lonzest delays
in the JTIDS ovrogram have dealt with this guestior cf
network marnagement.

. How Much Redundancy?

In addition to these important questions ore rust
ask also, "How ruch redundancy is enough?” Although
distriduted networks are more survivadle ara redurndert, what
kird of back-up systems are still recuired? <C2rtainly an
increased dependency upon satellite communicatiors ic
today’s world has decreased the investrert in 1long-heul,
high frequency (HBF) communications systems. Sore have argued
with convincing reasoning that this is a dergerous position.
It 1s generally more attractive to ensineers and plenrers to
invent and employ new systems rather than to irprove the
old. Nevertheless, it 1s necessary to retain ard mrmaintailn
older, vroven hardware as back-up, secondary equirment. The
question remains, Fow much is enough?

4, Propagation Loss Due to Higher ¥requency

Because of the corgestion existing at lower
frequencies and the high Dbandwidth requiremrents c¢f new
automated systems, new communicatiorns -=quipment 1is Ybelrng
designed to operate at very high carrier frequencies. This

restricts propagation to strictly 1line-of-sight distances.
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While this situation 1s acceptable in ground-to-air and

ground-to-satellite communications, it poses serious
constraints uvon ground-te=-ground modila commenicaticns,
especially ir rugged or forested terrain. The arount of
propagatior 1loss in this situation is nighly significant,
and the utility of these systems has yet to be proven.

£. Management Information Systems

It was mentioned previcusly thet the developrent of
an effective Management Information System (MIS) to
integrate and displey data to a corrander and his staff is a
formidable task. The Army, in fact, has been wrestlinz with
this prodlem for over twenty years while attempting to field
its Tactical Operations System (TOS, which is, in essence a
MIS). After that amount of time, one questions whether suck
a system is rearer completion now thar it was ir 19€8.

€. Interoverability

The military is fast firdirng out that
interoperability means much more than mutually compatible
equipment. It also means compatadbility of procedures,
software, and message formats. One should watch closely the
continued development of JTIDS and attempt te judge the
success ¢f Joint service programs. The \intercperability
requirement tends to introduce system complexity 1in an
attempt to make the system all things to all people.” ‘hen
one moves to the problem of interoperadbility in the NATO
environment, the question again becomes, "Eow interoperadle

cap equipment be without becoming too costly, toco bulky and




generally ireffective?’

7. Voice vs. Data Circuits

| Arother important questior yet to be resolved is the
prorver trade-off of volce ard data «circuits. Azain, JTIDS

can be the case ir poirt. Sorme services seem to be

slde-steoping procurement comrittrents vartly dve to a lack
of definition of system capability ian this area. Although
tactical commanders tend to prefer volce channels, volice ;
channels require an enormously great2ar bandwidth allocation
thar data channels. If & commander is givern the cholce of
having one2 volce channel or ten data channels intc his

command vpost, which will he choose? Which should he chocse?

—— -

‘ What wlll the system offer?

8. System Cost

Finally, the question that will Dbe asked most often

is simply: "Fow muck will the syster cost? Costs are
divided 1into at 1least four categories. There are hardware
and software costs, (it 1s common knocwledge that the 1latter
are now a greater consideration than the former) and there

are initial procurement costs and life cycle costs.

Included in these costs is the manvower question. Is

it realistic to think that as systems become more and more

e et Pui e v rmme -

e

highly technical that the ©personnel who fix, operate and
manage the systems will be Ydetter educated and rore

professionally competent?
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IV. AN INTRODUCTION TO PETRI-NETS

A. INTRODUCTION

The vpurpose of this chapter is to introduce the reader
to the particular modeling tool which forms the basis for
this research. The history of Petri-Nets is first discussed.
Then an explanation of how Petri-Nets work is presented.
Followirne some simple examples, the chapter corcludes with a
brief surmary of the strengths ard wedaknasses of this

medeling tool.

3, HISTORY

The Petri-Net 1s named after its discoverer, Carl Adam
Petri. These nets were developed in his early work 1in 19€2
in Germany. They soon came to the attention of Anatol PFolt
who was then leading an Iuformation Systemrs Theory Project
for Applied Data Research, Inc. The work of this group
eventually led to the theory of "systemics [5] which dealt
with the represectation and sudbsequent analysis of systems
and their behavior. At this point the modern forralisr and
notation of Petri-Nets was introduced. Holt also
deronstrated the usefulness of the Petri-Net rmodel 1in the
representation of systems characterized Dby ccncurrent
processes.

Perhaps the single largest source of r2search and

literature regardicg Petri-Nets has been Project MAC at the

Massachusetts Institute of Technology. The Petri-Net model
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was 1ntroduced to the researchers at Project MAC due to fhe
association of Holt’s group t¢ J. Dennis” Corputation
Structures Croup. This group has produced several FEZ.D
thesls, together with rany reports and technical remos
dealing with Petri-Nets. In additior, MI?T nas sponsored two
irportant conferences dealing with Petri-Nets. The first was
the Project MAC. Conference on Concurrent Systems and
Parallel Computationr held at Woods Hole irn 1979. The second
was the Conference on Petri-Nets and Related Methods, reld
at MIT {n 1675,

This work, begun at MIT and continuing at other centers
in the United States, until recently tended to concentrate
on the <formal or mathematical aspects of Patri-Nets. This
work bears resemblance to the research in automrata thecry.
It attempts to aralyze systems by representing them as
Petri-Nets, formally manipulating the representationr ir such
a way as to derive information relating to the DHehavior of
the modeled syster. Because of the simplicity and power of
Petri-Nets, they are excellent tools tc use in the analysis
of concurrent or asynchronous systems., They are finding
their way into a number of diverse applications.

Petri, hirself, is still actively researching, expandinrg
his original thecry. Eils extensions have led to a form of
gereral systems theory called “net theory”. FKolt 1is
continuing his research, concentrating on system

reoresentation and analysis of the formal representations.

(sl
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C. 9OW PETPI-NETS WCRK

Simply stated, a Patri-Net is a model, Yore
specifically, 1t is ar abstract, formal model that aralyzes
the ®low of information in systers. [5,19] Petri-Nets also
describe not only the information flow, dut the contrels and
constrairts of such flow. A Potri-Net 3zgraph models thae
static structure of a system in much the same marcner &s a
flowchart models ¢the structure of a cormputer prograr. AS a
modeling tool, Petri-Nets are esvecially useful in modeling
systems that exhibit asyrchronous and concurrent activity.

A Petrt-Net «consists of a collection of "everts ard
"conditiens.” In graphical notation, ~conditions are
conventionally reoresented by circles ard events are
represented by bars. The Petri-Net is given structure and
the capacity for 1interaction by cornecting events and
corditiorns with arrcws.

An arrow fromr & condition to ar event signifies an irput
conditior to that event‘and implies that every occurence of
the event terminates the " holding” of that cordition. An
arrow fror ar evert to a condition sigrifies ar ocutput
condition, and 1in this case, the occurence of the event
commences the holding of the output condition. The graphic
notaticn for a condition which nolds is the rarkirg of that
conditior by a ~token .

The behavior of a system may Y»e thouzht of as tlLe
occurence of events as time progresses. If all {frnput

conditiors to ar evert hold, the event can occur. This
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results in the holdirg nf the evert’s output conitiors.

Conditions may alsoc be called “"places” or "nodes’ and
events may also be referrea to as trarcsitioms.” In tae
Petri-Net medel of & system, directed arcs ccrna2ct places te¢
tracsitions and trarsitiors to places.

The Petri-Net is first given a particular structure of
places and transitions, and then it is “executed.” Fxacutior
is governed by a "firing” protocol.

Simply stated, a tracsition may “fire” (symbolizirg the
occurence of an event) when all input corditions or places
into that transitior are marked with a toxern. Wher all
irputs 1into a transition are marked, the transitiorn is said
to be "erabdled”. Figure 7 shows an "enadled” trarsiticr.

Executior of the Petri-Net involves the cyclic checking
of all transitions once durineg each time irnterval. Each
transition that is fcunrd to be eratled i{s fired, ard toXens
are moved from the input places of the eradled trarsiticrn to
the output places of that transition. This oprocedure
contirues for a set number of {terations. The flow of toxens
in the Petri-Net thus syrbclizes the flow of infcrmation or
control in the modeled systen.

By devising speclal methods for marking the nurber of
tokens at the Petri-Nets nodes, the system status c&n ©Ue
accurately and effectively recorded. The state of the system
i1s reflected by an ordered s=t of mark status indicators

which correspond to the nodes of the graph structure.
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In this thesis such an effective marking method 1is

uriquely erploved to give the viewer an accurate srapskot of
!

1 networkx status. 1
b Petri-Nets have rapidly zalned acceptence over the last

decade. Along with this aceptarce has been the furtherinz of

' the understanding of Petri-Net properties.

D. A SIMPLE FXAMPLE
Figures B8 through 11 show the various states of a simple
Petri-Net as executiocr occurs duricg four successive time

intervals. [21) Notice fcur places (P1, P2, P3, and P4) and

; . three trarsitions (TR1, TR2, ard TRIZ). The directed arcs

denote the 1interaction and relatiorskips between input and
output conditiors. For irstance, TR1 will Dbecore enadled

when P1 (its only tnput condition) 1s marked with a toXen.

At the time that TF1 fires, the toker will be reroved from
its input conditior (P1) and ©placed in 1its two output
conditiors (P2 ard P4). In this manner flow of informatior
or control is followed through the modeled system, Figure &

j R shows the retwork at time = @ with ore token placed ir P1.
i Figures © through 11 depict the Petri-Net as it contirues

o

axecution thrcugh time = 3. A

-
- N

E. ACVANTAGES AND TISATUVANTAGES

The following characteristics of Petri-Nets were found

by the authors to Ye strengths when usirg this particular

modeling tool for simulations in the context of this

research:
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1. The rules governirg Petri-Net execution are simple
ard easy to understand. This methodology <can be gqulcikly
grasped dy those with rcn-technicsal backgrcunds who would
ordirerily Ye unadle to understand rathematical or
analytical modeling. Yet Petri-Nets retain a nigh degree of
precision and accuracy.

2. There is much flexibility inherent in the Petri-Net
graph to model wide ranges of complexity. For instarnce, &
model can be further abdstracted by the replacement of &
complex retwork of nodes by a siresle node,

3. There 1is a large degree of flexibility ir assigning
time intervals durircg execution.

4. Petri-Nets are well-suited to "snrapshot” tortrayal of
retwork states. This advantage is 1importact in simulation
languages and is considered a strong point of languages such
as GPSS and SIMSCRIPT. Petri-Nets pcssass this
characteristic by nature.

£. Petri~Nets nave the potential for a wide variety of
uses. Basically, ary process that cac be flow-charted cculd
be expressed by Petri-Nets. Applications could include: flow
of information or control ir an oreanization, irformatior
flow in electronics hardware, representation of computer
software or, procedures and stages of developrent in a
ranagement program.

€. Petri-Nets lend themsalves well to computer graphics

display.
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7. Petri-Nets are very effactive wher modeling
corncurrert, asynchronous activity in a network or system.

Certain weaknesses also bz2came aprarent te¢ the authors
ir the course of this work. They are listed as fcllows:

1. Although Petri-Nets are basically simpla to
understard, the small bulilding bdlocks of a networx soon
become exceedingly large and complex when large systers are
modeled. The 4input files to some cof the larger sirulations
in this paper were more than 1422 lines long. These networks
must “e drawn on paper before their extry into the cormputer,
and this kirnd of effort socon decom=2s very tedicus ard prone
to error.

2. Petri-Nets are best suited to corcurrent,
asyachronous behavior. When non-concurrent, syrLchrorous
pehavior in a system 1s modeled the Petri-\Net assures a
large amount of overhead.

3. The fact that Petri-Nets ere not gererally well known
in the computer communications community could te a
disadvartage when the user wisha2s to prove the accuracy of
his rodel.

4, The fact that the simulator employed in this thesis
effort was deterriristic could be considered either as ar
advantage or disadvantage depending upon the application.
Many simulations have value DYdecause of thelr stochastic
nature. Certain classes of experiments, nowaver, need to be
urderstood not because of "chance” happenings but decause of

the operation of the "laws 0f nature working upon the
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elements of the experiment.

As with apy modeline techniaue, success is achieved
tnrough the modeler’s fariliarity with the Todeling tool.
Petri-Nets provide an excellent mears to rmodel those
applications best characterized by their asyrcaronnus,

concurrent nature,
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TRI-NET SIMULATIONS 0r COMPUTER COMMUNICATION METWCORXS

A. INTRNLUCTION

Ornce the bYasic rules of Petri-Net execution are
urnderstood, it is o simple matter to apply these rules to &
commuricaticns network. The system modelea {is the nrnetwork
itself. The movemert of tokens in the Petri-Net represent
the flow of irformation within the system: in this case,
message raffic in the network. ©Each token beccecrmes a
discrete amourt of irformation corntained within the messase.

The places in the Patri-Net graph are used to represent
commurications nodes within the network. The directed arcs
of the Petri-Net graph are used to represent tre
communications 1links or charnnels which interconrect the
rodes. The trensitions between nodes indicate the
availadility of the channel to carry traffic. If the
trarsitior 1s enabled, the channel is clear, ard the ressage
is relayed from input node tec output node.

The careful structuricg of the Petri~Net graph 1irmposes
upcen the modeled system a variety of network pretorols. An
advantage of using Petri-Nets <for simulation vcurposes s
that the 1logic and oroteccol of th2 systam ar2 entiraly
contained in the structure of the Petri-Net grapk rather
than in a cemplicated mathematical algerithm withir

sirulation software.
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B. TYP¥S OF NODES

The graphical output of the simulation attaches

3]

sigrnificance to the shape of the rnodes displayed to tk

screen to facilitate recognition a=nd interpretstion. ¢

1]

4

experimental packet radio network in tan2 Sen Franciscc Fay
area defires tnree vprirmery tyves of nodes: termirals,
stations, and repeaters. A terminal is a user rnode at which
traffic is inputted or to which traffic 1is destined. It
could be a fully automatic sersor, a handheld device, or a
keyboard with CRT; but a2 terrminal is a place where users
corr2ct to the nretwork., The statior is th2 noae at which
retwork control 1s exercised. The station typicelly ¥k=eps
retwork statistics, moritors flow ard congestior cortrol,
assigns routing, and performs data base maragerent for tae
system. It is a termiral with increasesd processing
cepability usually provided by anrn attached rirni-corputer.
The repeaters are stand-alone devices placed ir nurerous,
dispersed positions throughout the network to act as relay
sites. BRepeaters dc¢ not act as crigins cor destinations of
traffic, dut they serve the opurpose of extendine the
geographliral range of the networx bta2yond a typical
line-of-sight distance.

While all networks io rot use this idertiral
terminology, these three functional nodes summarize the
requirerents of commrunication hardware in mrost retworks. In

the simulations in this thesis, three types of fiezures and

ladbels represent the functions of nodes as described adove.




C. A SIMPLF APPLICATION EXAMPLE

Ir order to unaerstand more corpletely the application
of Petri-Netse to cormunications circuits, refer to Figure
12. In this diagram two distinct orce-way corrurnicatiozs
channels are represented. The first goes fror T1 to %2 ani
the second goes frem 73 to T2 and through T4. The irdividuel
tokens are representative of packets of information in a
packet switched environmenat., The three additioral rodes
forring a triangle in the center of the ilagrer 1irpose a
special firire order upon the transitiorns {r the
cormunications chernel., These <center ncdes are systems
overhead which eznsure that ozly orne “packet” car be
transmitted during a single time frame. In fact, if the
three additioral center nodes are thought of as a clock,
then the entire network is a representation of Tire Division
Multiple Access in a network. A terminal car orly ‘transmit
during a particular assigned tire slect. After the tire slot
passes, the user must wait until the clock cycles back tc
his slot agzalr. Because each transritter has a unicue tire
slot assigzoment, nc two terminals carn transmit durirg the
sare tire, and collisiors of packets on the radio broadcast
channel are eliminated.

This explanatior should give the reeder a si—ple idea of
the rmanner in whick wvarious oprotocols are represserted.
Obviously the Petri-Net in Figfure 12 allows orly

non-concurrent activity on the comrunications channels.
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The removal of the additional overhead wculd allow
concurrent activity. In fact, this is sometires desiradle,
rcr instance, those networks such as AUTOLIN I1 which will
marve use of leased landlines will allow concurrent activity
in the network. The Petri-Net 1is more efficient when
rodeling <concurrent activity. The requirewments to ensure
non-concurrency as ir Figure 12 , causes one additicnal node
and ore additioral transition to be vlaced in the Petri-Net
graph for every transition on the cemmunication links. Using
the fundamental Petri-Net described here as a small bduiliirg
tlock, a system of considaratle corplexity caa %2 built with
rary origin and destiratiorn terrmiraels, and whicia allows
packets to flow two directions with mrultiole, alterrate

paths from source to destination.

D. RANIOMNESS IN PETQI-NETS

The Petri-Net simulator wused 1in this thesis werk {is
deterministic. After the sirulator begins execution there is
no means to interactively alter the <equence of events, and
there 1s no element of randerness withir the simulator.
Because of this situatiorn, the same irput file will always
glve 1identical output. Although the caparcity for alternate
routing within the communications network 1s irplemented,
the tokens do not randorly “choose” their routes during
execution. They car ornly follow their pre-assisgned routes
frorm origin to destinatinon, This means efrfectively that
fixed routing instead of adaptive routing is represented 1in

the simulations. 7This is nrot necessarily a disadvartacge,




however, as sore simulations nave shown Dbetter throughput

and time of delivery results using fixed rceuting cver

adaptive routing [2€].

It right be advantageous to rodify the Fetri-Net

make it more stochastic ir character. This

simulator t0

might be accomplished In at 1least two ways. 7Tirst, the

irital markirg of the rcetwork could be varied randomly at

the beginning of each run., Certain k=y nodes could be marked

or left urmarked according to the result of a call to some

Then the initial rariom state of

randor nurber generator,

the retworX would affect the end result of the output file,

A secornd way to add randorness deals witn tiae Petri-Net

concept of ~dynamic conflicts’ (see Figure 13, for an

examrple of this particular network state). In this figure,

notice that beth Transitions 1 azd 2 are

will

the reader

erabled, dut doth cannot fire, Only one transitior ran fire,

since in so doing it removes the token from TZ ard disables

TR1 and TR2 are said to be in

transition. Thus

the other

conflict. This basic relatioaship can bYe wused to cr=ate

either determiristic or nrondeterministic oehavior. If the

Petri-Net simulator is deterministic, the firing order for

ir conflict 1is fixed according tc a certair

This descrites the case in tkis paper. The firing

trarsitions

rule.

order of trar~sitions is expliclitly defined by their orderirg

ir the 1input fille. Ir the case of Figure 13, 1f TR1 is

listed ir the irput file Yefore TR2, and 1f a dyraric

conflict occurs between ther, TR1 will always fire first and
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Figure 12.
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TR2 will pot fire during that time interval because it will
have been disabled. Thls set of rules gives & strict
priority of firicg to the retwork.

The firing order of <transitions in ccnflict couli de
modified so that it cccurred in a randem faesnicn. This wculd
allow the Petri-Net to be executed in a non-deterrinistic
manner and add the missing aspect of randcmness to the
outcome if so desired. Ir fact, Petri’s first networks were

non-determinestic because of this factor.

T. MFMORY STORAGE REPRESENTATICN

The amount of memory sterage ip apy particulaer
commurications rode is also easily represernted 1ir tne
sirulation. In this work a maxirur numder of seven packets
is allowed at any orne node., This number reflects the DdHuffer
size of seven packets in packet radio technolegy. If at any
time a rode accummulates more than severn nackets, the huffer
size has been exceeded and packets would theoretically be
lost. Wwhen the ©bduffer space 1is exceeded, the aumber of
overflow packets is displayed outside the nrnode in & red

warning color.

F. SYSTEM LCAD AVERAGE

The system lcad cn the networZ can be rapreserted by the
number of packets in transit at any ore time interval. The
system load then can bde varied by centrolirg the fregusncy
of message generation. The shorter the interarrival tirme

between generated messages, tnhe dusler the netwerk will Dbe.

€7
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At some point the network will be saturated and unacceptably

congested if message irput 1is gresater than T[essage
throughput.

It is a simple ratter to construct & ressagze gzenerator
using Petri-Nets., See Figure 14. In this figure Transiticn 1
is firinz to two outputs. One can be tnousght of as external
and one output, R1l, can be considered 1internal to the
network. The exterrcal ncde can represent erntry into the
communications channel. The internal output f2eds a token
back irto the “gererator ard will, therefore, fire other
packets into the nstwork at regular 1intarvals. The otaer
repeaters (R2?, RZ) car »e thought of as delays which slow
down the frequency of message generation, Tals configuration
of places and transitions corstitute a message gererator.
The frequency of generation <can bYe stagg=rad and then
several gererators may be placed at the input of every
cormunications circuit. In this marner the syster loeil on

the retwork may be varied.

G. TIMT PFPRESTNTATION

The Petri-net model is very gcod at representine the net
status at distinct time veriods. In fact, each tire interval
disvlayed tc the screen gives an excellent 'srapshot’ of
network status. This is an important advantase inherent to
the Petri-Net simulatien. Another advantage is the
flexibility afforded ir assienirg the tire interval. The

user has the porerogative of making each time 1interval as

long or as short as is recessary. Successive snapshots may
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represent the passage of tire of 1 rillisecord, 122
millisecords, or 1 hour, depeading upon the arplicatior ard

network being modeled.
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TI, T3F EXPIPIMENT

A. TIESCRIPTION

An experimrent was designed %o demonstrate tae
feasibility of using the Petri-Net simulator as a predictor
of network performance. The experiment was verformed by
keeping certain parameters constant and varylng others. A
series of six input files were run through the sirulator. Ir
all six flles the network architecture and the fixed rcutss
were Yept constart. Figure 1% shows theé networ¥. There were
five orlgins of message traffic ard five destiraticns. Feur
rodes were designated as terminals plus one statior. There
were four repeaters that performed relay furctiors withir
the network. Fach of the five orieins could send traffic to
one of four destinations. XTach source to destiration
combinatior had two routes for traffic to take. This rade a
total of 38 possivle fixed routes in the network.

The controlled variables for the experiment were system
load, concurrent vs. non-concurrent activity, end polling
frequency of various circuits., The first three rurs of the
experiment were done with a high lcad. For the second three
runs the message gererators were slowed dowr to give a low
syster load. Some input files allowed <ccuncurrent retwork
activity and some required rnor-corcurrert activity. fr two
of the non-current runs the frequency of pelling certain

selected circuits was increased. This would represent the
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equivalent of assigning a certain user more tirme slots in a
TI¥A scheme than apcther., It would give pricrity to tzose
sudscriders who have rore traffic to send.

The only stetistic gathered fror the =xveriment was
thrcughput measured irn the nurder of pecizets which
successfrlly reached their destination. This numder could Ye
extracted directly from the output queues at each terriral
or station. The followlng points sumarize the
characteristics of each of the six irput files:

1. Rurs 22-24 were rur at high load.

2. Funs 25-27 were run at low load.

2. Runs 22 and 25 e2xhibit concurrent network activity.

4, Rurs 23 ard 26 exhibit nor-concurrent retwork
activity with e2qual polling frequency of all circuits.

5. Funs 24 and 27 -exaibit non-corcurrent retwork
activity with welghted polliang or certain circuits tnat are

terminated at T1.

8. PESULTS

Figure 1€ shows a summary of throughput statistics fronm
the experirment. Certain results are ro doubt obdvious, dut
the quantitative nature of cutput statistics velidates prior
assurptions.

The following ctervations are notewcrthy;

1. 41lowing concurrent activity on the netwnrx greatly
increases throughput. The aumdber of packats successfully
transmitted ie RUNS 22 and 25 was on the order ¢f four tires

larger than the non-current runs. This question ¢f
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TERQUGHPUT IN NUMRFR OF PACKETS

EIGE TO0AD
pUN22 PUN23 RUN24
T1 g2 1e 25
T2 €2 1€ 18
T3 7?7 18' 1&
T4 c8 1g 17
S1 €2 _}jL _li_
TOTAL 352 €5 29
LOW LCAD
BUN25 RUNZ26 RONZ27
™ 2€ 17 1¢
T2 8 17 1€
T3 35 18 1€
T4 23 16 15
51 I 17 6
TOTAL 1?3 E5 e2
Figure 16.
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corncurrency has significarnt implicatiors to radio ‘*“road-
cast systers., For 1instance, what would b2 the advantages
cained in the Packet Radio Metwork if termiral radic output
pewer were reduyuced so0 that the terminal rould cnly talk te
its nearest relghbor rather than the entire nretwork? This
sttuation cculd allow sirultanecus transmission of packets
without the threat of collislior. Also, a multizlexirg scheme
within the network cculd allow concurreat activity. These
types of considerations could he modeled easily with the
aporepriate rodificatiors to the Petri-Net gravoh.

2. Ircreasing the frequenry of »pnllinz on selected
circuits 1inecreases the throughzut of taose circults., The
reader should note the number of vackets received at 71 i-n
RUNS 23, 24, 26, and 27. RUNS 24 and 27 show a slight
irncrease because certain circuits destined for terminal T1
were 1polled more freguently. This situation could easily
reflect the assignrent of more tire slots to certain
priority sudscrihers in a TDMA  scheme., Again this
rodification was performed simply by restructurirg the input
£ile to the Petri-Net simulator.

2, The reader will rote thet the total throughput ir the
non-concurrent runs is largely the same regardless of the
high 1load - low load factor. This is beceuse the syster is
basically “"saturated” during noa-concurraent activity at toth
high arnd low loadirne. Althoush the wuser wmieht desire tc
irprove throughput by zenerating mare messeges ard tryine to

force them 1{into the system, the network will eive the sare




results hecause it is already operatine at full cepacity.

4, A visual inspecticn of the ocutput as PTIN2Z  execvtes
revyeals that the <svstem is essentlally operatinz at ceek
afficiency undar maximum lcad. The viewsr will reti-e that

the bduffers at every location are frecuertly filled to

! ~capacity bvut seldor ere overflowing,
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YI1. REICOMMPNDATIONS AND CCHNCLUSIOHS

A. RICOVMINTATICNS

The vetential exists for siznificent fellow-on work to
this thesis. Major topics for future wer¥ inrlude the
following:

1., The developmert of a language to describde networks,
ard the 1irclusion in tne software of & front-erd” vrograr
that would ma¥%e the indut file less cumbersom2, The program
could be static, like a corniler, or intersctive, writte to
query the user about a rumbar of hasic network parameters.
For instance: Zow mrary nodes do you desire in the network?
What are the paths of traffic from source to destination? To
vou wish to allow concurrent c¢r non-current activity? The
scftware would take the user respcrs2s to such parameters
and construct the irtut file from the respcnses.

2. A statistics garhering prackage should ke written to
collect arnd collate vitel retwor® 9parareters as the
sirulator 1s executed. Such a packasge would keep a rurrnirg
total of such items as:

a. average nurber of packets at a node

b. averaee number of packets on & circuilt

c. perrert use of a cir-uit

d. averaze time dalay bdetween transmissicn and recerption

along each fixed route

e. cumber of messages lost




£. orumrber of megsages vwhich successfully reach

destinaticn.

These statistice «cculd dbe formatted and disvlaved hy a

posSt=processor.

2. As nreviously descri»ed, the additiorn of randemness

to the sirulator miesght »e conrnsidered desiravle, ard , {f so,

the prover modifications could de added.

4. As the system approaches ' production status’, the

¢f medal validation reede to b2 addressead

sntire quastion

carefully. Much rcould ard 1inde2ed hes beern writtern or the

sutisct of how to deronstrate yeur simulation is acrurats,

181 As ir most simulations there is a tradeoff hetweer the

iegree of complexity represented ir the model versus the

largeness of the n=stworix., If &2 n=2twerkx is small or 19 only a

the retwork 1is rmwodeled, the dezree of

srall sezrent cf

detail ran be great. If th2 netwerX ic verv large, hcwever,

the data storage cevabllity mizht not allow the same lavel

of detail.

There were two ronstraints to validation posed ir this

: werk., First, the memory cavacity o¢f the PIP=-11/72 was

A —— By, I EI——

stretched to the lirit orn the larger rurns. The miri-corputer

offars 125,222 bytes of memory which are partiticned inte

thirds., This eives any one user 128/3 or 42.f T hytes of

memeory. The granhics pregrams appreached and thern exreesdad

1]

bourd YbYefore the work was corpletec. This forced th

this

divisior ¢f on= presram inte twe separate2 preerarms cof 3E&X

each. Tre file sizes for the outout files from the Petri-Net




simulator are also very larze. The larger cf the innut files
zroduced cutout files orn the order of 272 dHytes, Tigsure 17,

shows the relaticnship Dbetween numter o0f nedece in the

Petri-Net versus the si-e of the out»ut files., Ir oréer to
ma%ke claims of simulaticn acr~vracy »ased on real werld

retworks, mere memory is needed.

It should de added at this voint that 1liritatior of
remory cansed charges in the eraphi~s display proerars arnd
in the overall orzanization of the software. The votential
exists in tke actusl Petri-Net sirulator (written in fertran
and discussed in Arprendix A) fer the 2xecutiosn of Petri-Vets
of well over a thousand places. If the user dces rot reculre
a &raphiss output from this softwere varkage, then lerger
netwerks rcan be simvlated on the PIP 11/72.

Secondly, the netwarks that were of most interest to the

-3

avthors are largely experimental, vnprover tectnelogi=as. The
futcedin TI retwork is rot yet operational erd n¢ stetistirs
are availadle for validation purpos=s. The JTITS tachnelogy
1s livewise not esteblished operetionally end rmary of tae
system characteristics ar2 classified, Peciet raiiec, which
formed & good deal of backgronunéd for the siruletiorn, 1is
still 1iIn 1{its 1infancy. Alse, vacxet raiiec erdleys a rardenm
channel access schere which is contrary to the 1eterrinistic
rature c¢f the Petri-Net simulator,

Becanse these are rew technoloeles, new routing and flow
contral algeorithrs ard a host of different Xinds of cvrotceeol

a~e nresently beine developed. It is difficult tc rodel a
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system~ that hes nret reached its production state. Rather
thar haire concerned about modeling a perticuvlar rnetwerk
that 1s still in a 9porocess of charze ani then trying to

prove the simuvlaticr valid, it sz2emed wywiser tc 1l2ava the

medels {n & more gsneral state., 3y ervecntine o varietr of

differant input filas, the sirulations demonstrate the

feasibility of future validatiorn.

B. CONCLUSIONS

The conclusioecrns of the authors are fourfold:

1. First, coroputer communication networks carn e

meaningfully modeled with the use of Petri-lets, Tk

[{1]

backzround research to this thasis discevered no previous
werk which employs Petri-pets in  the manner described in

this vaver.

et - s o

2. Sarondly, Petri-Net models of networks can be
executed and displayed effectively on a «coler erachics
E i i terminal. The results of such & sirulation are rore easily
understood than the commorn, hard-copy outputs produced by

o rost analytical or anueulrg theory simrulaticns. The celor

-y v Pamm—

zravhics output alse could have considerable educational

value. Azain, Dbackground research uncovered ro irstance ir

- W vmag—— ~

wrich Petri-Nets were displayed and exzcuted cr & celcr

zravhics terriral.
z. Thirdly, and parhans rost impeortantly, the
t=nlevartacior of siucn @& modelinz technicue 1n a production

e« t~-~ma~t a¢ g ctredicter ¢f system performernce appears
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4. TFourthly, there appears to be considerable benefits
to encouragirg future, carry-on work in the2 sublect matter

of this thesis.

RELATIONSEIP BETWERN NOTES ANT FILE SIZE

7/
. y
420% 7
/
7/
xegeX
F |
I
L
E
229X
S
1
z
E
12¢X
/|
| ev
, 2 100 220 322 422

NUM3¥R CF PETRI-NET NCDFS IN THE INPUT FILE
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Figure 17,
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APPENTTY 4 ~ GSEX INSTRUCTICNS FCR T7UT PETRI-NZT SCITWART

&, TINTFCPCCTICN

This chepter 1is writtan te 4s3s-~ri*2 cartaln procedvrsas
ard syntax peculiar to the simulatiorn scftware. Assufire
that an Interests? student or faculty member §s scmewhat
fariliar with the theory and structure of Petri-Nets, the
{irstructicns 1a1 this section will allow him to apply the
sirulation arnd eraghins cutout te his pa-ticular rodellinre
probdler.

Fleure 18 shews the various romnea=rnts ¢f the 2ntire
software parkege, the rproegrem sonurce code sizes, the
progranmminrg languare, ara the outoput files. The reader
should refer te this fizure as he reeds the instructiocons ir

this appendir.

B, THF INPUT FILE

The irput file written by the user contains all of the
irformation rneocessary to uniguely desrride the Petri-Vet
medel. This file is read *y the fortran f£ip vrogram ramed,
"sirulator”. The inbput file must be rared "RUNYX, where XX
car b2 any numher from €1 through 098, There are thra2e main

divisions of the file,

Part I Plares
Part II Transitiors
Part 111 rarking
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Appendix B, shows @ samnle input file, The reedsr skhoulid
refer to this evample as he reads the followine

{nstructions,

e first 1lizne of the £ile specifies the tctal

number of vlaces to de reed in, Fezianirg on lire nmurder
two, the rames ard locatiorns of the places are listed. The

followinz forrat errlies:

Plare Ners .... X=-ccrdinrete ... Y-cordinate .... Plot Flars

Tha place nare must Y2 12ss théen 12 echaracters long.
Crly the first twc characters will e displayed es a lahel
¢n the graphics terminal. Ther2 are vnique instructicns for
labeling places ir the rmulti-routing versiorn. Thesa will De

discusced later,

N et 4+ Tttt st

The first 1letter of the rame specifies the tyne of

figure that will be 4isplayed. The letter, "7, tdertifies a

“"terriral” and will eppear as a ~i~cle or the ocutput screer.

The latter "S” identifies a “staticn” ard will aospear as a

rectanele orn the screer. The letter “R" i{derntifies a

L s gy P ———

"reveater” and will be displeyed as a truncated triancle.

Irput ard output queuves can be represented by plecine ar 1T

or 0" as the °irst character of the place rare. These nodes

-
Pl O~ S

are displayed as small recterzles, laree erough to cortein a
. - two d1zit numder. Nares may begin with letters other than

A those listed above. They will not, however, he displaved to

i the screen,
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After the rame 1is 1listed, on the save lira, the

" srcreer locatior of the place is srecified by mears of az x,

¥y coerdinate syster, The x and y values ar=s in the range of
0-511, with the (2,7) point located at the top, left-hand
correr of the graphics d4isplay unit,

The third item of informetion in the "nlares” line
is a "plot on/off” entry. The user will freaiently have
places identified in the Petri-Net which are necessary
cortrol elerments, sut which 10 net reed to be 11 svlayed ot
the output. A value ¢f “17 will cause the placs tc de
disvleyed with i1ts ladel. A value of ¢ is used for listirnz

places whicrk are not disnlayei to the cutput s-~r=aen.

2, Transitions

After avery plaze in the Petri-Net 1s 1listei (one
line per place), he transitions are listed. As hefcre, the

first line sperifiss the tctal numder of transitions tc Dbe
read irn.
Then, the transitions are each 1listed i~ a

three-=1ine format as follows:

Transition Nare...X Coordirate...Y Coordinate...Plot Flaz
Places into Trarnsition

Places out of Trancitdon

Trarsitions are ramed "TRYX", followed by their x, ¥y

”w e

coordinates, and a "1” or "2" to indicate whether they are

to bve displayed to the screen., The second line corncerns the
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irzput to the transition.
The first field of this 1line snecifies the total
rurder of inputs, and the follawire rumbers irdicate whick

places enter that trensitior. The numders,

(¢
m

11 14

for irstance, incdicate that three vlaces are inputs to this
transitior. The perticular places are identified by their
i~plicit, line-number oréering as entered in the list of
vlaces. Irn this exerple tne three places are th=s £th, 11th,
and 14tk places entsred in the input file.

The third lire of the transition entry ~cncerns the
outputs fror that trarsition. The forret its iderticel to

that af the lire adove, {.e., th2 nurders

fndicate that the trarsition fires to two nutputs, the 2Ird
and 4th places listed in part one of the input file,

2. Iritial Markirne

Aftar all the places ard transitions are listed, the
Petri-Met must Ye giver its initial state of rarkire. The
initial placerent of tokens is sperified ty th2 following
format:

MARY Line # of Pleace # of Tckens

Thus, the entry “MARY T 1" specifies that at the

bezinning of the siruvlation, Place 3 (the third ertry in the

1ist of vplaces) is marked with ore token. Several places may




be marked initially, bdbut each markinz requires a sevarate
lirne,

Tvery lire ir the {irput file bepins in the first
column. To net irdent the beginnire charactar of tae 1line,
The fields within each 1line must d»e serarated by ore (or
more) btlank spnaces. The final line of the indut file i{s the
cormand "IND".

4. Fxecution

¥hen the wuser corpletes the irput file he should
exit fror the edit rode and is new reedy to eoxerute the
srozram simulator by tyoiae "simulator.out’ . The trceram
will ask him which 4nzut file he wisnes tc reed, ard the
user resvcnds by typing “RCNXX" (the file ke previously

created) ard a <crd.

C. TEUT OUTPUT PILES

The prograr "sirulator” proiuces <cix sedarate output
files. When RAUNP1 is ertered int~ “sirulator , files ramred
RUN21A, PUNJ1B, RUN21X, RUN21Y, and RUN21Z are preoduced. The
files suffixed with 4 throueh C are forratted files., Files Y
threugh Z are unformatted. Files A and X contair the
essential data structures that have beer read in “simulator”
from the intut file, Tiles ® ard Y contair the rar¥ines for
each place at successive tire frames whirh will avpo2ar on
the gzraphics output. TFiles C and Z contalr inforraetion
concernire which lirks or transitions fire at ery particular
tirme frare and are used to hizhlight present activity on the

screan, The graphics display programs, writter in "C7,
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require urformatted 4input files. The formatted files are
recessary for the user to valldate that correct input data
is reachire the gravhics program, arnd to troubleshoot wher
locating a probler. ¥xarples of these files are conteined in

Avpverdices C through T.

D. USER OPTIONS

1. Choice of Programs

After the pregrar "simulator” has executed the input
file, the "C” orcgrams read the output files and display the
results af the simulation to the screen. At this point the
user has several options concernirngs the method of display.

There are two separate vprogrars the user can
select--"transzraph’ ard “linkegrash’. oy executing
"transgravh” the viewer will be able to observe the nodes of
the network together with the!r associated transitiens.
"Lirkeraph” does rnot display the transitions, but 1links
node-to-ncd=2 1n tke common way thaet communications retwerks
are most frecuently represented. For simple retworks or to
explain the hasic weorking o8 Petri-Nots, the user will
prodadly desire to see the transitions. “Trarnszraph’ will
orly run with 1less thar 122 nplaces. For mcre intricate
networks that corntain several hurdred nlaces and
transitions, the “linkrod=" program is necessary to avoid
coreestion on the s~reen,

2. User Questiors and Responses

After selecting which proeram to rvn, the vuser 1s

2iven a series of questions fromr the CRT. QJuestior one asks

€8
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the user to select which insut file he wishes to execute. He
respornds with the cormand RUN X. Tor irstance, if the 1irput
file ramed PRUN21 has been executed by "simulator”, and tke
A user wishes to see the results, he ernteprs RUV21X in response

to quastion one. (Numerous files may bdYe waitirg 1irn thre

% d users’ directory walch can be called in for display.)
Question 2 asks the user if he wants to view the
data structures of the program. By enterirg 2 "1°, the data
structures will be printed to the CRT. A "2" will move or to
the rext auestior without viewirng the data structures.
Cuestion 3 asks the user which of three vercsions of

I the program he wishes to see., Version 1 disnlays the rarkirg

of tokens in the conventlonal Paetri-Net fashkion, with
rumbers printed at the center of the places. VYersion 2

represents tokens by single, yellow boxes printed inside the

rodes. These hoxes are desisred to represent vackets of

infermation 1iIn the packet switchinz concept. AS rreviously

l descrihed, each node has the capacity to hold severn packets.

! If the nurber of packets goes over seven, a red overflow

P T U S —

2 numbar apnears heside the saturated place.

'; The third version is the rulti-routing,
} ;" multi-destinatior versior. Version 2 uses color ir a unique
i f way. 3Recause packets may be originatirg at differert nodes

and traveling to several destinations, the linking channels

reguire two-way transrission. The granhies ailsplay 1is

s ' color-coded to highlight this informaticn., Packets traveling

to a particular place are colored to match the labdel of that
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place. For 1instance, when a green box abprears ir the
network, the viewer car trace 1its oproeress to the
4qestination whose label is displayed ir green. In Version 3
(multi-rouvting), a vacket aorigirating at a certain node and
destined for another <rxartironular rodes may tak=2 different
paths to arrive at the destiration.

The user at this point rust select cne cf the three
versions by enterire a "1", "2", or "2" followed by a <crd.

Tuestion 4 asks the user to select one of the three
Ganisce gravhics terminals in the C2 lat oa which the cutput

will acpear. Correct entries to this guery are "2°, 17, or
"2,

The fifth question asks the user if he desires a
time vause of two seconds duration betweer tire frares of
the simulation. If he desires the canadbility to lcok closely
at each rnetwork srapshot, ze erters a 1 . If not, ne should
erter a ¢ and the simulation will rur without dauses. This
gives the viewer more of a "real-time” irpression.

At the end of this f€inal question, th2 scraeen
displays the irnitiel conditior nf the retwork. After rnotirnz
the initie]l conditicn, the wus2r should type a carrilage
return tc contirnue execution.

If the user has typved a "1" in resvonse to guestion
8, he also has the adility to indefiritely suspend erve-~utior
of the prozra™ at any tire freme, Fe can {irterrupt the

proeram by typirg a tRX" from the CRT Xeyhcard. After

studying that particular snapshet of network status, ae mway

PRPRURP S AU




contirue rormal execution by tyning a carriage return.

This interrupt do=2s =not workx {f tne preograr {is
executirz without rauses. Tyving two ccnsecutive ~?R¥’¢”
will enable tha user to exit the prograr entirely.

3. The "®ignlishting” Featurs

The 1lirkins algorithm ir MHoth “transeraph” arnd
"linkgraph” draws 1lines in a dark blue color. The
highlightine feature 1irn dboth oprogrars changes the dlue
cornecting link color to brizht yellow on those links which

are ecarrying traffic at any particular time frame. This

feature perfor™s in the followins segquence. (1) The 1lirk

lights vp at the veint where the future acticr will ccour,

(2) The packet(s) in question moves fror end ¢f the

one

highllighted 1link to the other. (3) The highlight rerairs or

the link to emphasize where the action occurred. "he user

will notlcs that dires~tion of movement orn the highlighted

link i1s irdicated dv¥ ar arrow pointirs in the apporepriate

direction. See ®igures 12 and 23.

E. TUNICUT INSTRUCTICNS For VIRSICR IJ:

In order for the user to implement the capadilities of

VYersion 3, special networkx deslgn irformaticn must e

included 4ir the irput file. This paragraph descrihes these

speclal instructione.

The simulation is structured to furnction ir & fixed

routing manner., That 1is¢, the multi-routed vpaths are

predefired by the user.
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There car be as rany alterrate opaths fror source to
destinatiorn as the wuser wants to i{nclude. Put once these
paths are specified in the input file, ther do¢ not chenge
dynamically during execution.

The multi-routine feature is made possible by "stackirg”
rumerous places on top c¢f one arother and displayirg these
pigegy-backed places at the same coordirates. In this marnner
the nodes appear ¢n the screen as & single place, althcugh
in reality they may de duried several deep.

As the total network is conceptualized by the user, he
must heein dy mappire out all orieins, all destiretions ard
all relay rodes. Every node bdecores uricue to & varticular
path. For irnstance, a simple case would be to serd a packet
from T2 tc TS5 (see Figure 21.) by two different
routes~--Poute 1 goes through R1 ard Route 2 eoes through R2.

In this case TS and T5 would be "stack=24" twc deep. The
routes are T9-P1-TE and TO-R2-TH. 3ecause they are Dplotted
at the same point, the terminals appear as a single rode.

The “header” inforrmation to perforr this routine is
contaired in the name of the place. In Version 3, every node
that will be displayed to the screen rmust be assigned a
seven unit name in the input file.

The first urit of the rame specifies the type of filgure
to be displayed ("T°, “s”, "®»", "I", "0" as opreviously
explaired). The second unit spacifies the color that the

name will be printed in. This number {is derived fror the

particular colar tadle ( 16 colors are in a color tabdle )
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thkat 1s beirg used by the graphics vrogram. The color cf the
labdel must cerrespond to the color of th2 packets bdourd for
that route’s destiraticn. Units I and 4 of the nrame
designat2 the route numdher that th=2 node 1lies upon. Route
numbers are arbiterily &iven by the user and utilized for
his own 1dentification purposes. Urit 5 designates the cclor
of the packet that will travel along that particular route.
Every node or that route have the same color designator. The
vacket color of the route is deterrined by the destiration
of that rcute. Units € and 7 of the name specify how many
nodes are stacked at that location. Places that are stacked
must de listed together in the input fila,

An example of this 7 urit rame might aprear as follows:

7225419

Tield 1 designates that a circle will be drawr.

Field 2 specifies that the label will be displayed in
color nurbder 2 of the program’s color table.

Fields 3 and 4 show the place on route numter @%.

Field 5 ensures that every packet which vasses through
this place willl be displayed in color numbder 4.

FTields € and 7 specify that places are stacked 1¢ deep
at this coordirate.

As the oprogram executes, the stackirg algorithr totals
all the packets which are located at a vparticular stacked

location and displays that total numbder of boxes in the

aopprooriate colors.




Figure 21.
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FROGRANM SIMULATOR

QRIGINAL VEKSIUN OF THIS PRGGRAM (PRNGRAM TESTNT) wRITTEN BY L.A.COXO
VOCIFTER 10 OPERATE ON UNIX (POP 11/70) RAY S.C.JENNINGS & R.J.HARTELO
PROGRAM SIMULATOR RFADS USER INPUT FILE AND PPODUCES o OUTPUT FILES

MATNLINE

CALL INIT

CALL INPUTY

CALL OumPPP

CALL MOVENET(150)
CALL EX1T

END

SUBROUTINE INIT

INIT QPENS USEP IMPUT FILE & CREATES 6 OUTPUT FILES

FrAP] STORES THE THPUT FILE weweesveccecccwcwsccccce=== RUN,,
FNAM2 STURES THF FORMATTED ItPUT DATA STRPUCTURES e==ee RUN,,.A
FNAMI STORES THE FORMATTED TTERATIONS GF THE NETWORK = RUN..B
ENAML STORES ThE FORNMATTED LINKS OF THE NETwWORK wee=we RUN,.C
FNAME STOKFES THE UNFORMATTEN GNAPHICS INPUT ecsccacsee RUN,.X
FNLMe STGRES THE LIFOPVATTED GRAPHICS ITERATIONS ===ee PUN,.Y
FMAMT STOFES THE UMFQORMATTED GRAPHICS STATES =vew=we== RUN,,Z

BYTE FNAM)
8YTE FNAM2
BYTE FNAM3
BYTE FNAMY
BYTE FNAMS
BYTE FNAMG
BYTE FNAMT

COMMNN/USKRFILE/FNAMYI(6),FMNAMR(T),FNAMI(T7),FNAMU(T7),FlNaMS(T7),FNAMG(T )0
FHRAMT(T)
COMMON/ZEVERT/IEVENT(UN0,6) ,NXTEVT
COMMON/TRANS/ITRANS(400,7),NXTTRN,IINTR,IISTORE(100)
RYTE MAMES
COMMPON/NAME /HAMES(U000) ,NXTNAM
COMMOM/TIUTAB/ZIOTARL(U000) ,NXTTRE
FORMAT (' INITIALIZING PROGRAM')
TYPE 1000
FORMAT(® BEGIN TEST-GRAPH=NET')
TYPE 1002
TYPE 2000
FORMAT (' eaee0a> INPUT FILE? NAME MUST BE ENTERED AS: RUNO1 = RUNSO
ACCEPT 2001, FNAML '
FORMAT (6A1)
FNAMI(B) =2 O
OPEN (UMIT = 1, NAME = FNAM1, TYPE = *'OLD', ERR = 2006)
GO T0 2004
TYPE 2002, FNAMY
FOPMAT (* ERROP OPENING FILE ',Xb6AL)
GO 10 2007
0O 2008 ! =1, S
FMAM2 (1) = FNAMI(D)
FMAM3(T) = FNAMI(I)
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st FNAMUC]) = FNAMIC(T)
(Y4 FNAMS(T) = FHAMIC(I)
63 FrRAMGIT) = FNAMI(T)
sd FNAMT(I) = FNAMI(])
6% 2005 CONTIMNUE
66 FNAM2(8) = 'A?
67 FMAM2(T7) = O N
68 FNAM3(b) = '8
69 FNAM3(T) = 0
! 70 Fhatta(s) = *'C*
i 1A FHAMUCT) = 0
72 FNAMS () = *X°*
73 FMAMS(7) 2 0
74 FNAMELE) = *Y!
7S FNAMG(T) = 0
76 FMAMT () = *2°
77 FNAMT(7) = O .
78 NXTEVT=1 :
79 NXTTRN=1 i
80 MXTMAMS1
81 NXTTRE=1 i
82 3000 FURMAT(' INITIALIZATION COMPLETE')
t A3 TYPE 3000
% 84 RETURN
8s END
86
a7
a8 SUBROUTIHE DUMPPP
89
90 C OPEMS FMAM2 & FNAMQ
91 BYTE FNAMY
92 BYTE FNAM2
] 93 BYTE FMAMY
94 BYTE FNAMY
! 95 BYTE FMAMS
96 8YTE FNAMg
: 97 8YTE FNANMT
3 98 CUMMUNZUSRFILE /FNANMT (6),FNAM2(T) ,FNAM3(T7),FHAMA(T) ,FNAMS(7),FNAMB(T N
99 ] FNAMT(T)
[ 100 COMMON/EVENT/IFVERNT(400,6) ,MXTEVT
101 COMMON/TRANS/TTRANS(400,7) ,NXTTRN, IINTR,1ISTORE(100)
102 COMMON/TOTAS/10TARL(4000) ,NXTTRE
) 103 BYTE NAMES
‘ 104 COMMUN/NAME /HAMES (4000) , NXTNAM
4 105 CRENCUNIT=L , NAMESFNAMR, TYPES'NEW' , INITIALSIZE=40000)
o 106 1000 FOKRMAT(® NXTEVTz',T4)
; 107 1001 FORPMAT(Sx,618)
i 108 WRITEC1,1000) NXTEVTY
; ; 109 00 1500 l=1,NXTEVI=}
: 110 1500 WRITVE(L,1001) (IEVEMT(I,J),J=1,6)
' 111 2000 FORMAT(/,® NMXTTRNz',14)
! . 112 2001 FoPMaT(1X,7i8)
H 113 WRITE(1,2000) NXTTRN
. . 114 DO 2500 I=1,NXTTRN=]
. - 115 WRITE(1,2001) (1TRANS(I,J),J=1,7)
116 2S00 CONTINUE
117
' 118 3000 FORMAT(/,"' JOTARLE:',/,60(1014,7))
; . . 119 WRITECT,3000) (TOTAKL(T),I=21,NXTTRE)
] 120 4000 FORMAT(/,*' NAMES: NXTHAMZ',14)
[
: ;
‘ |
‘ .
i 110
% .
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FORMAT(X,100A1)

WRITE(L,4000) NXTNAM

GWPITEC1,4Q01) (NAMES(I),I=1,NXTNAM)
FOEMAT (1H1)

“RITE(1,5000)
CLOSE(UNIT=1,DISPOSE='SAVE")

OPEN(UNIT=2) ,NAMESFNAMS , TYPE="NEW', INTITTALSIZE=14000,
FORMZ 'L FORMATTED!Y)

WRETE(]1) (NXTEVT)

DO S001 Iz1,NXTEVT=]

WRITEC(1) (IEVENTC(I,J),J=1,6)

WRITE(1) (NXTYRN)

00 5002 I=1,NXTTRN-}

WRITE(1) (ITRANS(I,J),J=1,7)

WRITE(1) (NXTIRE)

WRITE(L) (TOTABL(I),1=1,NXTTRE)

WRITE(1) (NXTNAM)

A#RITEC1) (NAMES(I),I31,NXTNAM)

CLOSE(UMNIT=1,0ISPASE="SAVE")

RETURN

ENOD

SUBROUTINE INPUTI
COHANN/SCAN/THORDI1S,10) , NUMBER

FORMAT(* INPUT BEGINS')
FORMAT(® INPUY COMPLETE')
TYyPE 8000

120

caLL SCANR

CALL XINTGR(1,D)
00 1000 J=1,1
CALL InNPUTE
CONTINUE

CALL InPUTY

CONTINUE

CALL SCANR

IF(YATCHS (1, "ENDY,3).ER.L) GO TO 3000
JE(MATCAS (1, "MARK®,4) ,EQ.1) CALL MARKER
60 Tg 2000

TYPE 3001
CLOSE(UNIT=1,DISPOSE='SAVE"')
RETURN

END

SUBROUTINE INPUTE

COMAON/EVENT/IEVENT (400,6) ,NXTEVT

8YTE IwORD
COMMON/SCAN/T#ORD(15,10),NUMB

J20

READ & SINGLE EVENT LINE FROM INPUT AND
STURE IT APPROPRIATELY

CALL SCANR

111
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210
211
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214
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2000

1000

3000
9900
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CALL STONAM(),TEVENT(NXTEVT, 1), TEVENT(NXTEVT,6))

no 1900 1=2,4
CALL XINTGR(I,J)
TEVENT(NXTEVT,I+1)=d

NXTEVT=NXTEVT ¢t

IF(NXTEVT,.GT,400) GO TO 9000

RETURN

TYPE 9900

FORMAT (' EVENT/PLACE TABLF OVERFLOW')
CALL EXIT

RETURN

END

SUBROUTINE INPUTT

COMMON/TRANS/ITRANS(400,7) NXTTRN, IINTR,IISTORE(100)
BYTE I4ORD .
COM4ON/SCAN/TNORD(1S,10),NUMB

1=0

Ks0

CALL SCANR

CAaLL XINTGR(1,I)

D0 1000 J=1,1
CALL SCANR
CALL STONAM(1,ITRAMNS(NXTTRN,1), ITRANS(NXTTRN,7))

DO 2000 L=21,3
LLzL+3
CALL XINTGR(L#+1,X)

ITRANS(NXTTRN,LL)=K

CALL SCANR

CALL STUIOT(NUMB, [TRANS(NXTTRN,2))
CALL SCANR

CALL STOTOT(NUMS, ITRANS(NXTTRN,3))
NXTTRKSNXTTRN+1

IF(NXTTRN.GT,.400) GO TO 9000
CONTINUE

RETURN

TYPE 9900

FORMAT(* TRANSITION TASLE OVERFLOW')
CALL EXIT

RETURN

END

SURRQUTINE STONAM(NNORD,NPOINT,XKQUNT)

STNRE STRING "NWORD' FROM SCANMER INTO
NAME TAHLE AND RETURN A POINTER °'NPOINT®

BYTE IWORD,NAMES,4LANK
COMMON/SCAN/[ORD(15,10) ,NUMB

112
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COMMON/NAME/NAMES(4000) ,NXTNAM

DATA BLANK/IH /

Nno 1000 I=t,10

KQUNT=I=1

IFC(IWORD(NSIRD, T) .EG.BLANK) GO TO 2000
CONTINUE :

CONTINUE

IF (NXTNAMeKQUNT ,GT,.4000) GU TO 9000

0O 3000 I=1,KOUNT
NAMES (NXTNA4+I=1)=[40R0D(NNORD, 1)

NPOINTSNXTNAM
NXTNAM=NXTNAMSKOUNT
RETURN

TYPE 9900

FORMAT(® NAVE TABLE CVERFLOW')
CAtL EXIT )

RETURN

END

SURROUTINE STOIOT(NUMBER,LINK)

COMION/TI0TAB/IOTARL(4000) , NXTTRE

STORE I:PUTS &ND OUTPUTS OF TRANSITIONS
IN THE TABLE, RETURN THE LINK

IF(NXTTRE+NUMBER ,GT. 4000) GO TO 9000

K=0

DO 1000 1=1,NUMBER
CALL XIMTGR(I,K)
JE(NXTTRE=1) 4]
10TABL(J)=K

LINK=NXTTRE °
NXTIRE=NXTTRE ¢+ NUMBER
RETURN

TYPE 9900

FORVAT(' 10 TABLE OVERFLOW (TRANSITIONS)')

CALL EXIT
RETURN
END

SUBROUTINE MARKER

COMMON/EVENT/IEVENT(400,6) ,NXTEVT
120

J=0

caLL xIMTGR(2,1)

CALL XINTGR(3,J)

IF(I.LT.1 LOR, I.,GT,NXTEVT) RETURN
IEVENT(I,2)3J
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301
302
303
304
305
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307
30A
309
3to
3
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313
314
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329
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338
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338
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344
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344
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347
308
340
350
351
3s2
353
354
355
356
357
3sa
159
360

1000

100

167

108

2000
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ENO

SUBROUTINE MOVENET(MNTIMES)
EXECUTE THE PETRI-NET 'MTIMES' OR STEPS

COMLOM/TRANS/ITRANS(u00,7) ,MXTTRN, TINTR,IISTORE(100)
CIMMON/ZEVENT/TIEVENT(U400,6) ,NKTEVT

BYTE FNAM]

BYTE FNAM2

RYTE FNAM3

BYTE FNAMA ]

BYTE FNAMS

BYTE FMAME

BYTE FNAM?

COMMON/USRFILE/FNAME(6),FNAMLT) ,FNAMI(T),FiAMU(T),FNAMS(T7) ,FNA46(T):

1 FNAMT(T)
DATA ITIME/Z1/

FORVMAT(' EXECUTING TIME=',14)

OPEN(UNIT=1 ,RAME=FNAM3, TYPES'NFa®, INTTTALSIZE=120000)
OPEM(UNIT=2,NAVESFRAMG, TYPES 'NEN' ,FORM="UNFORMATTED®,
1 INITTALSIZE=120000)
OPEM(UNTT23,NAMESFLANL, TYPES'NEA', IMNITIALSTIZE212000)
DPEN(UN]IT=d, NAMEZFHAMT , TYPES'NEW' ,FORMZ*UNFORMATTED®,
1 INITIALSIZE=12000)

DO 2000 I=1,NTIMES

TYPE 1000,1VIME

I1IMTR=0

CALL MOVE

FNRUATY (3512)

SRITE(1,106) (IEVENT(J,2),J=1 ,NXTEVT~l)
ARITE(2) (TEVENT(J,2),J21,NXTEVT=])
FORMAT(IZ)

WPITE(3,107) TINTR

FORMAT(10013)

WRITE(3,108) (IISTORE(J), J=1,1INTR)
WRITE(U4) TINTR

ARITE(Y) (ITSTORE(J),J=1,1INTR)

ITI“E=ITIME+1
CONT INVE

CLOSE(UNIT=4,DISPOSE='SAVE"®)
CLOSE(UNIT=3,DISPOSE=*SAVE?)
CLOSE(UNTT=2,0TSPNSE="SAVE")
CLOSE(UNIT=),DISPOSE="SAVE")
RETURN

END

SUBROUTINE MOVE

EXECUTE THE MET ONE STEP

114
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COMMON/TRANS/ITRANS(400,7) ,NXTTRN, IINTR,IISTORE(100)
DIMENSION MARKS(400)
ITEST=0

CHECK ALL TRALSITIONS TO SEE wWHICH ARE ENABLED
D0 0500 I31,NXTTRN=1
0500 MARKS(T)=NABLED(1)
DO 1000 I=1,NXTTRN=}
IF (4aRKS(1).ER.0) GO TO 1000
0600 FORMAT(* DYNAMIC CONFLICT, TRa#=',I4)

IF(NABLED(I) ,EQ.1) GO TO 0800
TYPE 0600,1
GO TO 1000

0800 CONTINUE
CALL UNMARK(I,ITEST)
IF(ITE