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IM~ E2ERIhN [M CtN STATISTICAL IMAG3E SMEN2TATICU

Recently there has been a considerable research interest in applying

statistical pattern recognition theory to image segmentation. As the image

is rich in statistical information, effective segmentation of images into

meaningful parts can be performed by using statistical techniques. In this

report, we present segmentation results an infrared and reconnaissance images

using two different statistical pattern recognition methods.

The first experiment is on the Alabama data base infrared images using

the Fisher's linear discriminant analysis [li. To preserve the inter-pixel

dependence as mucl as possible, measurements are taken in the form of a 3 x 3

matrix. That is we are dealing with matrix measurements instead of vector

measurements as typically considered in statistical pattern recognition. fLt

x be a matrix measurement and Xi, i = 1,2 be the collection of ni measurements

belonging to the ith class. The two classes considered are the target area and

the background area. Define the sample mean matrix and the scatter matrices as

M 1 =-n , i= 1,2
i n.i xEX.

Si = (x - m) (x- i)' C TA B

M x = mean of all samples; n = nI + n2  U,,.nolfloced.
n = Jvtif iati n

Sw = S1 + S2  pooled scatter matrix

Then the Fisher's linear discriminant computes

y = w'x + W

where W = weight matrix

= a nS (1  - m2 ); a is an arbitrary constant

W =\lW
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with w, x and m converted into vector form before computing y which is a scalar

quantity. Decision is to choose class 1 if y > 0 and class 2 otherwise. For

each infrared picture a 62 x 62 subimage that contains target(s) is used for

the segmentation study. nly one picture is needed for computing the statisti-

cal parameters. Table 1 lists the mean and scatter matrices of the first pic-

ture considered. These parameters are used in all 18 pictures as tabulated in

two sets in Table 2a. Table 2b is a description of the nature of target(s) in

each picture along with the aspects. Fig. 2a and Fig. 3a are the original pic-

tures (in two-level display) of Set I and Set II respectively. Figs. 2b and 3b

are segmentation results with the bright regions for targets (hot objects). It

is seen that the targets are clearly segmented from the background in all pic-

tures. The results are samehwat better than those reported by Ahuja et.al. [2].

The object boundaries can be ompletely extracted from segmented images by using

the cross (Robert) gradient and Sobel operator as shown in Figs. 2c, d and 3c, d.

The second experiment is on the reconnaissance images using two statistical

features. Figs. 4 shows all 22 pictures considered. Only a portion of each

picture is digitized into a 1024 x 1024 image for computer study. Each image

contains one or several objects made of metals. Each image is divided into 256

subimages of size 64 x 64 each. For each subimage, compute a texture feature

using co-occurrence statistics as defined in [3] and a gradient feature which is

a count of the number of large gradient picture elements as defined in [4]. The

coordinates (x,y) of pixels with ten largest feature values are tabulated in

order of decreasing value in Table 3 for all images. If we divide the image into

16 x 16 subimages, coordinate x is the subimage column number counted from left

to right and coordinate y is the raw number counted fram top to bottom. A careful

I.P
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analysis of the tabulated results indicates that over 95% of targets are identi-

fied correctly by at least ane of the two features. However a number of non-

target subimages are also identified. Performance improvemnt may be available

by using additicnal features and the probabilistic labelling of feature import-

ance. Further results will be reported in the near future.
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SEP I________

4 5 6

7 8 9

SET II

10 11 12

13 14 15

16 17 18

Table 2a



File No. Target(s) Aspect(s)

1 I

2 T 3F

3 T 3F

5 T F

6 IT3F

7 T 3R~

8 TJ 3R,3F

9 TJ S's

10 T 3F

11 T S

12 J 3R~

13 T,J 3R,3F

14 if' F

15 T S

16 T 3R

17 T F

18T

Lebend: J = jeep

T = tank

S = side

F = front

R= rear

3 =3/4 view

Table 2b
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Fig. 4o
File 15

Fig. 4p
File 16

IO



wt

Fig. 4r

File 183



Fig. 4s
Fi le 19 I

Fi.4

File 2



4,f -~; *f.

Fig. 4u

File 22



IMAGE FILE Table 3

POSS I BLE TAF'ET PO; IT I ONS
DETERMINED BY THE TEXTURE FEATURE

IMAGE FILE 1

5, 4) PO.STBLE TARGET Ft'OITIONS
DETERMINED E:Y THE GRADIENT FEATURE

( 3, 4)

6, 4 IMAGE FILE
,5 4

DETERMINED BY E'.OTH FEATURE3"

( 4, 4) ( /, 4)

2, , 4

2, :3 (2, 4)

( 4, 4) ' :,

( ,- 4) , - , ( 6, 1)

6, 2, 5) ( 4, 4)

( 2, 3) ( 2 , 5)

( 2, 6-) ( 2, ?)

( 3, ) 2, 4)

IMAGE FILE 2

FOSS I E:LE TARGET POSiT I ONS.;
DETERMINED BY THE TEXTURE FEATURE

IMAGE FILE 2

PiSSIBLE TARGET FS .. I TIOtN:-;

DETERMINED BY THE GRADIENT FEATURE( 14, 15)

2, -) IMAGE FILE

(1O4,.' 3.POI ELE TARGZ:ET POSITION'.'_•
DETERMINED BY [;OTH FEATURE..( 4,10) 3, 5)

( 2, 8)

( " ) (13 15)(14, 15)

(1.5, 14) (14, ') ( :: 6)

( 5, 4) ( 2, 12)( :3 '5

(14, 7) 4, 2) (15, 14)

(14, 10) (19, 10) (14, 7)

( 7. 4)

•1 1 4.



I MAGE F LE " Table 3 (ccntinued)

POSS I BLE TAPGET PF'S IT I : tJS
DETERMINED BY THE TEXTURE FEATURE

•IMAGE FILE

FOS' I E:L.E TARGET POS ITT I 'N::.

(15, 13) DETERMINED BY THE GRA[)IEr'I FEATURE

2, 6)

(114, 7) ( 2, A IMAGE FILE I
( 14, 8)

' " POI.:: ;ID:LE TARGET F'0,7ITIO-NW:
2, 5 ) D ,, 3) [ETERMINED E:Y E:OTH FEATURES

( "-:, 60) ( , C)

2, :8) (14 2)

(12 , 7) (1, 23' )

( 2, 5)

(152, 2)

IME FI!.-E 4

F,- I E:LE TARGET Fi-I TI': N"
DETERMINED BY THE TEXTURE FEATIURE

IMAGE FILE

P'SSIBLE TARGET PI'-;ITIONS:
( l 1') DETERMINED BY THE CRAEDIENT FEAIURE

15) IMAGE FTLE 4

( P 1) F' SIBLE TARGET Pc'..ITI '\O\I:;
* 9 I.DETERMINED BY BOTH FEATURES

(15,14)
(11,. 12).

(IC0, 1 0)
( :., . :

(12, 3(
(10, 12)

(15, 14) ( 3, ,)
• ~(11, 1"-) ,

( 2, 6.'°( E', t4) 14)

-~~ ( 1 t)(. 1, 12)(12, 12)

, 15)



Ta)ble 3 (cait iued)
IMAGE FILE 5

F'gE;!r.'F TAR '3ET r-Oc .ITI0:'NE.
DETERMINED Be:' THE TEXTURF FEATURF

IMAI3E FILE 5

POSS$TIEE TARGET POrEITICN
DETERMINED B:Y THE GRADIENT FEATURE

.~:,~ ( ~ 2)IMAGiE FTLE

~ ' P'C:~ ELE TAF'.rfiFT PO:13 IT I~l
IEIFTERMINED P.Y Eti-TH FEATUiRESD

(1., ) 4, 6, .2)( , )

(10, 1

:, 2)

Pf)C,5 I PLE TAP.3--ET FCSTtN
DETERMINEf' BY THE TEXTURE FEATURIE

I.MAG3E FILE

F~.O;;IP~ F TARGiET Pfl:;ITICQTc:;
(14,~*) DETERMIN4ED BY THE GRADIENT FEATURE

IMA':-E FILE

~ 7)(1 t:,7) FO3' I PLE TARGET F't,C IT IOtNC
(p,7) D.> ETERMINED' PY BOTH FEATIIJRES-,

(14, 7) 2. 7)

(12 6)(14 914, s:

(12, .(1w 9~(13. 7'

4~ A)((13, 7)

(12v 3

(1~7)



IMAG FIL :DTable 3 (nntinued)

POS'SITLE TARGiET POI:1TIONS,
DETERMINED EDv THE TEXTU.RE FE~r1JRE

IMAG3E FILE

POSE IBLE TARGET PiUiSITION,-
0) DETERMINED PY THE i-iRADIENT FEAiTLFE

Ell: 10)
I[MAGE FTLE

F0 3S.U DLE TARGTET C3ITOJ:
It 14:10)' DETERMINED' PY POTH! FEATL;REZ.

(15, 10) ( 41 C-)
(12, 9

(14, Qp)
(14, 9) 1,9

7, 12)

( , 7)

!M~f7E FT!IE

P111851ILF TARG3ET FC iT N
DETFP.MTINED BY TH-'E TEX- TUfhE FEA-1LIF1E

IMAG~'E FTLE

FC':~; f-!F TARG'ET F.F3I7'TI!N'.;
,, A PETER I NrO BY THE GX ): IrlqT E[Lh.

1 *2, 14:

7, 10C) F-'II TI.-:' F TAPrI-.ET rt~ir iTT i14:ti

~.1) rIETERMINUr PY P0 CTH FEATLhE!S.

(1.3,1'2

7 '~, 11)

712) 7,11

)14)

(14, 11!



Table 3 (caitinued)
IMGFW FILE ic

FC'-SE.; IPL E T(ORI3ET FOS:. IT 1 i "':IJC
DlETERMINED E:Y Tf.!E TFXTIJF E FE~J+uRE

P E :'Y T(APt3LT FtC",I- *t,.
r'ETEPMINErI -Y TH iF 'I LNT*V~ hE

(21, 1-51
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( 7 3~ 4, 7
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Table 3 (continued)
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