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materials: and first order concepts in the hardening of metals to
repetitively pulsed radiation,y Therefore, Volume I of this report, in

which theoretical models are/developed, is divided into three self-contained
parts, one for each area, “The comparison between the theory and all
experimental data obtaified in the 1978 JANAF RP VEH Program is

defe rred-ﬁ) eIl.

/
k"’Part 1 is devoted to theoretical studies ot pulsed laser interaction

with metals. The model for central thermal coupling to A12024 targets via
plasma reradiation is improved by incorporating axial radiative transport
within the plasma. The model is extended to include other metal alloy
targets such as SS304, steel 4130 and Ti6A14V, Based on absorbed fluence,
a hierachy is predicted for the metal targets, The model is also adapted
to incorporate laser beams incident at oblique angles, The theory predicts
substantial thermal and mechanical coupling at large angles of incidence,
and the theoretical predictions are verified by the 1978 JANAF data,
First order estimates of thermal coupling for pulsed 3,8 yn radiation-are
made by-using the model developed for 10, 6 ym modified only to include the
sorrect air absorption coefficient for 3.8 ym radiation,

c
g\ﬂbpart Il deals with the interaction of pulsed 10, 6@ radiation with
dome materials, First, theoretical models are advanced for the surface
interaction of a pulsed laser with dome materials,) The predictions of
these models are compared to data taken in- 978 JANAF program to
determine the dominant surface interaction physics, and a unified view of
the interaction emerges._,'%?A model is developed for repetitive pulse damage
to fiberglass, based on delamination and the concept of a maximum amount
of fluence per pulsed (called residual energy) which can be used to cause
delamination, The predictions of the theory are in good agreement with

data taken in 1978 JANAF program,

First order concepts in the hardening of metals to repetitively
pulsed radiation are discussed in Part IIl. A variety of potential hardening
schemes is presented and analyzed to determine if they are theoretically
feasible, Several attractive hardening approaches are identified,
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ABSTRACT 3

This report describes theoretical laser effects research which 4
was performed under Contract DAAK40-78-C~0010 during the period ’
16 December 1977 to 15 December 1978. This work was divided into
three areas: theoretical studies of pulsed laser interaction with
metals; theoretical studies of the interaction of repetitively pulsed ' i
10, 61 m laser s with dome materials; and fir st order concepts in the
hardening of metals to repetitively pulsed radiation., Therefore, a

Volume I of this report, in which theoretical models are developed,

is divided into three self-contained parts, one for each area. The
comparison between the theory and all experimental data obtained in
the 1978 JANAF RP VEH Program is deferred to Volume II,

Part I is devoted to theoretical studies of pulsed laser inter-
action with metals. The model for central thermal coupling to A12024
targets via plasma reradiation is improved by incorporating axial
radiative transport within the plasma. The model is extended to
include other metal alloy targets such as SS304, steel 4130 and Ti6Al4V.
Based on absorbed fluence, a hierachy is predicted for the metal
targets. The model is also adapted to incorporate ;aser beams
incident at oblique angles. The theory predicts substantial thermal
and mechanical coupling at large angles of incidence, and the theo-
retical predictions are verified by the 1978 JANAF data. First order
estimates of thermal coupling for pulsed 3. 8um radiation are made
by using the model developed for 10. 6u m modified only to include the

correct air absorption coefficient for 3. 8um radiation,




Part II deals with the interaction of pulsed 10. 6um radiation
with dome materials. First, theoretical models are advanced for the
surface interaction of a pulsed laser with dome materials, The
predictions of these models are compared to data taken in the 1978
JANAF program to determine the dominant surface interaction
physics, and a unified view of the interaction emerges. A model
is developed for repetitive pulse damage to fiberglass, based on
delamination and the concept of a maximum amount of fluence per
pulse (called residual energy) which can be used to cause delamination.
The predictions of the theory are in good agreement with data taken

in the 1978 JANAF program.

First order concepts in the hardening of metals to repetitively
pulsed radiatiox‘x are discussed in Part III, A variety of potential
hardening schemes is presented and analyzed to determine if they
are theoretically feasible. Several attractive hardening approaches

are identified.
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SECTION 1
INTRODUCTION

This part of the report is devoted to theoretical studies of the interaction

of the pulsed 10,6y laser radiation with metal targets, Previously, a model
' was constructed to describe energy transfer to an aluminum alloy target A12024
by a plasma ignited over the target surface, L The model was based upon
energy transfer by plasma reradiation and it successfully predicted the fraction
of the incident laser energy which is transferred to the center of the target in
the regime where this fraction is significantly larger than the intrinsic absorp-
tivity of the target, The optimum laser pulse shape corresponded to an initial i
spike which ignited the plasma followed by a lower intensity tail which maintained
a hot plasma close to the target. It was shown that the radiative transfer mech-
anism operated most efficiently at intensities where laser supported combustion 1
(LSC) waves were present rather than at intensities where laser supported ;
detonation (LSD) waves persisted. From analysis of radial expansion effects,
it was concluded that the optimum pulse length is determined by the time for
the radial rarefaction wave to reach the center of the laser spot, The major
shortcoming of the previous analysis, when applied to A12024 targets, is that
the simple radiative transfer model which is used breaks down for optically thick ‘
plasmas, As a result, the thermal coupling model overestimates the amount

of energy transferred whenever thick, one~dimensional LSC waves are pro-

duced, such as for large spot size and long pulse time, In addition, the sim-

plicity of the radiative transfer model does not permit the LLSC/LSD transition
to be treated properly.

This part of the report is devoted to extending the range of applicability
of the enhanced thermal coupling model. The basic LSC wave model is im-

proved to include better radiative transfer modeling and a non-uniform tem-

perature profile. This ambitious program also requires improved parameter=-

ization of the radiative properties of hot ionized air. The improved laser-
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supported combustion wave modeling is pr esented in Section 2 and the im-

proved physical parameters for ionized air are discussed in Appendix A,

The interaction between pulsed lasers and metal targets other than
Al12024, such as Ti6Al4V, SS304, and 4130 steel, can also be addressed
with this model, Predictions of enhanced thermal coupling to these metals
are made in Section 3 by using the L.SC wave model to predict radiative
emission from the plasma, and the spectral surface absorptivity appropriate
for each metal to calculate the fraction of the plasma radiation which is

absorbed.

For both A12024 and the other metal targets listed above, it is assumed
the laser is incident perpendicular to the target. However, in many circum=-
stances, the angle of incidence (defined as the angle between the direction of
laser beam propagation and the normal to the target surface) may be quite
large, It is important, therefore, to investigate the nature of enhanced ther-
mal coupling for oblique angles of incidence, In Section 4, the LSC wave model

is modified to incorporate changes required for oblique angles of incidence,

In Section 5, a comparison is made between the available experimental
data and the theoretical predictions for (1) the fluence absorbed by metals
other than A12024 and (2) the surface pressure and fluence absorbed by

A12024 for interactions at oblique angles of incidence,

All the interactions described above assume that the laser wavelength
is 10,6y, However, there is also substantial interest in the interaction of
pulsed DF lasers (A = 3,8 ) with targets, First order estimates of en-
hanced thermal coupling have been made for the interaction of a pulsed 3.8u
laser with metal targets by using the LSC wave model designed for 10, 6u, but
modified to have the correct laser absorption coefficient for 3,8y radiation,

Typical predictions made with this modification are described in Section 6,

A summary of the conclusions which can be drawn from the theory and

from the theory/data comparison is contained in Section 7.
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SECTION 2
LSC WAVE MODEL

In the previous report, 1,2 a model was advanced in which enhanced ther-
mal coupling of a pulsed laser to a metal target was associated with energy
transfer by reradiation from a hot air plasma supported by laser radiation.

In the description of the interaction between the plasma and the laser, several
regimes were identified: at early times, the plasma moation was perpendicular

to a target and all plasma dynamic equations were one-dimensional; at later
times, two-dimensional radial expansion became important and plasma motion

in three-dimensions had to be considered. An estimate of the time for which

the one-dimensional model of the LSC wave is valid can be made as follows:

At the start of the laser pulse, the high pressure plasma is created over the
entire laser spot area. Expansion of the high pressure plasma into the am-

bient air in the radial direction occurs immediately at the edges of the plasma.

A rarefaction wave moves in from the edge of the plasma towards the center

of the laser spot at the speed of sound in the plasma (approximately 4.5 x 10°
cm/sec). The arrival of this wave at the center of the target heralds the onset

of both the radial expansion and the resultant cooling of the plasma at the center
of the target., Effective radiative transfer to the target is curtailed as the plasma
temperature falls, Therefore, the one-dimensional LSC wave model cannot

be used beyond the two-dimensional relaxation time .

2
R/ap where R is the laser spot radius and ap is the gonic velocity in the

D which is given by

plasma. Of ccurse, the one-dimensional laser-supported plasma dynamics
is also ianvalidated if the laser pulse is terminated; the wave no longer has an
energy source, Therefore, the one.dimensional LSC wave model is applic-
able only until a critical time T given by the smaller of 'rp, the laser pulse

time, and T the time characteristic of radial expansion. In order that

2D’
the laser pulse not be wasted on inefficient plasma heating after effective

radiative transfer has ceased, it is important that the non-dimensionalized




parameter o defined as T p / TaD be less than or approximately equal to one.

The energy iransfer from an LSC wave plasma occurs chiefly when the
plasma dynamics are one-dimensional, A sketch of this idealized configura-
tion is presented in Fig. 2, 1. Throughout the analysis it is assum=d that
the plasmais an air plasma. A precursor shock propagates into ‘he sur-
rounding air; the LSC wave defines the leading edge of the absorbing plasma
and proceeds into the shocked air by thermal conduction and radiative energy
transport. The velocity at which :the LSC wave propagates into the shocked
gas, along with the shock strength, determines the plasma properties and,
the intensity of the radiant energy flux to the target from the plasma. The
dynamics are unsteady because the LSC wave and the shock have different
absolute velocities. Approximate solutions to this problem can be found,
however, by searching for quasi-steady solutions which conserve energy.
The model developed in the last reportl’ 2 assumes a simplified configura-
tion wherein the properties are considered uniform in the zone between the
shock and the LSC wave and also in the region between the LSC wave and
the wall. The gas dynamic relations which govern the motion of the shock
and the LSC wave plasma as configured in Fig. 2.1, have been derived in
Ref. 1, With reference to the LSC wave, the wall boundary moves at the

absolute LSC wave velocity V Conservation of energy then requires

Lsc’

V2

LSC
- i -q - 2.
PVisc \*t 2 b (VLSC “s) tIy-a, -9,

w}}ere p and h are, respectively, the density and the enthalpy in the plasma

(between the LSC wave and the wall), P, is the density between the shock and
the LSC wave, u is the particle velocity behind the shock, hs is the enthalpy
behind the shock, Io is the incident laser intensity, qa. is the radiation trans-

ferred from the plasma to the :arget and q, is the radiation loss in all other
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directions. It is assumed that all the laser energy is absorbed by the plasma
and that conduction losses affect only a small region very close to the surface.

Consequently, conduction is neglected in deriving the overall energy balance

of Eq. (2.1). Inthe derivation Eq. (2.1), the LSC wave is treated as a tem-

perature discontinuity and the conditions are taken to be uniform throughout

the entire plasma region behind the LLSC wave. Similarly, the equations of

mass and momentum across the LLSC wave are:

PVisc = <VLSC i “s)’ (2.2) i
v v 2 ,
P+ P Visc ~ps+ps<LSC-us) g (2.3) |
|

where P, is the pressure behind the shock and p is the pressure in the
plasma. Inthe model presented in Ref. 1, a perfect gas equation of state

is used for each region — ambient air, shocked air, plasma — with different
values of the effective specific heat ratio, Y, in each region. Therefore,
in the plasma regime, the relationship between pressure density and en-

thalpy can be written as:

:QY—;—-——I)ph , (2.4) .

where Y is taken .o be 1.2 in the air plasma. Across the shock wave, S

strong shock relations yield

(Ys +1) \
vV = u (2.5)

s 2 S »




Y +1
s 2
P, = T3 AU, (2. 6)
Y, +1
C =—Y:ﬁ Py (2.7)

where Vs is the shock velocity, Ys is the specific heat ratio for the shocked
air (taken to be 1.4), and R is the ambient density., It was demonstrated by

Thomas3 that relations similar to Egs. (2.1) - (2. 7) can be manipulated to de-

termine the plasma conditions - temperature, pressure, and enthalpy - in
terms of the absorbed laser intensity» Io’ and the velocity, VLSC’ of the LSC
wave, The shock pressure P particle velocity ug in the shocked air, plasma

pressure p , and plasma enthalpy h become

Y+ 1

= |

P, = > P
1/3

b 2(v-D(y_-DI
; u = S 2 (2.9)
_ s (Ys+l)pm(Y+W)(Ys-1-2W) '

1/3

(-1 -nr P3P
= P , (2. 8)
W+WH¥-1-2W)

p/p, = 1-2W/(y_-1) , (2.10)

h/u: = Y(1 +W) (ys-l-zW)/EZ(y-l)W]. (2.11)

where Ip is defined to be Io -q,.-9, and W is a non-dimensionalized

velocity defined as W = (VLSC - us)/us. This velocity is proportional to

B




the particle velocity in a reference frame fixed to the LSC wave. In order to

close the system of equations to lead to a unique solution, the L.SC wave pro-

pagation vel>ocity VI.S c must be determined. The speed of the LSC wave can

be predicted from a model for LSC wave propagation which was developed in |
Ref, 4, The model uses radiative transport to control the speed of propa-

gation of the LSC wave, The model, as described in Ref, 4 and used in the

previously developed semi-analytic model for enhanced thermal coupling, 1,2
employs a two-band approximation for the radiative properties of air, The
radiation corresponding to wavelengths less than 1127A is assumed to contri-
bute to the propagation of the LSC wave, whereas radiation having wavelengths
greater than 1127A is treated as a transparent loss term, The solution was
obtained by treating the laser intensity as an eigenvalue and integrating through-
out the LSC wave the equations describing local energy conservation, mass con-
servation, and momentum conservation. In a coordinate system attached to the

leading edge of the LSC wave and with the distance x being positive toward the

surface (see Fig, 2.1), the equations are:

X

>T oh ;/ k_(T)dx
P (Vise - uy) (e(T) 3= +<b—p)r-§% +q(T) - k()1 >

_d dT
* Ix (l(T) E) , (2.12) .
Opu
% -0, (2.13)
Sp - . pu du (2. 14)
0x dx
10
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where Py is the density behind the precursor shock, T is the temperature, cp
is the specific heat at constant pressure, q(T) is the radiative loss term,
kL(T) is the effective laser absorption coefficient, Io is the incident laser
intensity and \ (T) is the combined thermal and radiative conductivity, As
discussed in Ref., 4, it is the nature of Eq. (2.12) - (2, 14) that the calculated
tem perature profile through the LSC wave will correspond to the true profile
only if the selected intensity Io is the correct eigenvalue corresponding to the

value of the mass flow through the LSC wave, Py (v us)o If Io is greater

than the correct intensity, the temperature profile ::)?dly decreases towards
zero temperature as if there were a heat sink (see Fig, 2.2A), whereas if I0

is less than the correct intensity, the temperature continues to increase
rapidly as if there were a heat source (see Fig. 2.2B). Only when I0 is within
+ 01% of the correct intend ty (for the corresponding mass flow) will the solution
be self-consistent. This extreme sensitivity to the eigenvalue enables a solu-
tion to be obtained with only a few iterations, Although the LSC wave code is
capable of calculating both the complete temperature profile and the radiation
from the LSC wave plasma, in the enhanced coupling model of Refs, 1 and 2 it
has not been used in this capacity. Rather, it was used merely to obtain the

relationship between mass flow and laser intensity for an LL.SC wave propagating

into shocked air,

In the enhanced coupling model of Refs. 1 and 2, the radiative transfer
from the plasma is calculated for an isothermal plasma slab of plasma having
constant pressure and a thickness L. The temperature, pressure and thickness

are functions of time. The one-sided radiative flux q is given by:

qQ = (L, p p) °T4, (2 15)

where ¢ (L, p, p) ir the clab emiccivityando - 1.03 x 105 W/cm2 - (eV)4
je the Stefan Boltzmann constant. The functional form of ¢(L, p, p) has been
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Would Lead to Them: (A) Heat Sink at X - Solution Valid
Cnly to Xw; (B) Heat Source at Xw - solition Valid Only

to X .
w

12




e A 1l P - Aot e - ML WMARILTY -5 A3 50 ¢ s e e RS

determined by fitting the predictions of Johnston et al. > It is assumed that q

T

represents all the radiative losses from the plasma; that is, both the radiative
transfer q, to the target, and the radiative losses, qpare contained in q. Then
the net radiative energy added per unit time to the plasma, which is denoted by

I in Eq. (2.8) and (2.9), isequaltol = I . gq.
o q ) q o o~ 9

T A graph of the one-dimensional radiative flux to the target surface for }
" a given laser iniensity can be constructed as follows: First, the pressure be-
% hind the precursor shock is estimated for a specific laser intensity Io; this

determines all the conditions in the precursor shock (see Eqgs. (2.4)- (2.7)).

Given the laser intensity and the precursor shock conditions, the LSC wave

e e

model predicts the mass flow into the LSC wave, and the value of the non-

dimensionalized velocity W is determined. Equation (2.8) can be used to
calculate I from the value determined for W and the chosen value of p ,
The LSC wapve plasma pressure is determined from Eq. (2.10) and the entﬁalpy
of the LSC wave plasma is given by Eq. (2. 11). However, the enthalpy of the
plasma has been determined as a function of temperature, pressure, and den-
sity by Gilmore, 6 so the value of enthalpy determined from Eq. (2. 11) can
be used to deduce the plasma temperature. The difference between the in- {
cident intensity, Io' and the net absorbed radiation flux, Ip' is the amount
of radiation, q, emitted by the plasma. The plasma radiation is also known
as a function of p, p and L (see Eq. (2.15)). Since pand L are already avail-
able from the solution of Eqs. (2.8) - (2.11), the value of q determines 3
the thickness, L, of the LSC wave. The velocity VLSC of the LSC wave !
. with respect to the target is related to W and u_, both of which are known.,
Calculations show that the LSC wave velocity does not change much through-

out the development of :he wave, therefore, the time at which the plasma has

the thickness L is approximately t = L/VLSC' The sequence of calcula- 4

tions described above is sufficient o define the pressure, velocity, thickness,

temperature and radiative flux from the plasma at one value of t and for one




specified intensity Io. By changing the shock pressure by a small amount,

these quantities are generated for another value of t. By varying the assumed

shock pressure for given fixed incident intensity I , we can construct a com-
(o]

plete graph of radiative flux to the surface as a function of time which is

valid whenever one-dimensional quasi-steady fluid dynamics is appropria:e.

Not all the radiation that leaves the plasma is absorbed by the target,

As a first order estimate of the amount of radiation which can be easily ab-

sorbed by the target, the radiation spectrum is divided into two bands; namely, '

the band with wavelength less than 1127A, (which is strongly absorbed by the

target) and the band having wavelengths greater than 1127A, (which is only 50%

absorbed by the target)s The short wavelength band is produced by photore-

combination of electrons and ions to produce neutral atoms; it has a large

absorption coefficient, It is reasonable to model this band as being blackbody

limited; that is, its value is given by integrating the Planck blackbody function

over the range of wavelengths from 0 to 1127A, This radiation contribution

shall be designated as yuv: Then the remaining contribution of the radiation

can be found by merely subtractin from the total radiation flux q, The
y € dyuyy q

total radiation absorbed by the target, 95 Bs’ is given by:

(2. 16)

9aps © Yyuv 2 Q- Qygy)

'

Ik is assumed that the fraction of :the incident radiation flux to the surface

which is absorbed remains constant throughout the development of the plasma.

Therefore, a coefficient B can be used to represent the fraction qABS/q for

a given laser intensity., The value of B8 corresponding to incident laser in-

; 2
! tensities Io of 1, 4, and 10 MW /cm , are, respectively, .7, .6 and . 55,

The amount of radiative energy from a one-dimensional plasma which is ab-

sorbed by a -arget has been calculated as a function of time for several laser

intensities.




As soon as the laser pulse is terminated or the radial expansion wave
reaches the center of the laser spot, the quasi~steady one-dimensional approxi-
mation fails, Expansion effects cause the plasma temperature over the center
of the spot to drop rapidly. This temperature decrease is the most crucial
feature in determining the radiative transport to the target from the expanding
plasma, Therefore, in this regime, it is more important to model the unsteady
eifect which causes the temperature to drop than to model the details of LSC
wave propagation. A simple way of modeling the unsteady effects is to replace
the one-dimensional plasma dynamics by blast wave decay laws. The type of
decay law used must reflect the geometry of decay; that is, planar or one-
dimensional decay laws are appropriate after the laser is turned off but before
radial expansion is important, three-dimensional spherical decay laws are
appropriate in the regime where the laser is off and radial decay is important,
and a powered three-dimensional decay law represents radial expansion which
occurs during the laser pulse, The blast wave decay laws give the temperature,
pressure, and density of the plasma as a function t/t

tr
is the time at which the decay law first becomes applicable. The radiation

where t is time and ttr

from the decaying plasma can be expressed entirely as a function of time by
substituting the time dependent value of density, temperature and plasma thick-
ness into the function defining the emissivity, It is assumed that the fraction of

the radiation flux which is absorbed remains unchanged during this decay process.

We can now compute the radiation flux absorbed by the surface as a function
of time, The one-dimensional approximation applies until such time as unsteady
effects become important. Thereafter, the radiation to the surface decays
according to blast decay laws., The total coupling to the center of the spot is
given by integrating the absorbed radiation flux from the beginning of the laser
pulse to infinity, It was shown in the last report 1,2 that this model could pre-
dict reasonably well the amourt of energy coupled to the center of target by a
pulsed 10, 6um laser, |
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There are, however, several circumstances in which the approximations
used in the model become inaccurate, For example, the formula used for
emissivity is based upon predictions for the emissivity of an isothermal slab
that is thin enough for the radiative losses to be mostly transparent. For
many of the conditions reached during the laser pulse, this formula predicts
emissivities greater than one, a physical absurdity, Whenever this occurs,
the model arbitrarily uses the blackbody limit for the radiation flux, Clearly,
more accurate radiation models are necessary, Furthermore, it is desirable
to partition the radiation more accurately into the various spectral bands, and
also to revise the estimates of the spectral absorptivity of the targets,

» 6 of the laser-supported plasma pre-

The SAI numerical simulation
dicts that for large spot sizes and long pulse times the radiative transport
to the target becomes diffusion dominated. As a result, there should be
decoupling of the radiating plasma from the surface, This feature can be in-
cluded in the semi-analytic model described above only if the plasma is allowed
to have a non-uniform temperature profile, Comparison of the predictions
made with the semi-analytical model to experimental data for large spot sizes
and long pulse durations reveal that the predictioﬁs fall substantially above
the existing data, This discrepancy occurs when thick one-dimensional
plasmas are created and the radiation becomes blackbody limited in the semi-
analytical model, Under these conditions, radiative diffusion is expected to

decouple the plasma from the target as predicted by the SAI numerical simu-

lation.

It is, therefore, important to embark upon a program of improving the
PSI semi-analytic model in those areas which it was most deficient, while
at the same time retaining its relative simplicity compared to the cumber-
some , expensive numerical simulations. Indeed, the great advantage of a
semi-analytic approach is that it identifies the dominant physical phenomena,

thereby allowing simple scaling laws to be developed to describe a wide range




of interactions. Furthermore, it can be used to study the effect of any particular

physical phenomenon in detail.

In the rest of this section we improve the predictive capability of the semi-
analytical model and investigate the possibility of axial decoupling through radi-
ative diffusion, while still keeping the model in a reasonably simple form. First,
the radiation parameters for hot ionized air are re-examined., The radiation is
described by a four-band model rather *han the two-band model used previously.
The details of the improved modeling of the radiative properties of air are de-
scribed in Appendix A. Second, radiative transport within the plasma and its
effect on the plasma temperature profile are included. The LSC wave model
is used not only to predict the propagation speed of the LSC wave, but also

to predict the temperature profile and to handle, in detail, the one-dimen-

sional radiative transport within the plasma. In this approach, Egs. (2. 9)through
(2. 11) are no longer needed since the L.SC wave model generates self-consist-
ently the plasma temperature, pressure, wave speed, plasma thickness, and
radiation iransferred to the target. It is still a quasi-steady approximation,
however. We construct a plot of the radiative flux absorbed by the surface as
a function of time by calculating the LLSC wave configuration and radiation flux
for a given steady-state condition and then determining the time required to
produce this configuration. That is, the radiation flux as a function of time
represents the time evolution through a series of steady-state profiles. Ik

is important to remember that there are many unsteady effects which may
become important at high intensity which are not included in this approach,

The approach outlined above is sufficient to predict the absorbed intensity

of the function of time whenever the plasma is one-dimensional, The descrip-

tion of the plasma after the onset of unsteady effects remains the same as in
the simple model; that is, we merely use blast wave decay laws to infer the

rate of decay of the radiation flux as a function of time,




2.1 Improved Radiation Parameters

As mentioned above, the details of the radiative parameter models are
described in Appendix A, However, it is appropriate to review the salient
features of the parameterization before we describe, in detail, the model for
the laser supported cumbustion wave. It is found that :he eniire ra,’aia.tion
spectrum can be divided into four spectral bands which are designef,{t'éd by the
following symbols: EUV, VUV, VUV!, and VIS. The bands are ch«fosen to
represent faithfully three important radiative characteristics; narr;ely, emis-
sion by the hot plasma, absorption by the cooler air in front of the LSC wave,
and absorption by the target. A summary of the range of the radiation bands
and their qualitative properties are listed in Table 2. 1. Although all three of
the radiative characteristics mentioned above are important in determining
the amount of radiation transferred to the target, wo of them can be treated
in a very simple manner, whereas one, the plasma radiative emission, must
be incorporated into the equations which determine the internal structure of
the LSC wave. The target absorptivity merely defines the fraction of the
radiation flux incident on the target which is absorbed. The absorption
characteristics of the cool air determine the amount of plasma emission

which is reabsorbed and contributes to forward propagation of the I.SC wave.

The various bands have widely varying radiative capabilities in the
plasma regime. For example, the EUV band, which corresponds to photo-
recombination into the ground state, has an absorption length of approximately
. 7 mm under typical conditions (T = 20000K and p = 20 atm. ). The next band,
VUV, which includes contributions from photo-recombination into states just
slightly above the ground state and from overlapping lines, has an absorp-
tion length of approximately 1/4 cm; this is almost 4 times that of the EUV
band, The other two bands, designated by VUV! and VIS, are rather weak

radiators; they have absorption lengths of approximately 5. 7 cm.
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TABLE 2.1

Spectral bands used in radiative transfer modeling of air LSC
wave. Emission and absorption characteristics of air and the
target are given for these bands,

telem™] g

Range Plasma | T =20000K | Wave Front | Al2024 )

Band [ev] [ ] Radiation | P = 20 atm | Absorption | Absorption |

EW | 13.6- | o- Very 14.6 Strong 95% ¥

® 912 Strong .

i

VUV | 10- 912- Strong 3.7 Strong 90% i
13.6 1240

Vuv' | 7- 1240- Weak 0.18 Strong 50%

10 1770

VIS | 0- 1770- Weak 0.18 Weak - 15% :

7 © ]

3

|
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To determine the most appropriate approximation for modeling radiative
transport, it is essential to know the optical thickness of the plasma for each
of the bands, For LSC wave plasmas the optical thickness can be estimated by
a simple calculation. Recall that the optical thickness T is given by the pro-

duct of the absorption coefficient K and the plasma thickness L;
T = KL, (2.17)
The plasma thickness at the end of the pulse is given by:

L =V t (2.18)

where VLSC is the LSC wave velocity and t is the pulse time. For LSC wave
1/3

plasmas, VLSC

amination of the temperatures predicted with the isothermal LSC wave model

is proportional to (Io) where Io is the laser intensity. Ex-
indicate that the plasma temperature is of the order of 20, 000 °K and varies
only slowly with intensity. For a constant temperature plasma, the absorp-
tion coefficient K for any band is proportional to the pressure. For an LSC

2/3

wave plasma, the pressure p varies as I0 Thus, the total optical depth

T obeys the following relationships :

T = KL
~P- VLSC'tp (2. 19)
~1 t .

op

Therefore, the optical thickness of the plasma is roughly determined by the

2 . .
incident laser fluence F (F - Iotp) in J/cm . In particular, the following

ey




relationships give reasonable estimates of the optical thickness of any band:

2
(F is measured in J/cm ):

TEUV = F, (2. 20)
TVUV = F/4, (2. 21)

= T =
Touyt = Ty = F/90. (2. 22)

2.2 Radiative Transport Models

In previous work, two limiting forms of radiation transport models were
used, namely, the radiation conduction approximation and the transparent radia-

tor approximation. The radiation conduction approx;i.mavt:ion8 is given by

dT
S = - )_R-d—x— ' | (2. 23)

where S is the radiation flux, and AR is the radiation conductivity given by

_ 4m B (w,T) '
S fdw ; . (2. 24)

In the above equations, K is the effective absorption coefficient, B (&, T) is

the Planck spectral blackbody function

(2. 25)

B(w, T) = 2hc




and w is the wave number, In the definition of the Planck blackbody function,
h is the Planck constant, k is the Boltzmann constant, T is the temperature
and c is the velocity of light, The limits of integration in the definition of
the radiation conductivity are the range of wave numbers covered by the
spectral band. The radiation conduction approximation is adequate when-

ever the plasma thickness is much larger than absorption length for the ra-

diation band in question, On the other hand, if the plasma is optically thin to
the radiation band, it is sufficient to treat the radiation as a transparent loss
dS/dx which obeys the equation

ds

= = [4rBW, T)du , (2. 26)

-

where, as above, S is the radiation flux, K is the effective absorption coefficient

of the band, and B is the Planck spectral blackbody function,

The radiation conduction approximation is expected to be valid if the optical
depth T is much greater than 1, say T 73, The transparent loss approximation
is adequate when T is much less than 1, say T < 1/3, For optical depths between
these values, however, neither approximation is satisfactory. There is a

better approximation which is still sufficiently simple to use in the LLSC wave

model and which can also be used throughout the range 1/3 < 1< 3, The

approximation is known by a variety of names, but we shall refer to it as the

differential approximation, It involves two coupled equations; for planar geo-

metry these equations are written a.s:9

a4 _ i 4n/Bdw_ ul , (2.27) T
dx i
du

-— - -3 2.28

T 3KS , ( )
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where K, S, and B represent the same variables as in the radiation con-
duction approximation and U is the radiation intensity density. Using the
scaling for optical thickness developed in Subsection 2. 1 and the criteria
mentioned above, we have constructed in Fig. 2.3 a plot which shows the
range of validity of each of the radiation approximations as a function of
fluence. The differential approximation is reliable throughout the whole
fluence regime, but for the sake of economy and manageability, it is used
only when required, that is, in the regime where neither the radiation con-
duction approximation nor the transparent approximation is valid. 1LSC
waves of practical importance always involve fluences larger than a few
J/cmz; therefore, the radiation conduction approxima:ion can always be used
for the EUV band. At early :ime, when there is only a thin layer of plasma,
the differential approximation is used for the VUV band and the transparent
loss approximation for the VUV' and VIS band. At later time, when the
plasma layer has become thicker, the radiation conduction approximation

is used for the VUV band and the differential approximation must now be

used for the VUV' and VIS bands.

Axial decoupling of the plasma radiation from the target is expected to
commence as the optical thickness T of the plasma increases. Although no
precise value of T has been associated with the onset of axial decoupling, it
is reasonable to expect the phenomena to occur when T is of the order of one,
Therefore, we have plotted in Fig. 2.4, the spot radius which must be used
as a function of laser intensity in order to reach the large spot decoupling
regime for 4 = 1. Three lines have been drawn, corresponding to values
of 60, 90 and 120 J'/cm2 for the incident fluence. For a 20,000°K, 20 atm
plasma, which typically is produced at an intensity of 2 MW/cmZ, these
fluences correspond to optical thicknesses of 2/3, 1 and 4/3. This rela-
tionship between fluence and optical thickness (see Eq. (2. 22)) has been ex-

amined in detail, for other incident intensities by calculating the temperature
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and pressure of the LSC wave plasma and then using the air parameters given

in Appendix A to determine the absorption coefficient. The relationship (2.22)

holds for intensities greater than or equal to 2 MW/cmz, but at 1 MW/cm2

the optical thickness of the plasma is given by F/150, The optical density
decreases in the low intensity plasma because most of the atoms are ionized

at the lower pressure,

To test whether or not strong axial decoupling occurs, the laser is oper-
ated at a fixed intensity and the spot size and pulse time are changed, keeping
T - 1, so as to cross the theoretical decoupling boundary. If decoupling
occurs, the central coupling coefficient should remain roughly constant be-
low the decoupling boundary and decrease as ‘he radius is increased above
the coupling boundary. It is important that the test be made in the above
fashion, that is, by changing the spot size and pulse length rather than the

intensity, because as the intensity is increased, the coupling may decrease

because of the transition from an LSC wave to an LSD wave.

2.3 Improved One-Dimensional LSC Wave Model

Many of the facets of the previous LSC wave model are used in the im-
proved model. The major improvements are better radiation parameters
and better radiative transport equations. The method of solution enables
us to predict the detailed LSC wave plasma temperature profile in the quasi-

steady approximation.

The basic approach used to solve the coupled equations which describe
the LLSC wave, has been recorded in detail in Ref. 4, In the discussion be-
low, we deal only with the modifications necessary to adapt the LSC wave
model to the configuration of shock, plasma and target which exists in the

enhanced coupling regime,

At a given point in time, the configuration of the shock and LSC wave

are expected to be similar to the sketch in Fige 2.1, All motion is assumed to




be one-dimensional and typical profiles of the expected temperature T, par-
ticle velocity u and pressure p, are illustrated in Fig. 2,5. At the transi-
tion from the ambient air into the shocked air there is a jump in the values

of all three quantities. Moving through the LSC wave, the temperature

rises quickly as the laser energy is absorbed, and then slowly decays be-
cause of radiative losses in the taile The expansion of the gas during the
heating phase causes the particle velocity in the laboratory frame to reverse,
so that instead of the particle motion being away from the target as it is in the
shocked air, the particle motion in the tail of the LSC wave is directed towards
the target, At the target, however, the particle velocity must be zero. Simi-
larily, the pressure drops substantially during the high intensity heating in
the absorption zones, but in the tail, where there is a radiative cooling, the

pressure increases slightly,

The method of solution is similar to the technique used in Ref, 4 to de-
termine the LSC wave profile for a wave propagating in the ambient air with
no target. We choose a system of coordinates fixed on the LSC wave; the
zero of the x coordinate is chosen to be at a temperature Ti below which
laser absorption and radiative losses are unimportant, The equations des~

cribing the LLSC wave are;
1) Conservation of mass.

dpu
= -0, (2. 29)

where ¢ is the density and u ic the particle velocity, Eq. (2.29) can be

integrated and written as

pu = M, (2 30)

where M is the constant mass flow through the wave.
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2) The momentum equation,

%5 . . Mdu (2.31)

where p is the pressure. This equation can be integrated to yield
P + Mu = constant, (2.32)

3) Conservation of energy.

2 ds
.o df . u i di _d [ 4T
M — —— Y — — T — —
dx<h+ z) Pl T & (" dx) (2.33)

where h is specific enthalpy, Si is a radiative flux in the e band, Iis the
lager intensity and ) is the thermal conductivity, Several of the terms in

Eq. (2.33) can be rewritten; for example, we have:

dh d |, dp (bh)
— = C - —
ax pox T ox opl (2.34)
and
M du2 51_2
= -a-; z - udx , (2. 35)

by virtue of Eq. (2.31). It is also convenient to write the laser absorption

term as
dl
el -kLI e (2. 36)

!
where kL is the effective laser absorption coefficient and Tis the optical depth,
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T obeys the equation:

drt
— 2.3
1 k . ( 7)

Finally, the radiative flux in each spectral band is described by the appro-

priate radiative transfer model from the three presented earlier, that is,

/

-

45; 4 dT
7 o <kri E) ({radiation conduction) , (2. 38)

= 41K Bi (transparent loss) , (2. 39)

(differential approximation),(2.40)

where )\ri is the radiation conductivity (see Eq. (2. 23)), 1-3i is :he Planck
blackbody spectral function integrated over the band (see Eq. (2. 25)), Ki
is the absorption coefficient for the given band, and Ui is the radiant
energy intensity density for the spectral band of interest. Of course, only

one of the three possible radiation models is used to describe the rate of

change of flux for a given radiation band at a given position in the wave.




We also need the rate of change of pressure in terms of the rate of

change of temperature. From Eqs. (2 29) and (2 31) we can rolve for the

rate of change of prersure ar the function of temperature; it is given by:

2 -1
p _ AT (3&) - %P.L)) , (2.41)
dx d oTp op T

This exprescsion breaks down when the denominator becomes zero, i.e,, whenever

e

u? (%9-) : (2. 42)
Py

This corresponds to the particular velocity being equal to the isothermal

sound velocity aT, defined by

- o[22
apn = (b p)T , (2. 43)

If this condition occurs during the integration through the wave profile,
it is no longer correct to use an unsteady solution; instead a configuration is
obtained in which the abrorption portion of the wave is unaffected by the un-
steady expansion which occurs in the tail of the wave. Egquation (2. 42) is
expected to be satisfied during the trancition to an LSD wave. Inthe cal-

culations perfor med to model the LSC wave in the enhanced coupling regime,

2
Eq. (2.42) was never caticfied for intencities upto 5 MW /cm . Note that
the condition is not quite the tame ar the Chapman.Jouguet condition in
that the sound speed we are dealing with is the itothermal sound speed, not

;‘ the adiabatic sound cpeed. This is a consequence of having energy addition in

4 the wave,




In addition to the Eqs. (2. 29) to (2.41) we also must provide functions
]

defining o, h, k A, and ’f\’i as a function of temperature and pres-

L s
sure. This is accomplished by the air property code described in Appendix A.
In solving the coupled sst of Egs. (2.29) to (2. 41), it is convenient to de-

fine a new variable R

R = -<)\ + T A, >d_T , (2. 44) *
i

i dx

where the sum over i is only over those bands for which the radiation con-
duction model is used. Then Eq. (2. 33) can be used in conjunction with

©qs. (2.41), (2.44) and (2. 35) to define dR/dx in terms of T, p and 7.
Similarly, Eq. (2.41) expresses dpf dx in terms of R and various ther-
modynamic quantities. The independent variables in this set of equations are
p, T, 7, R, and Si . The particle velocity u is a dependent variable
determined by the constraint Eq. (2.32). There are also two parameters in
the series of equations; they are the incident laser intensity I0 and the mass
flow M. The equations which describe the rate of change of the independent
variables are Eqs. (2.41), (2.44), (2.37), (2.33) and (2. 38)~ (2. 40) forp, T, T,

R, and the four Si's, respectively.

As in the previous work, 4 the solution is found by an iterative pro-
cedure. First a value of the laser intensity I0 and the mass flow M are
chosen. We must also choose the initial shock pressure P, Using the
Hugoniot relations, we can calculate the temperature TS behind the shock
and the particle velocity behind the shock in the lab frame which is denoted
by u_. At the origin of the co-ordinates the temperature is chosen to be 'I‘i =
10, 000 °K, and the initial value of the optical depth to be 0, since no laser
absorption occurs at :emperatures below Ti' By virtue of Eq. (2.32), which

is valid in :he coordinate system fixed on the LSC wave, we find that the
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pressure p, and density A at the starting point of :he integration obey the
i ‘

relationship

. 2
2 (M)
Py + ps <VLSC B uS) = B + pi . (2. 45)

In determining the pressure from Eq. (2.45), it is convenient to use the den-
sity corresponding to the temperature Ti and the pressure P, since the pres-
sure does not change much during the initial heating period. Thus, Eq. (2. 45)
defines the initial pressure. Conservation of energy gives another constraint

on the variables, namely,

1

- .
R + /., S, = M[h (T,,p;) - W (T, ps)],(2.46)
i =(VUv, EUV, VUV

=0

where h is the enthalpy of the air and the sum of fluxes is over the three
bands which are absorbed by the shocked air. This equation serves to de-
fine the initial condition on R provided we know the injtial conditions on

the radiative fluxes.

In the radiation modeling it is assumed that the EUV band is always

modeled by radiation conduction; therefore, the initial value of SEUV is
given by:
dT
Seuv " rEuv & (2. 47)

where we have now adopted the notation that }\i represents the radiation

conductivity for the band designated by i. The next band, the VUV band,
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is described by the differential approximation; therefore, we must specify

both the initial flux SV and the initial radiation intensity density U

uv vuv’
For the thickness of plasmas of interest the VUV band will be optically thick;
we can relate SVUV and UVUV by the expression which is appropriate for
blackbody radiation; namely,

U =2 | S . (2.48)

vuv vuv l

The initial value of SV is still a variable parameter, The integration of !

uv

Eq. (2. 33) is insensitive to the initial values of SVUV' and SVIS since the fluxes

are not directly coupled into the energy equation (Eq. (2, 33)) at the start of

the calculation, Only the rate of change of these fluxes is important and that

is defined by Eqs. (2.38) - (2,40), Thus, any reasonable value can be chosen
for an initial guess, The above discussion defines the initial conditions for

, and U Only two of the parameters

the parametersp, T, 7, R, SEUV VUV®

remain to be iterated; they are SVUV and M. The correct values of these

parameters are determined by the back boundary conditions,

At the back boundary, the particle velocity must be 0 in the laboratory
frame., In the coordinate system in which the LSC wave is at rest, the par-
ticle velocity u at the target must be equal to the velocity of the LSC wave in

the laboratory system; i. e, ,

= 2.4
u (target) VLSC o (2. 49)

There is also a back boundary condition on the radiative flux in the EUV band; we

require that the flux given by radiation conduction approximation be consistent with




the flux which is predicted for the shape of profile near ‘he back boundary,
This self-consistency condition must be employed since the radiation conduc -
tion approximation breaks down at the target boundary. For a self-consist-

ing condition which conserves energy we choose

<A + XEUV>G—;€> = Qpyy 7 BEUV T(target - —‘T‘, ) ,{(2.50)
Target 3 ‘EUV

where A is the thermal conductivity and B the spectral blackbody

EUV’
function over the EUV band, is evaluated at a temperature corresponding to

the temperature of the plasma at distance from the target of 2/3 of an ab-
sorption length for EUV radiation, and SGuv is the absorptivity of the target
to the EUV radiation. By varying the free parameter M, this back boundary
condition can be met for given laser intensity, shock pressure and initial

value of SVUV'

The flux SVUV
of U . We assume that the relationchip between the SVUV and the

vuv

UVUV is well approximated by using the blackbody relationship which re-

lates the radiative flux and radiation intensity density for a hemispherical

distribution. 10 Let S+ (S7) and ut (U”) represent the radiative flux and

at the target must also be consistent with the value

radiative intensity for the hemisphere of radiation directed in the positive
(negative) x direction (see Fig. 2. 6). For blackbody radiation; that is,
isotropic radiation within the hemispheres, the flux is related to the

intensity density by

2st = ut,
and (2. 51)
28" = U~
35
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The total radiation flux S is given by:

s =s .8, (2.52)

u=U + U . (2.53)
At the target, the material absorptivity o relates S+ toS ;
- +
ST = (1-a)S" . (2. 54)

From Eqgs. (25.1) - (25. 4) applied to the VUV band we obtain:

S _ Yvuv Yyuv (2. 55
VUV T 2 (a5

If at the back boundary, as defined by Eq. (2.49), the criterion given in
Eq. (2.50) is met by varying M, the remaining condition, Eq. (2.55), can

be satisfied by adjusting the last free parameter - the initial value of SVUV'

There is a systematic way to change the mass flux in order to satisfy
Eq. (2.50). If at the back boundary, which is determined by Eq. (2. 49) and
denoted by X We find

dT 2
(» + ‘euv) T~ “Euv "Prov (T ("f - WE_UV> ' (2.56)

then the mass flux M is too low, while conversely, if we find

daT 2
(" t "EUV)d_x < Sgyv " Bgyy T("f - '3"&55,) ’ (2.57)

|
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the mass flux is too high. Therefore, the direction of the inequality identi-

fies the way in which M must be changed.

The above ané,lysis of back boundary conditions assumes that the VUV
band is always represented throughout the whole profile by the differential
approximation. If, however, the plasma is optically thick to the VUV band,
at some position in the wave we must change from the differential approxi-
mation to the radiation conduction approximation, The transition must be
made without creating an energy source or sink, which can be accomplished

only if the flux S can be represented by a radiation conduction term

vuv

AVUV dT /dx. Since both SVUV and dT /dx are already determined as a function

of distance, it is possible to make the transition only at special points where

S = A EI (2. 58)
vuv VUV dx

Another requirement which must be met is that the transition be smooth,

that is, during the switch from one description of the radiative transport to

another description there must be no change in the derivative of the tem-

perature. This consistency condition replaces the back boundary condition

Eq. (2.55) which relates SVUV to UVUV . If the transition is not smooth,

i, e., if the slope of the temperature profile changes abruptly during the

change from one model of radiative transfer to another, the initial value of

SVUV must be changed, The position of the back boundary is still found from

Eq. (2.49) and the boundary condition to be satisfied at this point is the

analog of Eq. (2.50) in which the total radiative conductivity is self-consistent

with the radiation emitted in both the EUV and VUV bands. This equation

takes a mathematical form

()\+)\ + A ) (dT> = B T(x 2 >
vuv EUYV, dx TARGET EUV EUV £ 3 '&EUV
+ B T (x - ot ) (2. 59)
vuv vuv f 3K VUV
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For extremely thick plasmas, it is possible for the transparent ap-
proximation of the VIS and VUV! bands to become invalid, and the dif-
ferential approximation must be employed for these bands. At the point
where the transition from the transparent approximation to the differential
approximation is made, values must be chosen for both the flux and the
radiation intensity density of both bands, This is another iterative procedure
and the correct choice for S and U at the transition point causes Eq, (2.55)
to be satisfied at the target for each of the bands, The values of S and U
at the transition can be determined in terms of one unknown function by anal-
ysis of the radiation characteristics of the LSC wave, Consider the band
radiation into the hemisphere facing downstream which has one-sided flux
of S+ and one-sided radiant energy density U+ and the radiation into the
hemisphere facing upstream which has a one-sided radiation flux denoted by
S~ and one-sided radiation intensity density represented by U”, Then the
total flux and total radiant energy density are given by:

S =8 -8 ,
(2. 60)

However, the values of s* and U+ are known as a result of the integration
of the LSC wave to the point where the transition is made. Furthermore,
the radiation coming from the downstream portion of the plasma is approxi-

mately isotropic, so that we may use the requirement

u- = 25 . (2. 61)

Thus, there is only one unknown to be specified at the change-over point

and it is uniquely determined by the back boundary ccndition Eq. (2.55).

39

e o




It is evident that solving for the LSC wave by the technique described

above involves a great deal of iteration. However, using previous experi-
ence with L.SC wave profiles to guide the initial guesses we can minimize

the amount of iteration approach.

Plasma profiles for I = 4 MW/cm2 are shown in Fig. 2.7 for various
times. All the profiles are drawn in the coordinate system at which the LSC
wave is at rest and at which the temperature at x = 0 is 10, 000 °K. Inthis
coordinate system, the wall appears to move back as time progresses. The
peak temperature of the wave remains fairly constant, but the wall tempe-
rature drops as time proceeds. Since the temperature of the plasma near
the wall controls the bulk of the radiation which is strongly absorbed by the
target, this decrease in wall temperature plays an extremely important role.
In Fig. 2.8, the intensity absorbed by Al2024 is given as a function of time
for three incident laser intensities. In computing the thermal coupling to a
target for a given laser intensity and pulse time, we calculate the coupling
during the one-dimensional stage merely by integrating the appropriate curve
up to T which is defined as the smaller of tp or T where tp is the pulse

time and TD is the time characteristic of radial e:;)ansion. The total
coupled fluence includes both a contribution from the 1-D LSC wave and a
contribution from the decay of the wave after T_. The latter contribution
is calculated in the samz manner as in the previous report, 1,2 i.e., the
absorbed intensity is assumed to decrease at a rate determined by the ap-

propriate blast wave decay laws.

Results found by using these improved values of the one-dimensional
radiation are shown in Figs. 2.9 and 2.10. In Fig. 2.9, we have plotted
the predicted absorbed fluence by an Al2024 target exposed to laser inten-
sity of 2 MW/cmz. The absorbed {luence is given as a function of spot

radius, where it is assumed that the pulse time is designed to keep/T\ = 1

bk i o st
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There is no evidence of radial decoupling in these calculations for this low
intensity. Also shown on the plot are the new results of the SAI numerical
simulation which used the improved radiation parameters given in Appendix
A. The numerical simulation includes unsteady effects, but it employs sim-
plified radiative transfer; the radiation is treated either as a transparent
loss or as radiative conduction. The predictions of the two models lie ex-~
tremely close to one another for small spot sizes. As the spot size in-

creases, there is a divergence between ithe models, but the difference is

still not more than 25% for the largest sizes considered. In Fig. 2. 10, the
predicted absorbed fluence is plotted as a function of intensity for a constant
spot size of 400 cm2 and pulse time of 27 psec. The PSI model increases
almost linearly and has no pronounced saturation effect. For intensities
above 4 MW/cmZ, the data on the plasma velocity and plasma pressure in-
dicates tha: a transition from a LLSC wave plasma to an LSD wave plasma
occurs. Therefore, the PSI model should not be used beyond 3 to 4MW/cm2.
The SAI numerical simulation is also shown on this plot. Once again, there
is good agreement between the theories at low intensity but the disagreement
becomes quite large at high intensity. The shallow slope and apparent satu-
ration observed in the SAI model may be the result of the inclusion of unsteady
effects associated with the LSC/LSD wave transition, However, this inter-
pretation is uncertain since the SAI numerical simulation fails to predict the

pressure and velocity observed in the transition regime.

In addition to the thermal coupling, the LSC wave model predicts the
. pressure at the surface at the target as a function of time. For example,
in Fig. 2. 11, we have plotted the pressure as a function of distance at vari-
ous times, It can be seen that :he pressure drops slowly as time progresses;
therefore, there is not a unique surface pressure which can be associated

with a given laser intensity. In Fig. 2.12, the surface pressure at approximately

511 sec is plotted as a function of laser intensity, The pressure increases in
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Fig. 2.12 Theoretical Prediction of the Surface Pressure

Produced by One-Dimensional LSC Wave Plasma
as a Function of Laser Intensity. The Predictions
Correspond to 5 Hs after the Plasma is Created.
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proportion to I 2/3 as predicted by the simplified L.SC wave theory ueed in the
o

previous report, 1,2 but the magnitude of the pressure in Fig 2. 12 is rlightly

lower than earlier estimates.

To summarize, an improved version of the LSC wave model has been
used to predict the energy transfer via plasma reradiation to the target and
the pressure over the target. Predictions made with this improved model
indicate that radiative diffusion in the axial direction does not decouple the
plasma for fluences less than 100 J’/cmzo The predictions made with this
semi-analytical model are in good agreement with the predictions made
by the SAI numerical simulation for intensities below 4 MW/cmzo Above
4 MW/cmz, the numerical simulation shows a saturation effect, whereas
the semi-analytical model does not, It is believed that the LSC/LSD wave
transition starts near 4 MW/cm2 and, therefore, the semi-analytical model

is not valid at higher intensities,




SECTION 3
PULSED LASER INTERACTION WITH CTHER METALS

There are other metals of interest besides Al2024; for example, a list
of common aerospace metals includes Ti6A14V, SS304 and 4130 steel. It is
important to predict the thermal and machanical coupling to these materials,
as well as to A12024. These metals have a higher intrinsic absorptivity for
10. 6 um radiation than Al2024; therefore, it is not obvious, a priori,
whether or not igniting a plasma enhances the coupling. In *his section, we
modify the enhanced coupling model discussed in Section 2 to predict the
coupling to these other metals. The predicted coupling coefficients are com-
pared to intrinsic absorptivity of the matals and the absorptivities of the

various metals are compared to each other for identical laser conditions.

7“henever an air plasma is ignited over a surface, the LSC wave model
describes the radiative transfer to the surface. The only dependence of the
energy absorbed by the targets on the target composition is through the dif-
ferent spectral absorptivities of the materials. Therefore, for initial es-
timates of thermal coupling to other metals, it is reasonable to use the air
LSC wave model described in Section 2, along with the spectral absorptivities
of the various target materials, in order to predict the thermal coupling,
Other effects, such as target combustion and the effect of target vapor on the
LSC wave properties, have not been incorporated at this stage. The mecha-
nical coupling caused by the air plasma is independent of the target composi-

tion; the other metals experience the same pressure and impulse as A12024,

It is difficult to find reliable experimental values for the spectral absorp-
tivities of the various alloys, The absorptivities depend strongly upon surface

preparation; moreover, it is uncommon to measure the spectral absorptivities
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of alloys for spectral regimes having wavelengths shorter than 2000 A,
We have, however, constructed an estimate of the spectral absorptivities
for the four alloys of interest; namely, A12024, SS304, steel 4130, and
Ti6Al4V, by combining (1) the limited data on the spectral absorptivity
o alloys, 11 which is available for wavelengths 3> 2000 A, and (2) the
absorptivities measured for the pure metals 12,13,14 (Fe, Al, and Ti)
in the short wavelength, A < 2000 A, region of the spectrum, Our best

estimate of the absorptivities are shown in Fig. 3.1,

Examination of Fig. 3.1 shows that, for the spectral region with wave-
lengths less than 1240 A, (wavenumber > 80600 cm” l) the absorptivity is
strong for all metals; whereas in the long wavelength region, \> 1240 A,
the absorptivity varies widely from one alloy to another, Under identical
laser conditions, all metals receive the same incident radiation from the
LSC wave plasma. However, based on the spectral absorptivities presented
in Fig. 3.1, we expect to find a hierarchy in the metals based upon absorbed
fluence -~ the ordering from highest to lowest should be Ti6A 14V, steel 4130,
stainless steel 304, and A12024, Moreove, the LSC wave model predicts that
for low intensity and/or small spots, the dominant radiation lies in the spectral
region below 1240 A, where all the alloys absorb strongly, whereas for high
intensities and/or large spots, the radiation in the band having wavelengths
greater than 1240 A becomes equally important, Therefore, it is expected
that the relative differences in absorbed fluence among the various alloys will

increase as the intensity and/or spot size is increased for fixed values of /T\.

In order to compute the radiation absorbed by the target, we must
specify the absorptivity of the alloys in the various spectral bands which
are used in the L.SC wave model, The recommended values, deduced
from Fig, 3.1, are shown in Table 3, 1, along with the values estimated for
SS304 and Ti6A14V for two special surface preparations, The EUV and
VUV bands have essentially the same absorptivity for all six cases, whereas
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TABLE 3.1

Recommended absorptivities of various alloys for the spectral
bands used in air LSC wave radiation modeling.

Metal EWV VUV Vo' VIS
AI2024 0.95 0.%0 0.50 0.15 '
$S304 0.95 0.95 0.80 0,40
Steel 4130 0.95 0.95 0.85 0.50 |
TiGAIdV 0.95 0.95 0.90 0.70 j

.Used Steel Values 4

SURFACE PREPARATION EFFECTS

$5304 0.95 0.90 0.90 0.90 |
(oxidized) . j
Ti6A1aV 0.95 0.95 0.9 0.9 /’
(coated)




the VUV?! and VIS bands have widely varying absorptivities, Furthermore,
the oxidized or coated surfaces have the highest absorptivities inthe long

wavelength regions,

In Figs. 3.2 - 3.4, the intensity absorbed by the three non-aluminum
alloys is shown as a function of time, A similar plot for oxidized steel is
given in Fig. 3.5, Typical values of the thermal coupling coefficient for

k the four alloys as a function of the parameter T are shown in Figs, 3,6 =
3.9 for a spot size of 100 cmz. For comparison, the intrinsic absorptivi-
ties of the materials to 10. 6 um and 3. 8 um radiation are also shown. The
simple semi-analytical model breaks down at small T because the radiation
losses during the decay of the plasma are strong enough to affect the tempe-
rature of the decaying plasma, but the blast wave decay laws do not include
these losses in the determination of the plasma properties. Therefore, the
predictions in the small ~ regimes are represented by dashed lines to in-
dicate that the theory is only qualitatively correct. I is expected, however,

that the coupling coefficient saturates for ™< 1, as predicted. In all cases,

it is found that the predicted enhanced thermal coupling coefficient for Ts
is larger than the intrinsic absorptivity for 10, 6 um radiation and is at least
as large as the intrinsic absorptivity for 3. 8 um radiation. For Ti6Al14V,
the absorptivity of the alloy at 10. 6 um is uncertain, therefore, a band of
representative absorptivities are shown; no value for the intrinsic absorp-

tivity at 3. 8 um is shown.

Theoretical predictions of the fluence absorbed by the various alloys
are shown in Fig. 3, 10as a function of laser intensity I for fixed T = 10 us,
T =0, 8,and area of 100 cmz. The qualitative features which are expected
on the basis of the absorptivities of the various alloys are borne out in the

quantitative predictions of Fig. 3.9. There is a hierarchy for the alloys 3
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based upon absorbed fluence, and the relative enhancement of the various

alloys with respect to Al2024 increases as the intensity increases.

Predictions made with the PSI semi-analytic model for the absorptivity
of steel 4130 are compared to :he predictions of the SAI numerical code in

Figs. 3,11 and 3.12. In both figures the absorbed fluence is plotted as a func-

tion of laser intensity for a 170 cm2 spot. Fig. 3,10 corresponds to a pulse
time of 18 4 s whereas Fig. 3. 11 corresponds to Tp = 40 Us. The SAI predic-
tions, which are represented by shaded rectangles, are in excellent accord
with the PSI predictions for 7 =18 us. For T = 40 us, the predictions
differ by 20% at 2.5 MW/cmZpand 25% at 5 MW/?:mZ. It is expected that
unsteady effects have a stronger influence for the longer pulse time. Given

the different methods of solution, agreement of the models to better than 30%
suggests that the predicted enhanced coupling to steel 4130 is not an artifact

of the models but rather represents faithfully the coupling to be expected in

the absence of other phenomena such as combustion or vapor effects.

3.1 Vaporization Limits

The energy required per unit mass to penetrate a target at the solidus
temperature is given simply by CS (TS - To) where Cs is the specific heat
of the solid, Ts is the solidus temperature and T0 is the initial temperature
of the target. However, if penetration is achieved by vaporization, the

*
energy per unit mass, Q , required is given by:
Q =2C (T - T )+ C‘(T -T)+ AH +AH ,(3.1)
s\ s o v 8 m v

where A Hm is the heat of fusion, A I—IV is the heat of vaporization, C" is

the specific heat of the liquid, and Tv is the vaporization temperature, It

is found that the energy requirements for vaporization are ten to twenty-five
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Fig. 3. 12 Comparison of Theoretical Predictions for Fluence Absorbed
by Steel 4130 as a Function of Intensity.
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times the energy requirements for penetration at solidus. Therefore, vapori-
zation is a very inefficient way to use the incident energy and can effectively
be treated as a loss. If vaporization occurs, the absorbed intensity is no
longer used in the most efficient manner; if steady state vaporization is
achieved all additional absorbed intensity is expended completely in vapori-
zation. It is important, therefore, to determine whether or not vaporization
is likely to occur during a repetitively pulsed interaction, and if it does
occur, we must properly account for the energy used to supply the heat of

vaporization.

If vaporization occurs early in the pulse, the vapor may affect the radi-
ation transport from the air LLSC wave to the target. This possibility is not
examined here, rather we concentrate on determining the conditions under

which vaporization is liable to occur.

Thermal conduction controls the temperature reached by the target sur-
face during the interaction, The time tv required to reach the vaporization

temperature at the surface is given by

m )\('I‘V",I‘O)2
e m\ Tt/ (3.2)

where K is the diffusivity, \ is the thermal conductivity, and o is the
thermal coupling coefficient. This expression can be rearranged to de-
termine the fluence which can be absorbed at the time the surface reaches the
vaporization temperature. In Table 3.2, we have listed for various metals
the fluence required to reach the vaporization temperature as a function of
laser intensity. For Al2024, the maximum absorbed intensity which is
predicted by LSC wave theory is less than .25 MW/cmz. The absorbed

fluence required to achieve vaporization is then (see Table 3. 2) calculated

to be 100 .T/cmz. Vaporization does not occur for Al2024. For SS304 the
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TABLE 3.2

Fluence as a function of absorbed intensity ol re-
quired to reach vaporization temperature for vari-
ous alloys.

Metal | F, =Fluence Limit Jicm? | Onset of Vaporization (¥~ 1)

Al2024 Bl Unlikely i

$S304 8.5/ Marginal ]
| ~6MW/cmZA_= 400 cm?

Ti 6A14V 6.0/cx 1 Possible 13J/cm ‘
1=3 M/ cm’, A =~ 400 cm’

oo o rad v

RS raptw. po.v =
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absorbed intensity is slightly larger but the fluence required to reach vapori-
zation is significantly smaller. However, it is still unlikely that the target
can be vaporized, For example, at I = 6 MW/cmZ. ifq =.10and 7 =1, the
vaporization limit could be attained for a 400 cm2 with + =25us, This
corresponds to a 50 kJ pulse, so vaporization is expectedponly for large pulse

energies,

For Ti6Al4V, however, the vaporization limit may be achieved with
moderate energy pulse, since the fluence required to reach vaporization is
lower and the expected coupling is higher. For example, it is possible to
reach the fluence needed for vaporization with I = 3 MW/cmz, o =.15,
area = 400 cmz, and Tp =25 ys, The absorbed fluence for this example is

13 J/cmz, and the pulse energy is 30 kJ,

We can also make a crude estimate of the maximum fluence which can
be deposited before the onset of steady-state vaporization, Energy deposi-
tion after the onset of vaporization is less efficient. The vaporization rate,
as a function of time since the onset of vaporization, has been approximated
by Pirri 15 by expanding an expression derived by Boley l6° The vaporization

mass flux M is given by:

4 (aI')th - ‘.:v'

M =
3/2
K
T PchTv

, (3. 3)

where € isthe thermal diffusivity, o is the coupling coefficient, I is the
laser intensity, p is the target density, c is the target specific heat, TV
is the vaporization temperature, Hv is the heat of vaporization, t istime
and f:v is the time at which vaporization commenced. Although, strictly

speaking, Eq. (3. 3) is valid only near the onset of vaporization, we employ

it until steady state vaporization is reached, i.e., until




M ) =a I/Hg (3.4)

where H’I’ is the total enthalpy difference required to change the material

from a solid at the initial temperature to a vapor at the vaporization tem-
; perature. The maximum deposited fluence is then found by integrating
the difference between the fluence absorbed and the energy carried away
by vaporization. The integration ceases at the time l:ss which corre-

3 sponds to the onset of steady-state vaporization, The expression for the

maximum absorbed fluence FM is:

SS .
= - .5
Fy, = alt +[ <aI MHT)dt . (3.5)
t

For Ti6bAl14V, it is found that tss’ as defined by Eq. (3.4), is given by

approximately 2, 5 tv’ and that the maximum absorbed fluence is given by

9.1/{a1) J/cm2 where I is measured in MW/cmz. This corresponds to
roughly 1,5 times the fluence absorbed at the onset of vaporization,
Hence, although the pulse has been on 2,5 times as long as needed to start j"
vaporization, only 1,5 times as much energy is in the target, Clearly,

once vaporization begins the effective total coupling becomes quite poor,
3.2 Summary - 3

We have advanced a model for computing thermal coupling to targets

such as SS304, steel 4130, and Ti6Al4V, The model is based on the model

hain sa

developed previously for A12024; namely, prompt ignition of an air plasma

N

with subsequent energy transfer via plasma reradiation, The difference
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between these metals and A12024 lies mainly in the different spectral ab-

sorptivity in the VUV! and VIS band, that is, in the region with wave-

lengths greater than 1240 A, This model predicts a hierarchy of metals

based on absorbed fluence, with Ti6A14V absorbing the most, followed by

4130 steel, SS304, and finally A12024 which has the lowest absorbed fluence.

Based on the model, it is expected that the relative differences in the absorbed -
fluence can be enhanced by going to larger spots or to higher intensities,

Simple calculations indicate that vaporization is likely to occur only for -

Ti6A14V, and then only for large spots and high intensities.
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SECTION 4
COUPLING AT OBLIQUE ANGLE OF INCIDENCE

In Sections 2 and 3 of this report, and in Ref. 1 and 2, thermal and
machanical coupling of pulsed 10. 6 um laser radiation to metal targets
are calculated for normally incident laser flux. This section extends the
methodology of the previous paper to the consideration of non-normally
incident laser flux, and re ports calculations of the enhanced central ther-

mal coupling and of impulse coupling for that situation.

Insight gained from the previous work (Ref. 1 and 2 and Section 2), is
brought to bear in the consideration of non-normally incident laser flux.
At normal incidence, the dynamics of the plasma immediately subsequent
to its formation was seen to be well described as one-dimensional, and
the flux reradiated toward the target surface by the plasma was readily
calculated from the one-dimensional model. A time Topy? equal to the time
to transit of an acoustic wave from the edge of the laser spot to the center,
was identified as the time interval after which the one-dimensional model
could no longer be used. This led to an identification of regimes based
on whether the pulse duration was smaller than, or exceeded the acoustic
transit time. In all cases in which the time t after the initial plasma-
formation was greater than the pulse duration, the acoustic transit time,

or both, the reradiated flux toward the surface was calculated on the basis

of planar or spherical relaxation laws for the plasma thickness and pressure.

At normal incidence, a laser-supported combustion (LSC) wave is
formed when the laser intensity exceeds a plasma threshold value. The
wave front then propagates into the air away from the target surface, pre-
ceded by a precursor shock. Inthe one-dimensional model, taken to be

valid at early times after plasma formation, the LSC wave front is assumed
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to be a plane front and the plasma motion just ahead of and just behind the

front is assumed to be perpendicular to the target surface,

Figure 4. 1 shows an edge-on view of the target surface and the in-
cident laser flux with the incidence angle 6 > 0 with respect to the normal

away from the surface. The earlytime description of the plasma configu-

ration for this geometry is chosen to be one-dimensional in the same sense
that it is one-dimensional at normal incidence. Both the precursor shock
and the LLSC wave front propagate as planes in the direction normal to the
target surface. Furthermore, the particle motion between the precursor
and the L.SC wave front, and behind the front is one-dimensional in the
same direction. This direction is designated as the Z direction in Fig. 4.1,

The Y coordinate in that figure is in the plane of the normal and the in-

cident laser flux propagation direction, and is inthe target surface, The
X axis is perpendicular to the YZ plane. The entire coordinate system

is centered at the point O which is the centroid of the laser spot at the in-
stant t = 0 at which plasma is formed at the target surface. The point
O' is the intersection of the Z axis with the LSC front. The thickness of
the plasma,that is, the distance from the LSC front to the target surface,
is indicated as L in Fig. 4. 1. If it is assumz=d that the laser beam cross-
section is a circle of radius R, the laser spot on the surface at t = 0 is
an ellipse with semi~major axis oriented along Y having length R/cos 8,
and semi-minor axis along X having length R, This is shown in Fig. 4.2

which is a view of the target surface from the half-space of positive Z.

The one-dimensional approximation breaks down near the edge of the
beam, such as the areas shown in Fig. 4.1 as P'PB and RQ'Q. It cannot
be determined, a priori, whether plasma is generated in the region RQ'Q

as the LLSC wave moves away from the surface, or whether plasma is main-

tained in the region P'PB. It is found that the presence or absence of plasma
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in the region RQ'Q does not affect the central coupling. The presence or
absence of plasma in the region P'PB is found to influence the coupling only
in a few special cases, and then the influence is small. However, in order
to demonstrate the potential effects of having no plasma in the corner P'PB,
we assume that corner to be devoid of plasma. The coupling calculated under
this assumption represents a lower bound on the predicted coupling. The line
PP' in Fig. 4. 1 is thus a plasma boundary which moves toward the Z axis.
From the point-of-view of Fig. 4.2 the plasma outline for positive Y, and

its projection (trace) in the XY plane, move toward the Z axis.

Although one is concerned with the issue of when the one-dimensional
model ceases to be valid, the issue becom=s more critical when 8 becomzes
large. At normal incidence, the one-dimensional model ceases to be
valid when acoustic disturbances from the plasma periphery reach the
center of the spot. For non-normal incidence, the propagation of acoustic
disturbances to the center is in competition with the motion of the plasma
outline (see Fig. 4. 2), If the plasma outline can reach the center of the
spot (X =0, Y =0, Z =0) before the earliest acoustic disturbance, t};en
the question of whether or not the corner P'PB has plasma becomes para-
mount. It is shown in Subsection 4. 1, that the plasma outline cannot reach
the center in a time Top? which is the arrival time of the earliest acoustic
disturbance, and that, furthermore, the center is still surrounded by enough

plasma at t = despite the motion of the plasma outline, that radiation

"2p’
received by the center can be calculated as though it were surrounded by an

infinite slab of plasma.,

The one-dimensional mndel is valid up to the time t = Tp °F the time
t = 17, where T is the pulse duration, whichever is smaller, Thereafter,
p |
blast wave theory,with its accompanying relaxation laws for plasma pres-

sure and thickness, is used to estimate the radiation and impulse reaching
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the center of the spot. The relaxation laws for normal incidence are planar

or spherical. For non-normal incidence, (ylindrical relaxation laws need

to be introduced to account for the radiation 2.id impulse received between

the time that the earliest acoustic wave reaches the center (from along the

minor axis), and the time that either an acoustic wave, or the plasma out- .
line, reaches the center from along the major axis. The cylindrical regime

is bounded by the time t = 3D which is the smaller of the times that -
either an acoustic wave, or the plasma outline, reaches the center from

the major axis direction. For small angles we show that 3D is the time

of arrival of the acoustic wave from the major axis direction. Only for

very large angles of incidence does the motion of the plasma outline define

3D’ The time TaD marks the onset of spherical relaxation, ]

In Subsection 4. 1, the one-dimensional plasma model for early times ]
is developed in detail for non-normal incidence. The time scales which |
govern the applicability of this model and of the transition to later times ;
are defined. In Subsection 4. 2, the late-time model of plasma relaxation
is developed and the complete set of relaxation laws for any ordering of
(subject to the constraint T,

20’ 3D 3D
In Subsection 4. 3, absorbed fluence and the coefficient of enhanced thermal

> R
the parameters Tp, TZD) is given,

coupling are calculated, and predictions are given for incidence angles of
0%, 30°, 60°, 75°, and 84°, and incident laser intensities of 1 MW/cmZ, :
2 MW/cmZ, 3 MW/cm2 and 4 MW/cmz. In Subsection 4.4, impulse and M
the coefficient of impulse coupling are calculated, and predictions are
given for various values of the ratio of surface pressure at the time of

plasma formation, to a specified ''final' pressure. A summary, and some

conclusions, are given in Subsection 4. 5,

At normal incidence, the LSC wave front moves up the laser beam !

since that is the direction normal to the surface. Some experiments show
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that.the absorption wave front moves up the laser beam even at skew incidence,

There is, in fact, no conflict between this evidence and the present assumption
of a one-dimensional model in which the LSC wave propagates perpendicular to
the target surface. The one-dimensional model is an early-time model; where-
as the motion of the LSC wave up the laser beam occurs at much later timss
when practically all of the energy coupling to the surface has already occurred.

Furthermore, the absorption waves in the experiment are LSD waves.

4.1 Model of Early-Time Plasma Behavior for Non-Normally

Incident Laser Flux

The principal differences between the early-time model described in
Ref. 1, Ref. 2 and Section 2 of this report, for ror mally incident laser flux,
and that of the present model for non-normal incidence, are in the descrip~
tion of energy balance and of the absorption of laser flux. In Fig. 4.1, the
region D is a cylinder whose generators lie entirely within the laser-induced
plasma. The top of the cylinder is just above the LSC front and moves with
the speed of the front. The bottom of the cylinder is on the target surface.
The volume of this domain changes with time. If h' represents the stagnation

enthalpy of the plasma, defined as

ht

"
ol
o
<

(4.1)

where h is the specific enthalpy and \7 is the velocity of the plasma flow-
field, the rate of change of h' in a region such as D is described by the

kinematic relation

d fph'd3r - fp g%‘.' a3r +f h' (v-V) . ndA , (4.2)
D

D D A

TIn O T
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in which p is the plasma density, d/dt represents the convective time

derivative and A represents the area of the surface. In the surface
integration, the velocity vector ¥ is the local velocity of a surface ele-

ment and 7 is the outward normal to the surface of D. The entire sur-

face integral represents a rate of change of stagnation enthalpy in D due
to the flow of plasma through its moving surface.

The volume integral on the right side of Eq. (4. 2) is evaluated from

the first law of thermodynamics in the forml.7

dh'  dp 2
pdt "F-V'Q' (4.3)

where p isthe plasma pressure, and 6 is the vector flux of heat leaving

a region.

The individual terms in Eq. (4. 2) are now evaluated for the region D,
A coordinate system fixed in the LSC wave front and moving with it, is
adopted. Inthis system the properties of the plasma appear stationary.
Hence the time derivative of pressure in Eq. (4. 3) vanishes in this sys-
tem. Inthe surface integration over the side surface, the velocity v-V
is perpendicular to the surface normal because V is zero (the side surface
is not moving), and 3, the plasma velocity as seen in the LSC-fixed co-
ordinate system, is perpendicular to the target surface in the early time
model. Hence, the integral over the side surface vanishes. In the in-
tegral over that portion of the surface of D that coincides with the tar-
get surface, the velocity Vis - Vw’z\, whe re Vw is the speed of the LSC
front and Z is the unit vector inthe Z direction of Fig.4. 1. The plasma
is brought to rest at the target in a target-fixed frame by the passage of
the L.SC front., Then the velocity of the plasma at the target surface is

- Vw/z\. Hence, the surface integral over the back surface also vanishes,
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On that part of the surface of D that is located just ahead of the LSC front,

the plasma velocity is ush/z\ in the target fixed frame, where u h is the
s

speed imparted to the plasma b.y the passage of the precursor shock. Since

the surface mowes with the LSC wave velocity, the plasma velocity seen in
-

the front-fixed coordinate system ir,‘»(us - Vw)/z\. The surface integral

h
over this part of AD is the total value of the integral over the entire cylin-

der surface, and is

..V)z

(ush w

5> 2 A
h' -V) . = - 3
j ph' (v ) ndA Apsh (ush Vo). h + , (4. 4)

w sh 2
AD

where Peh and hSh are plasma density and specific enthalpy, respec-
tively, between the precursor shock and the LSC wave, and A is the

-

cross-sectional area of the cylinder.

Since the plasma properties are stationary in the LSC-fixed frams=,

the left side of Eq. (4. 2) has the value

2
d 3 Vw
— J = —_ | v
- f ph'd’r = Ap |h + = w ' (4.5)

D

where the fact that the plasma behind the LSC wave front is brought to
rest in the target-fixed framz= is used. The factor Vw which multiplies
the square bracket in Eq. (4.5) arises from the fact that the length of

the cylinder of integration increases at the LSC wave speed.

The remaining integral in Eq. (4. 2) is the one containing the heat
flux. This is transformed using the divergence theorem into the surface

integral
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T

-fﬁ.’x}dA=-/v.5d3r. (4.6)
D

-
The net heat flux - Q into the region of integration comes about from three

sources; .
a) Laser flux entering D through the top surface. For this source
A -
- 6 . n = Io cos 8, where Io is the incident laser flux den-
sity.
b) Plasma reradiation q, lost through the top and side surfaces of
D. For this source, the flux is perpendicular to each surface
element of interest sothat - @ . m = - Q-
c) Plasma reradiation qr toward the target surface (and therefore

"lost! through the bottom part of A.D). For this source,

=2 /\_»
-Q.n._-qr.

In performing the surface integral in Eq. (4. 6), one collects the various

fluxes just enumerated to arrive at the result:

- ™A - (top) (sides
4136. ndA-(Iocos G-qr-qz )A-qz )LCA’(4'7)

where L isthe plasma length and CA is the length of the perimeter of '
the cylinder cross-section. For a truly one-dimensional model q(:ides): 0.
This condition also applies in the limit of A tending to zero, for in that ‘

limit the ratio CA/A becomes infinite.

The result of inserting Eqs. (4. 4), (4.5), and (4. 7) into Eq. (4. 2)
is the energy equation
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2
va (vw i ush)
e h+T vw:psh(vw-ush) hsh+—'2_——- +I°c089-qr-q‘,(4.8)

where the designation '"top'" in q, has been deleted. This condition is iden-

. tical to Eq. (4. 2) of Ref. 1 except that Io cos @ now replaces Io.

F The conditions for mass and momentum balance for non-normal in-

cidence,

(V - u

Cen Vw sh) - w

(4.9)

2
P+ pr - psh + psh (Vw - ush) ' (4.10)

are identical to the respective Eqs. (4. 3) and (4. 4) of Ref. 1 which de-
scribe normal incidence. Inthe present model, the assumption that the
plasma ahea” of, and behind the LSC front is described by the appropri-
ate ideal gas law is made, as in the normal incidence situation. I re-
mains only to examine the radiation transport pertinent to the case of

non-normal incidence in order to have a closed set of equations,

If 8is a coordinate in the direction of propagation of the incident

laser flux, then the absorption is governed by

, (4.11)

where KL is the absorption coefficient appropriate to the laser wavelength.

For a one-dimensional plasma model, this absorption condition should be
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supplemented by the condition that the laser intensity in the plasma is con-
stant in planes of constant Z, If T is a typical coordinate in a plane of

constant Z, then the supplementary condition is:

OIO
— = o . (4.12)
o1

From the relations for rotation in a plane, it is easily established that,

using the coordinate Y of Fig. 4.1 as a typical N coordinate,

ol 0l 01
o

_ 0.e o]
56~ vy Y -3z

cos 8§ ., (4.13)

When Eqs, (4.11), (4.12), and (4, 13) are combined, one arrives at

bIo
= - K
32 cos 8 L Io s (4.14)

where differentiation with respect to -Z has been indicated to show how
the incident laser flux is absorbed as one moves from the LSC front to-

ward the target surface. Xquation (4. 14) may be written

b(Iocose) i KL

d(-2) T 7 cos @

(I cos @) . (4.15)
o

This shows that the laser absorption for non-normal incidence obeys the
same equation as for normal incidence except that Io cos § replaces Io,

and KL/cos f replaces K The change indicated in Eq. (14. 15) is

L
the only change in the radiation transport equation necessary for non-

normal incidence. Since the only other change in the one-dimensional
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radiation- plasma model is the replacement of Io by Io cos @in the enthalpy
balance condition, one may conclude that the results of the one-dimensional
normal incidence model are applicable to non-normal incidence provided
the changes in laser intensity and absorption indicated here are made. In
particular, techniques for obtaining the LSC wave velocity, and the tem-

perature profile in the plasma behind the LSC wave front for early times,

developed for normal incidence, apply as well for non-normal incidence.

The cross-section of the laser beam is assumed to be a circle of
radius R, Then the laser spot on the target surface, and the plasma out-
line at + = O when laser flux first reaches the target surface, is an el-

lipse described by

2 2
X
£ X s =1, (4.16)
R (R/cos 9)

whose semi-major axis (along Y) has length R/cos 8 and whose semi-
minor axis (along X) has length R. For large incidence angles, the
corner BPP' of Fig. 4.1 is shielded from the incident laser flux by
the plasma and itself contains no plasma. The plasma boundary PP’
therefore moves to the left in Fig. 4.1 as the LSC wave moves upward,
In the view, Fig. 4.2, of the target surface from above, the elliptical
plasma outline for Y > 0 and its projection onto the X - Y plane
move to the left as t increases. The equation of the projection of
the plasma in Fig. 4.2 is given, for Y > 0 and t 2 0, by the ellipse
x? | (Y + Vttang)®
= + > =
R (R/cos 8)

1, (4.17)

where the LSC velocity is now designated as V. It is convenient to
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parameterize the description of this ellipse by the polar coordinates (r,op)

indicated in Fig. 4.2, and relatedto X and Y by

X

r cosgp , (4.18a)

r singp . (4.18b)

The resulting parameteric representation may be solved for r as a func-

tion of ¢ and ¢t. The solution is:

rt) = iz »/;2 - (t/t')2 cos Zcp - (t/t') sin o cos §
k

where k is defined by

2 2 1 2 2 1
k = (cos o+sin o cosze)2 = (1 -sin ¢ sin” §)°% , (4.20)

and the time t', by

t' = R/(Vsing). (4.21)

This is the time required for the plasma outline to reach the origin, as

may be inferred from

r (¢ = o (4.22)

As previously stated, the present interest is in the central coupl-

ing coefficients; therefore the calcualtion of radiation and impulse re-

ceived by the target need only be made for the center of the laser spot.
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The demarcation between one- and two-dimensional plasma dynamics for
normal incidence is the time T>D after which acoustic disturbance ex-
cited in the plasma at the periphery of the laser spot reach the central
point. In Ref, I, the radiation reaching the central point is calculated

as though the plasma surrounding that point is an infinite slab, even after
the plasma dynamics has become two-dim=nsional. For non-normal in-
cidence the situation is complicated by the fact that the propagation of
acoustic disturbances from the plasma periphery to the central point,
which carry the news that the plasma dynamics has undergone a change
in dimensionality, is in competition with the actual motion of the peri-
phery toward the center. Further complicating the calculation of central
coupling is the fact that the change in dimensionality of the plasma dy-
namics is communicated to the center at a different time over each direc-
tion on the elliptical spot because of the differing distances from the peri-
phery to the center. Nevertheless, the working assumption is adopted
here, as for normal incidence, that the radiation reaching the original
central point comes from an infinite slab so long as a significant area
surrounding it remains covered with plasma. It is now clear that the
'early time'* restriction in the use of the one-dimensional model for
non-normal incidence is that a significant area surrounding the center

of the original laser spot should still be covered by plasma at the shortest

acoustic transit time to the Z axis,

Assume that as the LSC wave propagates away from the target sur-
face, acoustic disturbances are generated at the intersection points P!
of the LSC wave front with the sides of the laser beam. These distur-
bances propagate in all directions. At any instant t, consider the
acoustic wave that propagates from the point P' (r (t), ¢) in Figs. 4.1
and 4. 2 toward the Z axis, that is, toward the point O' in Fig, 4. 1.
This wave moves with the speed of sound ap in the plasma and arrives

at O' at the time tA(t) given by
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t (k) =t + =2 . (4.23)
a

It is legitimate, although conservative, to regard this time as the

earliest time at which an acoustic disturbance from (r(t), ) can in-
fluence the dimensionality of the plasma dynamics at the center. A
less conservative estimate is the time of travel of the acoustic wave

to the center itself although that has not been done here.

For a given @ and a given ¢, one may examine the arrival
time as a function of the emission time, Special values of arrival
time to be noted are the arrival time for acoustic waves leaving the

edge of the spot for t = 0,

_r0) R 2D
tA(o) - ap - ka. - k ’ (4.24) ;

P ?

where TZD' defined as R/ap, is the acoustic transit time for normal

incidence introduced in Ref. 1, and the value

l sin 8 (4.25)
a

H

tA(t') = ¢ = TZD/

which followe from Eq., (4.22). There valuer are the arrival timer from
the extremes of the emisrion domain, It should be noted that Eq. (4 24)
depends on @ whereaes Eq. (4. 25) does not.

A straightforward investigation of the analytic behavior of t A(1:)
for fixed 6 and ¢, whose details are omitted, shows that the arrival

time has four possible forms as a function of emission time. The four
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forms arise because tA. may have a maximum in 0 <t < t', or not,
and that independently, 1:A (0) may be larger than t', or smaller. Since
the earliest arrival time is desired, it is clear that this time is either
tA(O) or tA(t‘) = t'. Denoting the earliest arrival time by TE (0, o),

we may express it as

‘ \'4
, = —  si 4.26
1 T (8, ) smaller of TZD/k, b /(a‘p sin e) .o )

1 It should be emphasized that since the LSC wave speed V is con-

stitutively related to the effective laser intensity reaching the wave front

in the normal direction, it is, therefore, a function of 8. The consti-
tutive relation is well approximated by

vV (8) = 10° (I cos 8)1/3 , (4.27)

. 2 .. .
where I0 is in watt/cm , and V is in cm/sec. The numerical value

of ap used here is 4.5 x 105 cm/sec.

The question of which of the extreme arrival times is actually

smaller may be studied graphically. The quantity ¢ defined as ' l

_t,(0)
o = A _

1 A\Y .
T = % 3 sin 8 , (4.28)

is plotted in Figs. 4.3 and 4. 4 as a function of ¢ for specified values
of 8 and Io. When o < 1, the earliest arrival time is tA(O), but when

o > 1, the plasma outline arrival time is the earlier one. It is seen
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thatat ¢ = 0, tA(O) = T is always the smaller arrival time but that

2D
nearer to o = 900, the trace arrival time can become the smaller one.
The domain of ¢ for which 0 > 1 is generally concentrated in a narrow

band about @ = 90°.

The slow variation of 0 with ¢ except in a small domain about
P = 90o suggests that the competition between the acoustic arrival
tim= and the trace arrival time can be approximated by a model in

which the full range of variation of T_ with respect to ¢ is replaced

E
by two values, thoseat ¢ = Oandat ¢ = 90°. The arrival time

for the minor axis is
g(©,0 = T,y , (4.29)

while that for the major axis is the new characteristic time

i

T, = smaller of

(o)
7. (8, 90 ) 3D

E

. A .
“>p / cos §, oD / (? sin 9) . (4.30)
p

Since the sound velocity a.p in the plasma is always larger than the

velocity V of the LSC wave front, it follows that
Tp 2 Tap (4.31)

and that the equality holds only for normal incidence. This model is
equivalent to replacing the original laser spot with a rectangular spot

as shown in Fig., 4.5. The right side of the plasma trace moves in the
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negative Y direction. Acoustic propagation takes place only toward the

X axis, and toward the Y axis, Propagationtowardthe Y axis from
both the top and bottom sides of the rectangle is included and is governed

by T... Propagationtowardthe X axis from only the right side of the

rectaanZle need be considered since the governing arrival tim= D is
always equal to or less than the arrival tims TZD/ cos 8 of acoustic
waves from the left side of the rectangular periphery. It should be
noted that the area of the rectangular spot, 4Rz/cos 8, is greater

than that of the elliptical spot, TTRZ/COS 8.

The earliest acoustic waves reaching the central spot arc those

that propagate along the minor axis. Thus, the time D

time at which the plasma dynamics can change from planar to cylindrical

is the earliest

in some direction. One measure of the reliability of the one-dimensional
model is the extent to which the center of the laser-irradiated spot is
covered with plasma at t = D Piots of the quantity

D _ r(t :tZD)
R =) (4.32)

RS

are given in Figs. 4.6 and 4. 7 for the intensities 1 MW/cm2 and
4 MW/cmZ, respectively, I is seen that for all incidence angles
considered, the central spot is well covered with plasma and that
the calculation of radiation to the center of the spot as though it

came from an infinite slab is certainly valid for times up to T.

2D’

4.2 Regimes, Cases and Relaxation Laws: The Late-Time Model

The duration of the laser pulse Tp is the primary time scale in

the calculation of thermal and impulse coupling. For normal incidence,
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Fig. 4. 6 Plasma Coverage of Central Point of LaserZSpot at Time T
for an Incident Laser Intensity of 1 MW /cm®.
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a second time ecale is TZD' The coupling coefficients at normal incidence
depend on the interplay of the two time scales, In particular, the dimen-

sionless parameter

(4.33)

/T\= /T
—Tp 2D "’

is important in assessing the coupling. For non-normal incidence, the
additional time scale T, influences the thermal and impulse coupling.

3D
It is useful to define a new dimensionless parameter Te

vV (8)
= = i 4.34
TC TZD / T3D larger of cos B, = sing@] , (4.34)
p
to measure the relative size of oD and Tap" The parameter analogous
A .
to T for Tap 18
T ST =T ST ) (T /T ) =TT (4.35)
p’ 3D p’ 2D’ '2D s5p) ° c ’ )

The inequality, Eq. (4. 31), insures that T is always equal to or
less than unity, with the equality holding only for normal incidence. The
parameter /'r\ may be less than, equal to, or greater than unity., It is
thus possible to delineate three regimes based on the relative sizes of
Tp' TZD’ and T3D' A convenient means of stating the defining relation-
ships of the regimes is in terms of the ratios of the three time scales,

to 'rp. Hence, the defining relations for the regimes are:
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R, : 1 s 1/7 < 1/(’?7‘:), (4.36)

R :1/’T\<1s1/(/7\7c), (4.37)

/\
R :l//'r\<l/('r'rc)<l. (4.38) .

The convention used for assigning the equalities is that the possible equality
of two parameters is always associated with the regime of lower label num-

ber.

Radiation fluence and impulse absorbed by the target surface are cal-
culated as integrals with respect to time commencing with t = 0. When
the regims has been idexntified, one may then specify how the radiation
flux and plasma pressure behave temporally when the time is within a
given subrange of a regime. For any given regime, there are four pos-
sible subranges of the time variable, Each subrange will be identified
as a case. Since dimensionless variables have been used in the defi-
nitions of the regimes, it is convenient to work with a dimensionless
time variable s which represents the time measured in laser pulse

durations:

s = t/T1 . (4.39)
p

For illustration, the four cases belonging to regime Rl are now given:

A\
R, : 8 s 1 s 1/7 s 1/{Tr), (4.40)
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A A
l<s51/'rsl/('r'rc), (4.41)

/\ /N
R, : 1 s 1 /T <ss<1/ (1) (4.42)
[ 4

/\
H < 1
R14 1 /T

N\
S1/(1T1)<s. (4.43)
Case numbers are assigned in increasing sequence as the tim= variable
progresses to the right through a regime. As with regimes, the con.
vention is followed that possible equality between the time variable and
any paramester is always associated with the lower case label. The con-
struction of cases for regimes R2 and R3 is identical to that for Rl' In
general, Rij denotesthe j'th case (j = 1,2, 3,4) of regime i (i = 1,2, 3).

\

The early time (cne-dimensional) model is in force when s <1/7T.
L RZl' and R3l' It should be
observed that although the early time model is formally valid for case

This circumstance is covered by cases R

R]Z’ the radiation flux and plasma pressure behave differently with
time than they do in case Rll since the former case is unpowered, i.e.,

the laser is off. For this reason, case R__ is excluded from the early

12
time model. & and all other cases are the domain of the late-tim=

model,

To specify the late-time model it is necessary to give the temporal
behavior of the plasma pressure p(t) at the target surface, and the plasma
thickness (the distance L of the LLSC front from the target surface in
Fig. 4.1). This is ehown in Table 4. 1 for the nine cases that comprise
the late-time model., The behavior of the pressure is needed in the

calculation of absorbed impulse (per unit area) while both the plasma
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TABLE 4.1

Blast laws for pressure/plasma thickness relaxation.

Relaxation Law L P

Planar, Unpowered (One Case)
'l'p <t < TZD < T3D t2/3 t'2/3
Cylindrical, Unpowered (Two Cases)
' {'rp, ZD} <t < T ¢1/2 ¢!
Cylindrical, Powered (Two Cases)
2p * * < {Tp’ "n} e e/
Spherical, Unpowered (Three Cases)

{'rp T T3D} <t ¢2/3 ¢ 6/5
Spherical, Powered (One Case)
2p < Tp <t <71 e 4/

98

itiiee amdiciniiia: - L




TR CIE TP s W RN i e e D TR T 2, TR T s T e v e et S AT AP SRR 4

pressure and thickness are needed to calculate absorbed fluence.

Cf the five distinct relaxation laws given in Table 4. 1, three are
already encountered at normal incidence and are used in Ref, 1. These
are the unpowered planar law, and the powered and unpowered spherical

, laws. The relaxation laws specific to non-normal incidence arethe power-

ed and unpowered cylindrical laws. These are discussed by Dabora. 18

For early time, the values of the plasma pressure and radiation flux
absorbed by the surface are calculated using the LSC wave model described

in Section 2, with the modifications:

I -1 cos®,
(o] o]

K K
L—) L/cose.

The target surface pressure is approximately constant throughout the
time when the one-dim2nsional model is valid, thus a constant value
can be used to represent p. The calculations revealthat p is es-
sentially a function of Io cos 8; this function is plotted in Fig. 4. 8.
As in the case of normal incidence we can construct plots of absorbed
fluence as a function of time for the one-dimsznsional model. Typical
plots are shown in Fig. 4.9. When the laser pulse is over, or when
the first acoustic wave from the plasma periphery reaches the central
. spot, the relaxation laws in Table 4. 1 take over and, henceforth,

govern the radiation and plasma pressure,

4.3 Thermal Coupling

The incident laser intensity is assumed to have a rectangular
temporal shape. A rectangular pulse of duration Tp starting att = 0
may be represented by
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Is) = (I cos®) [H(s)-Hs-11, (4.44)

where H is the Heaviside step function equal to zero for negative values

of its argument, and equal to unity for positive values. Plots, such as

Fig. 4.9, define ql(t)’ the radiative flux absorbed by the target surface
during the duration of the laser pulse or before the onset of two-dimen-
sional plasma dynamics. The assumption adopted in Ref. 1, that the
fraction of the plasma radiation flux to the surface that is absorbed re-
mains constant throughout the relaxation of the plasma, is adopted here.
This assumption implies that the spectral content of the radiation flux

in the cylindrical and spherical relaxation cases is the same as in the
planar development case, and that the spectral synthesis of the absorbed

flux need be done explicitly only in the latter case,

For the relaxation cases one resorts to the equations used in Ref, 1
to characterize the absorbed radiation. The reradiated flux follows the

fourth power law in temperature T,

4
qQ = 0eT (4.45)

ot

where 0 is the Stefan-Boltzmann constant and € is the emissivity. The

emissivity is expressed in the form
. F G ' 1
e =¢T L (p/p,), (4.46) . :

where p_ is the ambient air density, and the exponents and coefficient
are chosen as those appropriate to the range 1.5e V< T <2 eV in the :

5
curve fitl of the results of Johnston, Platas, and Tannenwald. The




N

exponents are F =2.2, G=0. 36, and the coefficient is irrelevant for

the present purposes. The Gilmore equat:ion19 of state,

-1/9 T5/3

h = hop s (4.47)
the ideal gas law,

h = ?%'i _g’. , (4.48)
and the adiabatic assumption,

p;.!Y = constant, (4.49)

where Yy has the value 1. 2, make a closed set of equations with Eqs. (4. 45)

and (4.46). The absorbed radiation flux is then related to q. by

4
q(s) = yoeT , (4.50)

where the constant | is the fraction of reradiated flux absorbed by the

surface,

To utilize the relaxation laws listed in Table 4. 1, Eqs. (4. 46)
through (4. 50) are manipulated so that q(s) appears as an explicit func-

tion of plasma thickness and pressure. That function is

a(s) = cL(s)® pa) (4.51)

where G, as before, is 0.36, u has the value 28/15, and C is a constant.
This constant subsumes the constants o, w,eo, ho' " Y/ (y-1), and

103




the constant in the adiabatic assumption (4. 49). Its value is related to
the calculated value of ql(s) at the junction of cases 1 and 2 in each re-
gime by the requirement that q(s) be continuous at this junction. In

regime i, the absorbed radiative flux for case j = 2 has the form
_ G u V..
qij(s) = C Lij pij (s/sij) ij , (4.52)

where Lij and pij are coefficients for the appropriate thickness and
pressure relaxation laws, sij is the lower bound of s in case j of re-
gim= i, and Vij is calculated from the exponents fij of the thickness
relaxation law and -nij (nij > 0) of the pressure law in Table 4, 2 by the

relation

= Gf,, - . .
vij i HniJ (4.53)

Table 4. 2 is a table of the values of vij' Upon invoking the continuity

requiremsznts one finds the relations

G u
= 4.54
ql(l) Cle plZ R (4.54)
AN G H
ey _ G ¥
q, (1/7) = CLg, Py, » (4.56)

for regimes 1, 2 and 3, respectively. Plots such as Fig. 4.9 can be used
to determine ql(l).




4
il

TABLE 4.2

Values of Uj for relaxation.

Case
2 3 4
Regime
1 -2/3 - G) - (- G/2) - 2/5(3u - G)
2 S 12@-3/2G) | - @-G/2) - 2/5 (3 - G)
3 -1/2 (- 3/2 G) - 1/5(4p - 3G) | - 2/5(3u - G)




The coefficient of thermal coupling for non-normal laser flux in-

cidence is defined by

a(s) = [IZ q(s’) dS'] / .r: I(s') ds' , (4.57)

where I(s) is given by the rectangular shape (4. 44). The calculation
of a in each case of each regim= is a tedious but straightforward ex-
ercise whose details are omitted here. The value which characterizes

the overall coupling is the final value aq £ defined as

ocf = Lima(s) , (4.58)
g™

and is calculated from the result for case 4 of each regime. The re-
sults of the case studies are now summarized. The intensity I which

appears is related to the incident intensity Io and the angle 6 by

I =1 cos$. (4.59)
o

Regimaz R ]

R :sSlSl//T\Sl/(/'r\Tc)

11

a(s) = Tl; I2oa (s ds . (4.60)
R12 : 1 <s < l/l'r\s 1/(/'r\vrc)

a(s) = a(l) + (-P—l;—L(_L—)l)I 1_(-:7) M2l - . (4.61)
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A A
R13zlsl/'r<ss1/('r 'rc)

A
a(s) = a(l/T) +

ql(l)(/;‘vlz-l) 1 '(ﬁ)lvlsl - !

(|v13| - NI

R lsl/\ O <
14 ¢ /Ts 1/('r'rc) s -

a(s) = a(l /T 1)

+

‘ l-—l l "‘
ql(l)(ﬂ*VIZ )(Tc Vi3 I) 1 -(ﬁz)lvl‘ll -1 _:,(4.63)

(Ivl4| - I

The coefficient of overall coupling is

q,(1) G\"’lz"l) (Tcl" 13"‘)

_ ~
a, = a(l /7T Tc) + ( lV]ﬂ-l)I (4.64)
Regime R2
A A
Rzl:sSI/T<lsl/('r'rc)
1 s
= — ' '
a(s) Ts o ql (s') ds' . (4.65)
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VAN
R,, ¢ l/'r<s$l$1/(4r\-rc)

q.(1/7)
a(s) =7'r1:a“ /) + ~ l+l)1 [(T\s)"zz“ - 1], (4.66)
22

VA [7AN
R23:1/T<l<ssl/\'r'rc) .

91/ (R22) | g1 [g| - 1
a(s) = a(l) + 1-(-) . (4.67)
( I"zsl - 1)1 s

R 1/’T\<1s1/(’7\7c)<s

24 °

q,(1/M7V2z @) [V23| -

-1y I

a(s) = a(l /7 T) 4
( |"z4

e )' S

The coefficient of overall coupling is

N q,(1/9 ® 22)(‘1‘7)
a, =a(l/T 1) +
f c (|v24| -1)1

v,y -1

(4.69)
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Regime R.3

:ssl//'r\sl/(r\'rc)<1

al(s) = Ils j': q, (s')ds!

1 /< s sl/(r\'rc)<l

q,(1 /)

(v32 + 1)1

1
a(s) =7 afl /) + (’%\s)"sz“-l .

A

1/Ts1/(’7\7c)<ss1

q,(1/M7 32 L\ |
(V5] - D1 L- s 33

1 A
a(s) = /'r\'rcs a(l /7 Tc) +

1/7s 1/ ('r'rc) <l<s

q (1/7) 'r;"sz (T\Tc)"ss

: { |v -1
|34]

a(s) =a (1) +

The coefficlent of overall coupling is

A, =V V,
Q1 /7) T 32 (T‘TC) 33

( |v34| - 1)1

o, = a(l) +
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The absorbed fluence is given in terms of the thermal coupling co-

efficient by

Tp fos g(s')ds! = Tp [_r: I(s')ds'] a(s) ,

where the factor Tp has been inserted in order that the integrals of q

and I be with respect to the actual, rather than the dimensionless time.

Figures 4. 10 and 4. 11 are plots of the overall thermal coupling
coefficient, and total absorbed fluence, respectively, as functions of cos
for a pulse duration of 10 ysec, a laser spot area at normal incidence (this
determines T ZD) of 40 cmz, and incident flux densities of 2 MW/cmz,

3 MW/cmz, and 4 MW/cmz. As expected, the absorbed fluence de-
creases with increasing 0 for each laser flux and, for a given @, in-~
creases with increasing laser flux. Even for an incidence angle as large
as 84° (cos 8 =~ 0.1), the absorbed fluence is not negligible, being be-
tween 0.3 J/cmz and 0.5 J'/cmz.

The coupling coefficient increases with increasing 8 for a given
laser flux and, unlike the behavior of absorbed fluence, decreases with
increasing laser flux for a fixed angle of incidence. The value of T for
the conditions of Fig. 4.10 is 1.26. The values of o predicted by the
present theory for normal incidence are between 9% and 12% and are

consistent with the predictions of Ref. 1 for the same value of O

The predictions of this model are compared in Section 5 with re-
cent data taken under the JANAF program on RP laser effects. The com-
parison shows that theory and data are consistent, and that the modifica-
tions of the LSC wave model of enhanced thermal coupling can be con-

fidently applied for non-normal angles of incidence.
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4 4.4 Impulse Coupling

The times-integrated plasma pressure at the target surface defines
the impulse per unit area. The time history of the surface pressure in
the cases of plasma relaxation is given by the dependences in Table 4. 1.
. In case 1 of any regime, the pressure should be approximately constant
in time if the early-time one-dimensional model is valid. The corres-
. ponding behavior at normal incidence is shown in Fig. 3 of Ref. 1. An
expression for the surface pressure P for non-normal incidence may
be inferred from the one corresponding to normal inci.denc:e2 by re-

placing Io by Io cos 8. The expression is

2
(v-1) (g, - 01

P, = Pe] —- , 14.75)
s Y, - z VI W) (Y ~1-2W)

where Yah, is the specific heat ratio between the precursor shock and

the LSC front and has the value 1.4, Y is the specific heat ratio in the

LSC plasma, with the value 1. 2, Ip is the modified intensity

¢ Ip = Io cos 8§ - QU -9 (4.76)

and W, the dimensionless particle velocity ahead of the L.SC wave front
is calculated from the LSC wave code (see Section 2) and is well ap-

proximated by ]




H

W = 12:&10-3 (Io cosS)I/2

for Io cos 6 between 1 MW/cm'2 and 10 MW/cmZ.

For Eq. (4.75), we find that P is expected to vary roughly as 12/3.
Indeed, we find from Fig. 4.8 that the calculated pressure in the one-

dimensional L3C wave model can be well represented by

P, [atm] = 11.8 [10 cos 9]2/3 (4.77)
. . < 2
where IO is measured in MW /cm .
A coefficient of impulse coupling B (s) may be defined by
1 ® 4.78)
B(s) = 5 J, B(shds' . (4.78

where a factor Tp multiplying P, is cancelled by the use of the dimen-
sionless time variable in the integration. The absorbed impulse is then

given by

"o f: p(s')ds' = "o Ps B(s) . (4.79)
One may now proceed to calculate the impulse coefficient through-

out all regimes, as was done for thermal coupling. A difference arises

in specifying a ''final'' value which characterizes the overall coupling.

For thermal coupling, it was sufficient to let s go to infinity and to take

the limiting value of a as the overall coupling coefficient. However,

impulse mzasurements are carried out in a different way, which neces-

sitates halting the integration of p at a finite value of time. The
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monotonically decreasing pressure at the surface is allowed to decay to a
selected final value P The time Sy at which this value is attained is first
determined, and the overall coupling coefficient B ¢ is then defined as

Bf = B(sf) . (4.80)

A
This final value is a function of T, TC, and the pressure ratio § de-

fined as
g = P /pf . (4.81)

In the calculation of thermal coupling, it was necessary to calculate the
coefficient in each case for all regimes in order to have the coefficient
pertaining to case 4, so that the limit of infinite time could be taken.

It is likewise necessary to calculate the coefficient of impulse coupling
in each case of all regimes since there is no a priori way to tell in which

case of a given regime the final time falls.

As with the calculation of thermal coupling, the details of the im-
pulse calculation are tedious but straightforward, and are omitted. Since
the final value of pressure is always chogen to be less than the initial

surface value, the final time s_ cannot occur in case 1 of any regime. The

f
unknown coefficients in the pressure relaxation laws are ultimately related

to the initial surface pressure by the requirement that the pressure be con-

tinuous at the boundary between two contiguous cases.

A summary of the results of the impulse coupling calculations follows.

For each case other than case 1 of a regime, a value of s_is given, and an

£
expression for Bf. The value P; = P, / E is attained in a given case if the

value given for s ¢ obeys the inequality which would place it in that case.




. .
g et e e e AP

T

dan-lb AR

When the case has been established, the overall coupling is given by the
expression for Bf stated for that case. In case 1 of each regime, the ex-

pression for B(s) is
B(s) = s . (4.82)

The defining inequalities for each case are given in the summary of the

results of the thermal coupling calculation.

Y

5
Regime R 1 5

R, : B(s) = B(1) + 3173 _ 1) . (4.83)
3/2 !
S; = g (4.84) ]
|
2
Bf = B(1) + 3(;” -1) . (4.85)
R13 : B(s) = B(1 //T\) + l/3£n(41'\s) . (4.86)
s = - 173 3 (4.87)
B, = B(l I+ B ¥y (4.88)

-1/5
R, : B(s) = B /"F-rc) ¢ 513 [1 - (1) ] . (4.89)




s = D 4/9 . 1/6g 5/6
f c

3.3-1/18
} 2 ) (4.91)
By = B(1 /1) 4 57113 [l-c’T‘Tc ) ]

Regime R2

et ———

R,, : B(s) = B(1/%) 4 z’T"l[(T\s)‘/Z- 1],

(4.92)

s, = ™1 g? (4.93)

Be = BO1/T) 4 227 gLy . (4.94)

Rps ¢ Bls) = gy + 712, (4.95)
5, = ez, (4.96)

Be = B(D) y 172 zn('r\'l/zg) . (4.97)

A -1/2 -1/5]
R24 : B(s) = B(l/'r'rc)+5"r\ [1 - (T\TCS) . (4.98)




, =/'?-7/12T-1/6 g5/6

S¢ c . (4.99)
22-.1/12 .
- 1 - B . (4.100)
B, = B(1/%r) + sA1/2 . 8)
f c
AN
Regime R3
R32

The formulas for this case are identical to the corresponding ones in

case RZZ'

1/5
- - . (4.101
Ry, Bls) = B(1 /%) + 5 2 T) 12 | (s : ‘ ’

_ -1 -3/8 5/4
£ - Te g . (4.102)

2.1
N N SRR (4.103) ‘

B = B(l/7T) +5(’4r\27)-
{ c c

- . -1/5
Ry, : B(s) = B(1) + 57 4/5Tc 3/10 (1.4 ) . (4.104)

[PPSRy



~A-2/3 -1/4 5/6

s, =T T E . (4.105)

B, = B(l) + 57 . (4.106)

f

=415 _-3/10 [1-’7\2/‘57
C C

1/20 g-1/16]

The variation of predicted surface pressure as a function of 6 is
shown in Fig. 4. 12. The code results for this figure are for a time t =
5 usec, early enough to qualify as belonging to the early-time model, and
sufficiently removed from t = 0 that the details of the plasma ignition pro-

cess have already occurred. Laser intensities of 2 MW/cmz and 4 MW/cmz

have been used in Fig, 4. 12. The behavior is, as expected, that the sur-
face pressure decreases with increasing 6 for a fixed laser intensity,

and increases with increasing laser intensity at a fixed angle of incidence.

Figures 4. 13 and 4. 14 show the behavior of the impulse coupling
coefficient as a function of T for various values of Tc' Figure 4. 13 is
plotted for a final pressure of one-fortieth the initial pressure while Fig.
4. 14 represents a final pressure of one-tenth the initial pressure. Al-
though these figures are drawn with the values of T simply given, and not
generated from given values of Io and 0, the table in Fig, 4. 14 indicates
values of § which would correspond to the selected values of 'rc (1, 0.5,
0.25, 0.1) for a laser intensity of 2 MW/cmZ, as given by Eq. (4. 34).

For the values 1, 0.5, and 0.25, the angles 8 are those which come from
cos 0. For 'r = 0.1, the value of 8 must be calculated from V(8 ) sin B/a
This is true for both Figs, 4. 13 and 4. 14 since the relation of T to I and

0 is independent of §. The impulse coupling coefficient is seen to de-

apt s . ”~
crease with increasing T,
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The impulse absorbed by a surface is shown in Fig. 4.15 as a func-
tion of /'r\, for an incident laser intensity of 4 MW/cmz, and a beam cross-
sectional area of 40 cmz. Curves are given for §= 00, 600, 750, and 840,
For a given value of (r\, the absorbed impulse decreases with increasing F

o
8 but is still considerable even at 840, for T = 1,

4,5 Summary and Conclusions

It has been shown that the one-dimensional model of the LSC plasma
development for early times at normal incidence is adaptable to describe
the early-time development at non-normal incidence by the transformation
of replacing Io by Io cos 6, and KL (the absorption coefficient for the
laser wavelength) by KL / cos 8. The resulting model describes the

plasma development and the absorption of radiation flux and impulse by

the target surface up to the smaller of the times T2D

formation., Even when T exceeds Tp' the plasma relaxation is planar

or Tp after plasma
2D

although unpowered and the plasma development is quasi-one-dimensional.
During the planar phase of development radiation reaching the surface is

calculated as though it came from an infinite slab of plasma. The validity
of this step is attested to by the graphical demonstration that the center of
the laser spot is still covered by a significant amount of plasma at t = Top’ &
even in the large angle case in which the plasma periphery moves toward P

the center of the spot.

It has been demonstrated that the description of the arrival of acous-
tic disturbances at the central point may be simplified to one which utilizes
an arrival time for the minor axis of the elliptical spot and one for the

major axis. The arrival time for the minor axis is Top’ which is the

r
3D
axis is greater than T 2D and is assignable for all incidence angles. With

arrival time at normal incidence. The arrival tima for the major
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Tap modeled by two times, a late time model of plasma development,

which takes over from the one-dimensional model at t = TZD' may be con-
structed using cylindrical and spherical plasma relaxation laws. Regimes
of operation based on the time scales defined by the parameters 'rp » Tape
and Tap May be identified and the absorbed fluence, absorbed impulse,
and their coupling coefficients readily calculated. Reasonable predicted
behavior of these quantities is obtained. The coefficient of impulse

coupling turns out to be given by a set of universal expressions which
are independent of the initial surface pressure. Code results for the
surface pressure show its variation with the two-thirds power of Io

cos §, consistent with the behavior predicted from the early--time

model,

In Section 5, recent experimental data is compared to the pre-
dictions for surface pressure and absorbed fluence. The data and
theory are in good agreement, further confirming the applicability

of the model described in this section.
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SECTION 5

DATA / THEORY COMPARISON

The JANAF RP Laser Effects program has sponsored experiments
at Avco Everett Research Laboratory (AERL) which test the predictions
of the models advanced in the three preceding sections. In this section,
the experimental data are compared with the theoretical predictions and

the validity of the models are evaluated.

5.1 Coupling to Alloys at Normal Incidence

Theoretical predictions of thermal coupling to Al2024, SS304, steel

4130 and Ti6A14V were made for comparison with experimental data.20

taken with an E-beam sustained CO2 laser at AERL. The comparison

has been complicated by three experimental difficulties -- the pulse
energy is not well known, although it is believed to lie between 1 to 1.5

kJ/pulse; the low intensity, large spot shots have snoradic plasma ig-

nition on some targets; and the laser spot was difficult to align, es-
r pecially for the smaller Spot size, so that the measured coupling may not
‘ be a central.coupling. Furthermore, different surface preparations were
used for the targets; for example, the steel 4130 target was sandblasted
prior to irradiation. The state of the surface is expected to affect the re-
sponse. For comparison of the data to the theory, we have shown in Figs.
4 5.1 to 5.4 the theoretical prediction for two different pulse energies; namely,
u" 1.5 kJ/pulse and 1 kJ/pulse. It is expected that the true laser pulse energy
was approximately 1.2 kJ/pulse. These predictions are made for a pulse
time of 10 usec and are plotted as a function of the laser target area. The

central coupling data measured in the experiments are indicated by the

circles and squares in the figures. The squares correspond to data having a
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2
nominal intensity of 1. 0 MW /cm ; these shots had sporadic ignition

on some of the experiments. The circles correspond to data having

a nominal intensity of 3 MW/cmZ. For the high intensity shots the

thermocouple which was supposed to lie under the center of the spot f
had lower readings than the thermocouple at the edge of the spot. The

higher reading has been plotted. A further comparison of the experiment-

al data to the theory is contained in Table 5.1, which compares the expe-
rimental data with the theoretical prediction at . 2 kJ/pulse.

The uncertainties in the data make any conclusions about the re-
lationship between theory and data tenuous. Nevertheless, for the lar-

ger spot sizes, the theory and data are in reasonable agreement except

for Ti6A 14V, where the data is 50% higher than the theory. Moreover,
the theoretically predicted material hierarchy is obeyed by the data. For
the smaller spot size targets, theory predicts significantly higher ab-
sorbed fluences than those observed experimentally, except for Ti6A14V.
Moreover, experimentally there is found to be no significant increase
in the fluence absorbed by the small spots as compared to the large spot
size for S5304 and 4130 steel., Indeed, the measured value of fluence ab-
sorbed by 4130 steel are lower for the small spot shots than for the large
spot shots, contrary to both theoretical predictions and the experimental
observation on the other alloy targets. This is believed to be a result

of the sandblasting of the target.

The order of magnitude of the predictions agrees with the data and
the predicted hierarchy appears to be observed. Given the uncertainties
in the data, it is impossible to draw stronger conclusions and the data
neither confirms nor refutes the enhanced coupling model., Clearly,
more experimental data with fewer uncertainties are required to test

the validity of the theory.
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Som= limited repetitively pulsed da\.ta21 are available and are sum- ‘
marized in Table 5. 2. Although the pulse time and intensity are not
known precisely, it is believed that the values are close to 10 usec and
1 MW/cmZ, respectively., There is a significant decrease in coupling
between the single shot experiments and repetitively pulsed runs, Data
at higher flow rates confirms theoretical calculations that the convective
cooling of the target did not account for the difference in the absorbed
fluence between single shot and repetitive shot cases. The most plaus-
ible explanation is that plasmas were not fully formed over the surface.
The tests were run near the plasma threshold intensity, so that plasma
ignition is expected to be spotty. In fact, the flight research films con-
firm the absence of plasma. - From Touloukian and Ho,22 the intrinsic
absorptivity of polished targets of SS304 and Ti6A14V (such as these were)
is found to be, respectively, 0.10 £0.01 and 0. 135 £0.015. I can be

easily seen that the absorbed fluences are consistent with intrinsic ab-

sorption of a 10 J/cm2 laser pulse. Therefore, the interpretation of 4
this repetitively pulsed data as being characteristic of the intrinsic ab- |
sorptivity is consistent with the available data. Note that the significant

enhancement of the single pulse absorbed fluence over the repetitively

pulsed value can, therefore, be interpreted as confirmation of the ex-

istence of enhanced thermal coupling for metals other than Al2024,

5.2 Coupling to Al2024 at Oblique Incidence

Theoretical predictions of thermal coupling and surface pressure
have been made for comparison with experimental da.ta21 takén with an
E-beam sustained CO2 laser at AERL. It was found that plasmas were
ignited at angles of incidence as large as 85° whenever the beam in-
tensity was sufficient to ignite plasmas at normal incidence. The igni-

tion of plasmas is not modeled in Section 4; however, the model for
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TABLE 5,2

Absorbed fluence data for repetitive pulse experiments.

Fr—

2
Intensity - Near Threshold: I ~ 1 MW/cm

T ~ 10 Usec
e)

Area - 120 cmz; First 10 Pulses Only

; S

REP Pulse
Target Single Shot M = 0.1 p
2 2
SS304 1.8 J/cm 1.1 J/cm
2
{15 mil Z.Z.I/cm2 1.3 J/cm
0. 038 cm)
. 2 2
Ti 6A14V 3.6 J/ecm 1.3 J/cm
2 2
(20 mil 3.8J/cm 1.4 J/cm 4
0.051 cm)

o
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thermal coupling developed therein assumes a plasma is ignited. I is
an important experimental feature of the interaction that plasmas can
be easily ignited at large angles, since this greatly extends the re-

gimes in which enhanced coupling is important.

In Fig. 5.5 the theoretical calculation of fluence absorbed by
Al2024 is shown as a function of the angle of incidence. The laser beam
conditions are I =1.5 MW/cmz; Tp = 10us and area = 40 cmz. Also
plotted on the same graph are the measured values of deposited fluence
versus angle for a variety of laser intensities near 1.5 MW /cmz. The
agreement between data and theory is remarkably good; the only sig-
nificant deviation occurs for three data points, marked by a flag, which
correspond to an intensity very close to the plasma ignition threshold.
Indeed, photographic evidence revealed that there was poor plasma for-
mation on these shots, and, therefore, they are not expected to represent

a suitable test of the theory which presupposes good ignition.

A similar comparison of data and theory for I =~ 3,2 MW/cmz is
displayed in Fig. 5. 6. Once again, the data and theory are in good ag-
reement, expecially at large angles of incidence. At normal incidence,
the experimental data lies 15% to 30% below the theoretical prediction.
This discrepancy is common to all comparisons made at intensities above
3 MW/cmZ; it is believed to be a consequence of the onset of LSD/LSC
transition. The error at normal incidence reflects an inadequacy of the
L.SC wave model at high intensity; it is not a test of the extension of the
theory to oblique angles of incidence. The improved agreement at large
angles is expected since large angles of incidence correspond to lower
projected intensity, and experiments at normal incidence indicate that

the theory is more accurate at lower intensities.

The scaling of absorbed fluence with angle for constant intensity,

pulse time and spot size is well represented by the theoretical predictions
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of the modified LSC wave model, Although the details of the scaling are
not significant for small angles, the behavior at large angles is import-
ant. Naively, one might scale the normal incidence results by cos® in
order to predict coupling at angle of incidence, as sketched in Fig. 5.6.
This scaling works well at small angles (of course, the value at normal
incidence is chosen to agree with the measured value) but at large angles
such as 80° (cos® = .17) and 84° (cos @ = .10) the naive scaling pre-
dicts only half of the absorbed fluence which is predicted by the LSC
wave theory and which is observed in experiments. The departure from
cos 8 scaling can easily be understood from the discussion in Section 4.
The dominant effect of angle of incidence is to change the effective pro-
jected intensity in the one-dimensional LSC wave calculation from Io to

Io cos 8. (The change in absorption coefficient from K_ to KL/ cos#f

L
makes only a minor change in the propagation velocity of the wave. )
Thus, the thermal coupling coefficient, « (Io , 0), for oblique angles
can be estimated from the coupling coefficient at normal incidence,

E a (I, 0), by

f oa(I , 8) maf{l cosfh ,0). (5.1)
o o

The naive cosf scaling argument for absorbed fluence would follow if

a were independent of laser intensity, but experimental data and our
theoretical predictions (see Section 2) demonstrate that a varies approxi-
mately inversecly as the square root of intensity. Therefore, we conclude

that the absorbed fluence F obeys

Fw Io cos f a(Io cos@, 0) # Io cos @ cx.(Io , 0), (5.2)
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and the naive cos 8 scaling should fail at large angle of incidence. Further-

more, if we approximate the thermal coupling coefficient by

1
Q (I, 0) - q I - 2 (5-3)
o
where c'o is a constant, it follows that
a(IO,B)Na(Icose,O) =a(10,0)/«/cos9’. (5.4)

Thus, the thermal coupling coefficient increases as the angle of incidence §
is increased for fixed beam intensity Io' As a result, there can be signifi-

cant coupling even at large angle of incidence.

Figure 5.7 shows a comparison of the theoretical predictions of sur-
face pressure with the experimental data. Once again the agreement at
oblique angles is remarkable. At normal incidence the data falls below
the theoretical predictions. The discrepancy for I = 3.2 MW/cm2 is
interpreted as an indication of the onset of LSC/LSD wave transition.

2
The discrepancy for I = 1.5 MW/cm is caused by poor plasma ignition,

In Fig. 5.8 all the surface pressure data is plotted against I0 cos 6,
The data scatters about the theoretical prediction (taken from Fig. 4.9)
with the only discrepancy being the flagged data (poor ignition) and the
high intensity data (LSC/LSD wave transition). Based on comparisons
such as Figs. 5.7 and 5. 8, it is concluded the surface pressure is cor-

rectly predicted by the modified LSC wave model.

Finally, it should be pointed out that the mechanical coupling, shown
in Fig. 4.15, does not diminish apprediably until large angles of incidence,

greater than 750, are reached. For example, for =1, the predictions
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for impulse generated at 75° is 60% of the value at normal incidence even
though the projected intensity is only 25% of the beam intensity. There can

be significant mechanical coupling at large angles.

5.3 Summary

Comparison of data and theory for coupling to various alloys reveals
that there is no large discrepancy between the two. Furthermore, there
appears to be evidence of the predicted hierarchy of metals based on ab-
sorbed fluence. However, there are too many uncertainties in the data

to enable the theory to be adequately validated or refuted.

The data and theory of thermal coupling and surface pressure for
oblique angles of incidence are in excellent accord. The extension of the
LSC wave model to oblique angles therefore has a strong empirical back-
ing. It is found that the coupling of both energy and impulse at large
angles of incidence can be significantly larger than expected if naive

cos @ scaling were used.

PRI T A P T TR e ey T

Ry




. SECTION 6

APPLICATION OF THEORY TO PULSED LASER INTERACTION
rj AT 3.8 um

In the preceding chapters an extensive predictive capability has
been constructed for calculating the coupling of pulsed 10, 6 um lasers

to metal targets in the presence of an L.SC wave plasma. The interaction

of 3.8 um pulsed lasers with metal target is also expected to have a j
regime where an LSC wave plasma dominates the coupling; however,
various details of the interaction -~ such as the plasma ignition require-
ments, the LSC/LSD transition intensity, the possibility of target vapor
] formation, and the temporal laser pulse shape -- are expected to the dif-
ferent from the interaction of pulsed 10, 6 im lasers. However, to
make a first order estimate of the region of laser parameters for which
enhanced coupling via LSC wave formation is expected for pulsed 3.8 um
radiation, and to make first order quantitative predictions of the coupling
: coefficients, it is appropriate to use the model developed for 10. 6 um
(see Section 2), modified only to include the correct laser absorption

parameter for 3. 8 um radiation,

For these calculations, it is assumed that a plasma is ignited

{ : promptly. Furthermore, the temporal history of the laser pulse is

represented by a rectangular pulse which has a length of 6 us and a
constant intensity. The only change made in the LSC wave computer
code is the replacement of the absorption coefficient kL (10. 6 um),
for 10. 6 um radiation by inverse Bremsstrahlung by the coefficient
kL (3. 8 um), for inverse Bremsstrahlung absorption at 3. 8 um. The

relationship is |

kL(3. 8 um) = kL(lo. 6 um)

(1 - exp (- 14388.3/(3.8T) 3.8\ (6.1)
(I - exp (- 14388.3/(10. 6T) \l0.6) ' "

where T 1isthe temperature in K,
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The coupling coefficient of 3. 8 um radiation to an aluminum target

has been calculated for two intensities, 5 WM/cm2 and 10 MW/cmz; the
results are shown in Figs. 6.1 and 6. 2, respectively, The predicted
coupling coefficient for 10. 6 um radiation is also shown in Fig. 6.1 for
an aluminum target and I = 5 MW /cmz. This 10. 6 ym prediction rep-
resents the gross over-estimate of the actual coupling since this inten-
sity lies close to the LSC/LSD wave transition for 10.6 pm radiation and the
semianalytical model is known to break down in the transition region.
Nevertheless, we observe that the predicted coupling for 3.8 yum radi-
ation lies well above even the over-estimated value for the 10, 6 um
coupling. In Fig. 6.2, the predicted coupling for 10 MW/t:m2 is shown.
Since the 10. 6 um calculation is not applicable at these intensities, no
comparison is made. Note that the coupling of 3. 8 i radiation at 10
MW /<;mz ic close to the coupling predicted at 5 MW /crnz -- the predicted

coupling in the LSC wave regime does not decreace rapidly with increarsing

intensity.

Just as it is possible to define the enhanced coupling region for
10. 6 pm radiation in a plot of laser intensity vs /'r\,it is also possible
to identify the enhanced coupling region on a similar plot for 3.8 um
radiation. To make the plot, tentative values for the plasma ignition
thresholds and the LLSC/LSD transition intensity are required. The
empirical correlation by Musa,l23 suggests that the ignition threshold
is in the neighborhood of 8 MW/cmZ.

The 3.8 um laser pulse is roughly triangular in shape, as sketched
in Fig. 6.3. A pulse which has a maximum intensity of 8 M’W/cmZ and

a full width at half maximum of approximately 3 s is approximated as

a rectangular pulse having a full width of 6 ys and a constant intensity of
4 MW/cmz, as shown in Fig. 6. 3.




10— 7177177 L R IR AR G e
84— 2 -
w___ 'AV * 5 MW/cm -
[ AREA\-Z!'n:m2 :
- ]
. Ti 7
B ———— )
20- M x i}
L \\\ \ -
fon ~
S ~N
§ l&; \\
] é: Weresi{ate \\ ]
- Close to L§C/LSD ) N\ E
1 Transitiof for 10.64 /" ™\ .
- -
r_ AL \ -
5 FRRUNTL N
2% ]
- -
W o 1o b eia b et oo bbbt
0.1 Y] 4 6 .81.0 2 4 6 8 10

Fig. 6.1 Theoretical Predictions of Central Coupling Coefficient
for 3.8 um Laser Radiation Interacting with Various
Alloys. Theoretical Prediction for 10.6 um is shown for

Comparison.




e
1
: 00— LI B S LR B A | <
i m 1
_' 0| oo < 10MV/em® ]
J — ? _
Y Area = 25¢m -
~ -
- .l-3.8pm - ]
- -~
I \ - 1
g’m AN {
& s - ‘
(] e — Aj
61 i B
- E pd
4t $S b
N ] !
[~ Al
2 -
1 ottt Ll Lt bl

0.1 0.2 0.4 06 .8 10 2 4 6 810
A r a *
T =«

Fig. 6.2 Theoretical Predictions of Central Coupling
Coefficient for 3.8 um Laser Radiation
Interacting with Various Alloys.




"3t Juesaxday o3 pas sadeyg asyng [9poN JemSueloosy
Jua19331q oM, 9Y3 pue adeyg as[ng aaseT rernduersy, Surmoys yo3peNs ¢ ‘9 ‘Srg

-— }

Gy AP amp @A) T aag) Gumb

/

/
9jljouq
asjny Jasey

NS QU QUES Sy D $ut S (D Gy qp Yt Gp G Gems g

149

g e

w
w
“
m




Theoretical estimate 824’ 25

of the LSC/LSD transition intensity pre-
dict a value of approximately 14 MW/cmz. However, it should be recalled
that the predictions for the LSC/LSD transition intensity for 10. 6 um radi-
ation are woefully inadequate, For defining the enhanced coupling regime,
it is assumed that the LLSC/LSD wave transition is sensitive to the average
rectangular intensity rather than the peak triangular intensity. These two
intensities, as well as the requirement that 7 be less than 1, define the
enhanced coupling region. The enhanced coupling region for 3, 8 pm radi-
ation is plotted in Fig, 6,4. Lines corresponding to laser pulses having
fixed pulse energy and fixed pulse time are also shown in Fig. 6.4. It

is seen that a 150J laser which has a 6 us pulse length cannot operate in
the regime of maximum enhanced coupling. Rather, we require laser
pulse energies from 1 to 2 kJ in order to operate in the enhanced coupl-
ing region. Also shown in Fig. 6.4 are the predicted absorbed fluence.s
for a 1 and 2 kJ laser at intensities of 5 and 10 MW/cmz. It should be
remembered that these predictions assume prompt ignition of a plasma
whereas it is quite possible, especially for the 16w intensity cases, that
plasma ignition occurs only at the peak intensity of the ti‘iangula.r pulse,
and, the reforé, approximately half of the energy strikes the target without
forming a plasma. Improved calculations must include the effect of dé-

layed ignition.

One way of comparing the effectiveness of 10. 6 um laser inter-
actions to 3. 8 um laser interactions is to compare the absorbed fluence
at similar pulse energies. A comparison is shown in Fig. 6,5. For
10. 6 pm radiation it is important that the laser intensity lie below the
LSC/LSD wave transition intensity, and that the pulse be designed to op-
erate in an efficient manner, For these reasons an intensity of 3,2 MW/c:m2
and T = 1 are used in the predictions shown in Fig. 6.5. Two pre-

dictions are shown for 3.8 um radiation. It is assumed that the maximum




Average Intensity [i.\WIcm2 ]

T T T T T T 1717 T 1 T 7T T 111
80_ —
T 6 C —
60— p "6 puse -
20]—- -
| Tentative LSC/LSC transition in S SRS
10
- —
8- PRLDICTED -
6l- ABSORBED -
- FLULNCE
- -Te.r;ative igni-tion thgéshol .
- —
24— -
1 L Lot Lt
. 2 .4 6 .8 2 4 6 8 10

Fig. 6.4 Map Showing Region of Laser Parameters Where Enhanced
Coupling is Expected for 3.8 um Laser Radiation.
Accessible with Various Fixed Energy Laser Having

T = 10 us are shown.

Predicted Values of Fluence

sorbed by Al12024 are shown for Selected Points.

il

Region




T' | |
I ‘F—_WL ! “T
Pl 1
2 | ? ! I 2 G fo"
“‘*?"‘T—‘;f B e M)- t
16 : J J ) i - - L_l
T 1 |
T ’ in? | T, b ousec |
|~ 3.8 gum I - MqMWIgm™ | Pp 7 B4

X
S+

N\
A

Fluence Deposited L3/ cmzl
~
5.
\
N
\
\
\

oo
N
4

v

?__
\F—

\
\

\‘.
\;

0 4 8 12 16 20 24 B
Pulse Energy (k)]

Fig. 6.5 Comparison of Theoretical Predictions of Fluence
Absorbed by Al12024 for 10.6 Um and 3.8 pm Radiation.
Two Predictions are made for 3.8 Um Radiation:
Fixed f and Fixed Pulse Time.




intensity which can be used is 10 MW/cmz; higher intensities may have
degradation of coupling because of the onset of LSC/LSD wave transition.

If the laser pulse length can be extended such that -~

af ] is maintained,
then the deposited fluence is represcnted by the solid curve in Fig. 6. 5.
The pulse time required to satisfy T= 1 ie shown for various points
along this curve. For given laser pulse energy, it is possible to de-
posit approximately 2. 5 to 3 times as much fluence with 3. 8 um radi-
ation as with 10. 6 um radiation. However, this comparison is not
strictly valid since it is difficult to make efficient DF lasers with pulse
lengths longer than a few microseconds. This limitation is represented
by the dashed curve in Fig. 6.5 which has been drawn for a pulse length
constrained to be less than 6 us. The absorbed fluence saturates at
approximately 12 J/cmz, which is only 1.5 to 2 times the fluence which
could be deposited by a 10. 6 um laser having 15-30 kJ/pulse. The
actual saturation value of the 3.8 um laser depends crucially upon the
maximum intensity which can be used without reaching the LSC/LSD wave
transition intensity. For 10. 6 ym, it is known that 3, 2 MW/cm2 gives

good coupling; however, it is not experimentally known whether or not

2
10 MW/cm lies below the LSC/LSD wave transition for 3.8 um radiation.

The LSC wave model also predicts the pressure of the plasma.
The surface prescsures predicted by LSC wave theory and LSD wave
theory are shown in Fig. 6.6. The detailed calculations performed
with the LLSC wave code for 3, 8 um radiation lie on the LSC wave
theory, as expected. The experimentally observed LSC/LSD wave tran-
sition for 10, 6 ym radiation is shown by the dotted line. The theoretical

24,25

estimate of the transition is indicated by the X placed on the LSC

wave theory line. The prediction is substantially higher than the ob-

served value of the onset of transition at 10. 6y m, Indeed, one might

argue that the theoretical prediction is more representative of complete
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transition to L.SD wave theory rather than the onset of transition. The

theoretical value for the LSC/LSD wave transition for 3. 8 gm radiation is
also shown, however, it is not known whether this is a reliable value. The
most important conclusion of Fig. 6.6 is that if the 3. 8 pm radiation

can maintain an LSC wave configuration at higher intensities than 10. 6

pm radiation, it is possible to generate higher surface pressures.

The foregoing calculations and discussions represent only a pre-
liminary examination of the expected coupling of 3. 8 um radiation to
metal targets. Nevertheless, these calculations should prove instruc-
tive in the preparation of test matrices for the initial experiments of
the interaction of 3. 8 yum radiation with metals. Based upon the re-
sults of these experiments, further theoretical modeling of the inter-
action should be undertaken. Several issues must be addressed in
future modeling; some of them include:

1. Plasma Ignition

- Intensity and fluence requirements for plasma
ignition.

- Vapor requirements for plasma ignition.

- Proper incorporation of fluence received prior to
ignition,

2. Pulse Shape Effects

- What important features of the pulse shape must be
incorporated into the model pulse shape?

3. LSC/LSD Transition

- What is the transition intensity?
- Is the transition controlled by the peak intensity or
the average intensity?

4. Vapor Effects

- Inclusion of the energy required to produce the
vapor in the calculation of net absorbed energy.
- Effects of vapor on radiative transfer.
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SECTION 7

SUMMARY

. 1,2 . .
The model previously advanced ’ to explain enhanced coupling
of pulsed laser radiation to metal targets has been improved and ex-
tended to provide more accurate predictions over a wider range of

circumstances. Significant advances include:

1. Improved, four band, model of air radiation parameters

< W

have been developed.

2. Improved radiative transfer models have been used to
predict one-dimensional plasma temperature profile
and radiative transfer to wall,

3. Thermal coupling predictions have been extended to

encompass large spot sizes and the resultant thick

plasmas. The calculations show no evidence of axial
decoupling for I =2 MW/cmZ and T = 33 yus,

4. The enhanced coupling model has beex? adapted to alloy
targets other than Al2024. A hierarchy of alloys is pre-
dicted, based upon absorbed fluence. Limited experi-
mental data is qualitatively consistent with the predicted
hierarchy, but the data is not adequate to test the quan-
titative predictions.

5. The enhanced coupling model has been extended to oblique
angles of incidence. The predictions of both thermal
coupling and surface pressure are in excellent agreement
with experimental data, which strongly supports the

validity of the model.

157 -




Both theory and experiment show that the thermal coupling
coefficient increases as the angle of incidence increases;
therefore, the coupling at large angles can be significant,
Theoretical predictions of impulse delivered to target in-
dicate that the drop in impulse as the angle increases is
small compared to the drop in projected laser intensity,

At 75° the predicted impulse is still . 6 of the impulse at
normal incidence.

The LSC wave model has been modified to give first order
estimates of the coupling of 3. 8 yum radiation to metal tar-
gets. The calculations indicate that a DF laser couples
more efficiently than a 10, 6 {im laser, provided that a LSC
wave can be maintained. The location of the LSD/LSC wave
transition determines the maximum fluence which can be

coupled via a DF laser of fixed pulse length,
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APPENDIX A

Properties of Air Plasmas

The thermophysical properties of air plasma for temperatures ]
between 10, 000 K to 30, 000 K and pressures between one to fifty at- 1
mospheres have been calculated in the same approximate scheme as in
Ref. 4. However, in addition to the thermophysical properties, we
have also computed improved radiation parameters for the four spectrals
bands used in the LSC wave models. The details of the calculation are
presented in the subroutine listing SUBROUTINE SAHA which is duplicated
below. The effective absorption coefficients for the EUV, VUV, and VIS
bands are denoted as KVUV, KUV and KVIS, respectively. The effective

[P SO S

1
absorption coefficient for the VUV spectral band is the same as for the
VIS spectral band and is therefore also given by KVIS.

e g
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SUBROUTINE SAHA(T,P,X8.XP,XPP,XE,N,RHO, H, Page gPP1

SUBROUTINE SRHA(T,P,X0,XP,XPP,XE,N,.RHO,H.
IKVUV.KUV,.KVIS)

IMPLICIT REAL*8(A~H,0-2)

REAL*8 11A, 12A,N,K,ME,MA, KEV, KVUV,KVIS, KUV, NG
DIMENSION GO(3).W0(3),G60P(3),W0P(3),6GN(3),UN(3),
1GNP (4) , LINP (4)

DATA K~1,3804D-16/,E/4.8029D-10/,ME/9. 1083D-28~,
1HBAR/1.8544D-27/,P1/3.14159/,C/2.987925D 18/ .
DATA 11A-14.328~,D11R/.0B5/,

1124-38.8/,D12A/.86/,
2UAs1.485D~-11/.KEV/8.6166D-5/,DYNEAT~1.813D6/
3.Ma-2.3952D-23/,ERGEY/1.682D-12/,U/5.11/ :
DATA SGVUV/8.333D-18/,S6UV/6.D-187,SGY1S/8.888D-18/ !
DATA TOLD-,@.8DB/

STATEMENT FUNCTION DEFINITIONS
FMN(XE) = ((KE+R) %XE+B) #AE+C
Ca=MeaK/ (2, 4P DRHBARYK2)

EQUATION OF STATE BLOCK

aooo O coO0

N=P/ (K%T)
IF(T.EQ.TOLD)GO TO 7

SAHA BLOCK - 1
PARTITION FUNCTION FOR O

OO0,

uovuv=9.

UOUVY=5.%DEXP (-1.97/(KEV=T) ) +DEXP (-4. 19/(KEW:T) )
UOYIS=8.%DEXP(-9,29/(KEV%T) ) +24.%DEXP (~18.83/(KEV=T))

1++144 , %DEXP (-12.39/(KEV*¥T) ) +306 . xDEXP (- 13.31/(KEV:T))
RUOVIS=10.35::DEXP (-9.29/(KEVXT) )+16. 36%DEXP (-10.E3/(KEV::T))
1+8. 18%DEXP (-12.39/(KEV=T) ) +.56%DEXP (~ 13, 31 /(KEVT))

puoOVUV=0,

DUOUY=S, %1 .,97%DEXP (~1.97/ (KEV*T) ) +4, 19%DEXP (-4, 13/ (KEV:T)) '
DUOVIS=8.9,29:=DEXP (-9, 29/ (KEV%T) ) +24, %18.83%DEXP (- 10.83/

1KEVAT) ) +144,3212, 32XDEXP (-12. 39/ (KEV%T) ) +3€6 . %13, 3 13

2DEXP(~13.31/(KEV*T))

U0 =UoVUV+UOUV+UOVIS |
PUOPT=DUOVUY+DUOUV4DUOVIS

PARTITION FUNCTIOM FOR O+

(s N wNp!
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SUBROUTINE SAHA(T,.P,X8,XP,XPP,XE.N,RHO,H, Page @92

UCP=4.,+16.%DEXP (-3.327(KEV%T) ) +6 . #DEXP (-5,82/ (KEVT) )
c
C PARTITION FUNCTION FOR N
C

UNVUV=4,

UNUV=10.%DEXP (-2.38/ (KEVKT) ) +6 . ¥DEXP (-3.58/ (KEV*T))
UNVIS=38.%DEXP(-10.65/(KEVET) ) +64. %DEXP (-11, 94/ (KEV:T))

1+136.#DERP (~13.05/(KEV%T) ) +762. ¥DEXP (-14. 17/ (KEVHT))

RUMVIS=30.xDEXP (-18.65/ (KEVXT) ) 423, 3xDEXP(-11,24/(KEV::T) ) .
1412, 4PEXP(~13.05/(KEVXT) ) 42, 16XDEXP (- 14, 17/(KEV*T) )

DUNVUV=@. ;

DUNUV=18. %2 .38%DEXP (-2, 38/ (KEVXT) } +6.%3. S58%DEXP (~3.58/ ‘

1(KEVY*T)) £
: DUHY15=30.%18.65::DEXP (-18.65/(KEVKT) ) +64.3%11.94% i
] IDEXP(~11.94/(KEV*T))+136.%13.05%DEXP (-13.85/(KEV*T) ) + :
i 2762.%14, 17::DEXP (- 14, 17/ (KEVXT))

UN=UNVUV+UNUV1-UNVIS
PUNPT=DUNVUV+DUOUV+DUOVIS

PARTITION FUNCTION FOR N+ i

(o Nor N

UNP=9, +3, %DEXP (-1.9/(KEVXT) Y+DEXP (-4.85/(KEV:T) )
s 145, %DEXP (-5.85/(KEV*T))

CALCULATE U+/U® i

7 UPUB=,21%(UOPAUR) +. 795 (UNP/UN)

T,

CALCULATE ALPHA AND BETA

wNele] oo

ALPHA= (2. /NY 2UPUB» (C4xT) %0 (3. 72, ) #DEXP (~ (1 1A-DI1A) / (KEV:T))
‘ UPPUB=UPUB

w BETA=(2. /N) 2= UPPUB% (C4HT} ok 3o

) 1DEXP (- (11A-DI1R+12A-DI2A) 7 (KEV*T))

SAHA B! °CK - 2

MY O

OL /8 YE4T42  2ALPHAXKE2:2- (ALPHA-3 . :BETA) #XE-22BETA=0.

e O PMR
v [ Ta-aLPHA
. 'f)




SUBROUTINE SAHA(T,P,X8,XP,XPP,XE,N.RHO,H, Page @pg@3

FU=FN (XU)

IF (FD%FU) 148, 141, 142
; 149 XE=XD-FD#(XU-XD) /(FU-FD)
3 121 F=FN(XE)
« IF (FDF3 122, 15, 123

122 KU=XE

g FU=F
3 FD=FD/2. -
: GO TO 131
k 123 XD=XE
. FD=F

FU=FU/2.
131 XE1=XE
XE =XD-F DX (XU~XD) / (FU-FD) i

IF(DABS ((HE-XE1)/XE) .LT.1.D-5)G0 1O 15
I=1+1
IF(1.GT.1860)STOP 2
GO TO 121
142 STOP 3
141 XKE=XD
IF(FU.EQ.8.D@)XE=XU
15 CONTINUE
>@45wmme KE~1.) /(BETR~XEx2)
P OLPH/\ \)(7;/\):
KPP =BETANG /Y2
PHO=M2 (], ~2E Y
PUSFTO=FUOPT
FUGPTH=PUNPT
H=NAHD (5, 72 K THXP2 T | ARERGEVHXPP % (T 1A+ 12R) “ERGE Y+
11.72.%(1 . ~¥E)=UR+X0%( . 21 /U0PUBPTO+. 79/UNMPUBP TN) %:ZREEV)
NE =X
KYUV=NExSGYUV::( . 2 13k (UOVUV+UOUY) ~/UD+. 79%
1 (UNVUVHUNUY) ZUN)
KUV=Na::SGUVs, 7 RUNUYV/UN
KVIS=N@:SGVISH( . 214RUOVIS U0+, 79xRUNVIS/UN)

c

C FINISHED

c
TOLD=T
RETURM

END
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PART II

INTERACTION WITH DOME MATERIALS




SECTION 8
INTRODUCTION

The theoretical work performed in the last few years has concentrated

: on the interaction of pulsed 10, 6 um radiation with metals, The concept of

energy transfer via plasma reradiation was advanced two years ago as an

explanation of the experimentally observed enhancement of thermal coupling !
to highly reflective metals in the presence of a plasma. The theory was

developed on a quantitative basis in the following year and verified by

comparison with experiment:.1 Further modeling of the laser interaction

with metals was performed this year and it is presented in Part I of

this report. The enhanced coupling theory has been modified to incorpor-

ate new predictions for the absorption coefficients of the plasma, and it has
been extended to include new scenarios such as coupling at oblique angles of

incidence and coupling to metals oether than Al2024.

In stark contrast, prior to this year there has been no work, either
theoretical or experimental, on the interaction of pulsed 10. 6 um laser
radiation with dome materials. This part of the report presents the results
of the first theoretical analysis of this interaction, The approach used herein
was deliberately designed to maximize progress; the experimental data de-
veloped during the program was used in conjunction with simple theoretical
models to suggest the directions in which more intensive theoretical develop-
ment should concentrate. The algorithm being followed in order to develop

a predictive capability for RP laser interaction with domes is outlined below.

1. Compile a list of all possible phenomena

2, Construct simple models and phenomenology maps for the

listed phenomena,




3. Compare the model predictions to the experimental data to

determine the dominant physics.
4. Compose a synthesized model of the entire interaction sequence.
5. Develop more elaborate models of the various interaction stages;

used in (4.) in order to provide a predictive capability.
An expanded discussion of how this is implemented follows.

A list of physical phenomena which may be relevant is generated, and
very simple theoretical models ar e devised in order to predict the obser v-
able results of these phenomena. Then the experimental data is examined
within the framework of these models, and the data is used to choose between
competing phenomena., Since the physical and thermal parameters of the
materials are not well known, and since only simple, first order models are
used, the theoretical predictions cannot reliably select between phenomena

which yield results which are fairly close to each other.

The role of experiment is crucial in this program -- it is used to assess
which mechanism is most reasonable. Whenever the data is changed, either
because of better statistics, correction of systematic errors, or improved
reduction and/or interpretation of the data, it is essential to re-examine
the comparison between theory and experiment. It is especially important
to re- examine mechanisms which are rejected on the basis of the old data,
in order to be assured that the original conclusions are still valid. To
facilitate this re-examination, all models which are used are recorded in
this report; then whenever new or revised data becomes available, all the

deductions can be easily re-examined to ascertain if they still are valid.

Once a mechanism has been selected, further modeling can be under-
taken to explore the ramifications of the model and to search for observable

consequences which can further test the validity of the model.
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In this report, most of the effort is being expended on determining the
dominant physical phenomena. A synthesized model is advocated, and we are
ready to undertake more detailed modeling in order to develop a predictive

capability which can then be tested and verified by experiment.

The discussion of the modeling of the interaction of pulsed laser
radiation with dome materials is organized as follows. In Section 9,
the material properties of the targets -- or more precisely, the material
properties used in the theoretical models of the targets -- are presented.
It should be emphasized that the properties which were assigned to the
materials were often those of superficially similar materials which had
better documented properties. The properties are subject to revision as
more data becomes available, and as the type of targets are better
characterized. In Section 10, the theoretical models for the surface
interaction of a pulsed laser with dome materials are reviewed. In
Section 11, the predictions of these models are compared to the data taken
to determine surface interaction physics and a unified view of the surface
interaction physics emerges. In Section 12, both the theory and
experimental data for the damage mechanisms in repetitive pulse runs
are discussed, and the dominant mass removal mechanism is successfully
modeled. If the same physical phenomena dominate the interaction at
other conditions, implications for repetitive pulse interactions can be
made. They are discussed in Section 13, and the main conclusions of

this part of the report are also summarized.




SECTION 9
~ PROPERTIES OF DOME MATERIALS

There are several materials which are of use in the manufacture of
radomes and irdomes, Those considered herein, listed in order of de-
creasing importance for this program, are: fiberglass, pyroceram, and
slip-cast fused silica. Unfortunately, these materials are not uniquely
specified by the above names and there are wide variations in the prepa-
ration of the materials depending upon their ultimate use, Furthermore,
the samples used in the tests were not always well specified or documented,
and some of the important properties, such as absorption depth for 10.6 um
radiation, are not commonly measured for any specimens. The following
approach for determining appropriate properties was adopted. For
properties which are well documented, a variety of similar materials which
fall within one of the general categories mentioned above were examined,
and a typical value was chosen for use in the theoretical models. If data

were not available for a material within these categories, the properties for

related materials, which fall outside the categories, were examined to
provide an estimate of the value of the property for the target material.
If no data exist, even for related materials, the experiments on the ;
laser/surface interaction physics were used to suggest the value of the

property. That is, the interpretation of an experimental result often ¢
depended on the value of some parameter; the value which best fit the

data for one experiment would be employed in predictions of results of :

subsequent experiments,

it

Within the general classes of materials mentioned above, there are
several subdivisions. For example, three types of fiberglass were used b

in the experiments and potentially interesting target materiale include 3

several other types. Pyroceram can have different surface preparations.




§
:
i
:

]

2
3
,

It is assumed that the pyroceram of interest is fortified, but it is not

known if the material properties that were gathered were for fortified or
unfortified pyroceram, The slip-cast fused silica targets were prepared in
two different ways, some were impregnated with silicone resin whereas '
others were not. In the following subsections the properties used for

each of the general classes are given; but the variation of the properties

within the classes is not discussed.

9.1 Slip-cast Fused Silica

Several materials were used to compile the properties of slip-cast
fused silica. Some of the properties were found for slip-cast fused silica,
other properties were estimated by using the available properties of vitreous

silica, quartz, fused silica glass, and fused quartz.

The density of slip-cast fused silica is listed in Ref, 2 as 2.0 g/cmz;
whereas fused silica glass as listed in Ref. 3 has a density of 2, Zg/cmz.
The specific heat of slip-cast fused silica® and silicon dioxide? are plotted
in Fig, 9. 1. The values for the two materials are in good agreement ex-
cept for the q - B transition in Si0,. At room temperature the specific heat
is approximately . 7J/g-K whereas an average value between 300 to 1500K
is 1. 12J/g-K. Thermal conductivity for slip-cast fused silica.2 is shown
in Fig. 9.2. The conductivity of SiO, is also shown %; it lies significantly
higher. For slip-cast fused silica, the thermal conductivity is approximate-
ly 9.1x 10'3W/cm-K at room temperature, with an average value of
1,2x IO'ZW /em-K throughout the temperature range from 300 to 1400K.,
The thermal diffusivity of slip-cast fused silica can be calculated from the
values given above for the density, specific heat and thermal conductivity.
The results are plotted in Fig, 9.3, along with measured values for clear
fused quartz and silica brick. 4 For slip-cast fused silica, the room tem-
perature value is approximately 6. 8 x 10-3 cm?/sec and the average value

between 300 and 1400K is 5.7 x 10'3 cmz/sec. It is believed that the reason

A s b o
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that the density, thermal conductivity, and thermal diffusivity differ for
slip-cast fused silica and fused silica, whereas the specific heat is the same,
is that slip-cast fused silica has voids in its structure which reduce the

density and thermal conductivity.

The vapor pressure and heat of vaporization has been calculated by
determining the equilibrium vapor composition of SiO 52382 function of
temperature. In this calculation, the partition functions of the various spe-

, Sio, si_, §i,, 0, 0, 0, 0,7,
2+ 2181213000202
» Si0 and electrons, were taken from the JANAF tables.?

cies, namely SiO_ liquid and gases of SiO

Lot t +
si, Si, O, O2
The results are shown in Fig. 9.4. The normal boiling point is 3130K and
the heat of vaporization is 12500 J/g of SiOZ.

The remaining quantities needed to determine the deposition of laser
energy in slip cast fused silica are the reflectivity and absorption depth for
10.6 pm radiation. Values of the refractive index of fused silica can be

. 6
found in Touloukian and Ho, The real part is n, = 2,05 + .1 whereas the

imaginary part n, has measured values of .175, .123, .121 and .04. The

reflectivity R at a planar boundary is given by
(nl-l)z + nz2
R = > > - 12 (9.1)
(n1+1) + n,

and this calculated value falls within the range of values measured experi-

mentally 6 The bulk absorptivity of silica is given by

A (9.2)

where )\ is the wavelength of the radiation. The values of k corresponding
to the values of n, quoted above are 2075, 1458, 1434, and 500 cm~ 1, which
correspond to absorption depths of 4.8, 6.9, 7.0 and 20 um, respectively.

L}
Clearly, if k is an important parameter in the theoretical models, it must

be determined more accurately,
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9.2 Pyroceram 9606

Pyroceram 9606 is a glass ceramic used in radomes. It is approxi-
mately, by weight, 56% SiOZ, 20% A1203 and 15% MgO with 9% TiO2 added to
control crystalization., The structure of the crystals is SSiOZ y 2A1203 * 2MgO.
The density is 2.6 g/cm2 and the specific heat, thermal conductivity and dif-
fusivity are given in Fig. 9.5, 9.6 and 9.7, respectively., The values given

by Ref. 2 and Ref. 7 are in good agreement.

7
The softening point of pyroceram 9606 is 1623K. The vapor pressure
has been estimated by treating pyroceram as an ideal mixture of five parts

SiOZ’ 2 parts AIZO and 2 parts MgO. An ideal mixture is a mixture in which

3
the partial pressure of the products of a given component is given by multi-

plying the partial pressure of the pure component by the mole fraction of
mixture which consists of that component. Equilibrium vapor compositions

of liquid SiO_, Al_O_ and MgO have been constructed from an equilibrium code

’
which solveszthe lzawsof mass action and the partition functions given by the
JANATF tables. 5 A plot of vapor pressure versus temperature for SiOz,
A1203, MgO and pyroceram 9606 is shown in Fig. 9.8. It is clear that SiO
dominates the vapor pressure of pyroceram. The normal boiling point is

2

calculated to be 3200K and the heat of vaporization is 11100 J/g.

The absorption characteristics of pyroceram are not known. Since SiOz
is a major component of pyroceram, the absorption length is expected to be
dominated by silica and to lie in the range from 4 to 20 um. AIZO3 absorption
properties have aiso been studied;8 the absorption coefficient increases an
order of magnitude as the temperature is raised from room temperature to
1723K, The high temperature absorption depth is 4. 2 um. The AIZO3 in
pyroceram is expected to reduce the absorption depth for pyroceram to a

value of the order of 5 to 10 um,
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9.3 Fiberglass
Fiberglass is a composite material consisting of glass fibers and resin.
Three types of fiberglass wer e used in the experiments:

1. Cordopreg - A clear stabilized epoxy resin and a E-glass fiber

reinfor cement. o
A

2. Polyimide resin and E-glass reinforcement.

3. E-glass - a type of fiberglass made by AMMRC especially for
these experimental tests. An epoxy resin and an E-glass rein-
for cement.

Since other types of resins and glass may be of interest later on,

the discussion is not confined to the above resins and glasses although they

are given special emphasis.

Fiberglass, or glass fiber reinforced resins, come in a wide variety
of forms depending upon the eventual use of the product. The fibers 9 are
employed primarily to improve the mechanical properties of the composite;
that is, to make it stronger, stiffer, more resistant to impact, etc. The
resin is used to make the composite light in weight and give it desirable

properties (such as the correct dielectric constant),

Glass fibers are vastly stronger than bulk glass; this added strength

is used to advantage in fiberglass composites. But high strength fibers are
.,.‘ brittle and can abrade each other thus reducing their strength. Resin pro-
vides protection from this type of degradation. Furthermore, the resin has
high shear strength and can transfer loads around broken fibers giving the
structure high impact resistance. To perform these tasks effectively,
there must of course be a strong adhesive bond between the resin and the
fibers. Thermosetting resins such as phenolic, epoxy and polyimide are

commonly used in fiberglass.
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Fiberglass has its greatest strength in directions parallel to the fibers.
Perpendicular to the fiber direction, the structure is only as strong as the
resin. Under a tensile load perpendicular to the fibers a unidirectional fiber-
glass composite can withstand only 5000 psi compared to a load 10 times as large

in a direction parallel to the fibers.

This problem is solved by having the fibers run in two directions. Two
methods of accomplishing this are used in the targets; one method, used
in Cordopreg, is to weave the glass into a cloth so that each layer has fibers
in both directions (see Fig. 9.9a); the other way is to build layers of unidi-
rectional fiber s with the fibers of alternate plies being at right angles (see

Fig. 9.9b), much akin to the construction of plywood.

The glass cloth technique has a larger percent of resin in it than
the parallel fiber technique. A ply of Cordopreg is .025 cm thick, has a
density of 1,8 g/cmz, and has a resin content of approximately 34 percent

by weight,

The unidirectional ply technique is employed in the target composed of
epoxy resin and E.glass reinforcement. Often in constructing fiberglass
structures in this manner, the fiberglass comes in the form of
preimpregnated tapes in which all the fibers lie in a single direction.

A ply or a laminate layer can then be constructed with one or more layers
of these tapes. Typically, two to three layers may be used to form a ply;
each layer being about 100 ymthick., Fiberglass laminates made with
unidirectional layers can be constructed with a larger mass fraction of

glass than can fiberglass made from glass cloth,

Two types of glass'fibe'rs are commonly used in the construction of
composites for aerospace purposes; they are E-glass and Sglass. E-glass
is a low-alkali, lime-alumina-borosilicate which is relatively inexpensive
to produce and has good electrical properties. The composition of E-glass

is not rigidly controlled but may vary within the range listed in Table 9. 1.

Algo listed in Table 9.1 are various physical properties of E-glass. 10
186
ettt it i i WIVIRSSWRIEIRSF = = - PR o i b aldini:




e < PR T
IR % 2T 3 YT A R T S e e . T L e vl e RN

¢
1 3

] £
-
*
(a)
|
i
U'a'tv"d'.rbr. .G OB G000 000N 50 i g
.t’u‘,f.’ -“’.., e ".,,.'.’,,r,/ XY vy .
T LF At R i Do T AT L PSSR
" (b) VI
*
Fig. 9.9 (a) Sketch of Ply of Fiberglass Formed by Weaving
Bundles of Glass Fibers. (b) Sketch of Three Plies
of riberglass, Each Ply Composed of Unidirectional
Fibers.
3
4

187




Typical Properties of E and S Glass.

From Ref. 10.

g
%.
‘E TABLE 9. 1
E

Property E Glass S Glass
; Composition % by Weight % by Weight
?; SiO, 52-56 65
Al,Cg 12-16 25
CaC 16-25 --
MgO 0-6 10
B2C3 8-13 --
NapGC and K50 0-3 -
TiO, 0-0. 4 .
Fe203 0.05-0. 4 --
F2 ) 0-0.5 --
Physical Properties
Specific gravity 2,54 2,49
Mechanical Propertles
Virgin tensile strength at 72°F 500, 000 psi 665, 000 psi

Yield strength at 1000°F

Ultimate strength at 1000°F

Modulus of elasticity at 72°F

Modulus of elasticity at 72°F

(after heat compaction)
Modulus of elasticity at 1000°F
(after heat compaction)

Elastic elongation at 72°F
Thermal Properties™

Coefficient of thermal expansion

Specific heat at 75°F

Softening point

Strain point

Annealing point N
Electrical Properties

Dielectric constant at 72°F, 106Hz

Dielectric constant at 72°F, 1010Hz

Loss tangent at 72°F, 106 Hz

Loss tangent at 72°F, 1010 Hz
Acoustical Properties*

Velocity of sound (calculated)

Velocity of sound (measured)
Optical Properties™ ok

Index of refraction

ot
;e

120, 000 psi
250, 000 psi
10, 500, 000 psi
12, 400, 000 psi

11, 800, 000 psi

4, 8%

. 0 -6
2.8 in/inFx 10
. 192

. 555°F

. 140°F

. 215°F

—— O

. 80
.13

. 001
. 0039

oo oNn

17,500 ft/sec
18, 000 ft/sec

1. 547

275,000 psi
350, 000 psi
12, 400, 000 psi
13, 500, 000 psi

12, 900, 000 psi

5. 4%

1. 6 in/in/°Fx 10'6
0.176
1778°F
1400°F
1490°F

4.53
5.21
0. 002
0. 0068

19, 200 ft/sec

1. 523

**Properties measured on bulk glass.

*Properties measured on glass fibers.
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S-glass is an expensive glass fiber with carefully controlled composi-

tion which has been developed by Owens-Corning Corporation for structural
purposes. It has unusually high strength. Its properties are listed in

Table 9.1,

In the popular fiberglass materials there are several types of resin.
In aerospace uses, thermosetting plastics are regularly used. Several
types are common - phenolics because they are cheap, epoxies because they
are strong, and more recently, polyimides because they can survive higher
temperatures. Although epoxy is the resin used in the two basic targets of
the 1978 JANAF pulsed effects test series, and polyimide is the resin
employed in the third target, we shall, nevertheless, also examine some
of the properties of phenolic, Pyrolysis of the resin is an important
phenomenon in the interaction of a laser with fiberglass, and phenolic has
the best characterized pyrolysis properties because of its prevalence in

re-entry applications,

From the previous discussion it should be evident that fiberglass has
many variable quantities, e.g., type of glass, type of resin, layup, ratio
of glass to resin - so that it is difficult to characterize the thermal and
physical properties. The properties discussed below have been garnered from a

2.9, 1, 12, I3:=md represent values for typical fiberglasses

variety of sources
rather than any specific fiberglass, In Fig.9.10.9.12, specific heat,
thermal conductivity and thermal diffusivity are shown as a function of
temperature. The values of the specific heat are seen to vary strongly with
resin content, At room temperature Cordopreg and silica phenolic have
nearly identical values of 1,05 J/g-k The thermal conductivity of
Cordopreg at room temperature agrees with the values quoted by Ref, 7.
For both specific heat and conductivity, the curves end at 400 to 500K
because the resin starts to decompose. The experimental values of thermal
diffusivity for a fiberglass laminate and a fiberglass mat (no resin) are
shown in Fig.9. 12, The values for Cordopreg and silica phenolic are found
to lie above the measured value. The measured diffusivity of the glass mat

depends upon the gas pressure, indicating that the hot gas plays a role in the
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heat transport. As a first approximation, the properties of Cordopreg, 2 as
listed in Table 9.2, are used for all temperatures throughout the

interaction.

During the laser pulse it is possible that high surface temperatures
will be attained and the glass will vaporize. As a first approximation to the
behavior of glass at high temperatures, we use the properties of silica.
Silica melts at 1996K, boils at 3130K, and has a heat of vaporization of
12500 J/gm. The energy required to take silica from a solid at room
temperature to a melt at 2000K is 2156J/g, and it requires 3770 J/g to
reach 3130K (liquid).

Resin does not melt or vaporize, rather it undergoes an irreversible
decomposition reaction called pyrolysis. It is common to fit the observed
pyrolysis rates with an Arrenhius type equation

3 = -Ap exp (-B/T) (9.3)
ot
where p is the resin density, T is the temperature, and A, B and n are
constants. A time T which is characteristic of decomposition of

pyro,
a virgin resin at temperature T, is defined by

1-n
T = o/(22) = 0" exp (B/T) |
pyre (35 A (9.4)

The pyrolysis time, as defined by Eq. 9.4, is plotted in Fig. 9. 13 for a
12, 14, 15, 16, 17

variety of resins, matrices, and heating rates. This plot

is not to be used as a source of detailed rates; rather, it is shown to demon-
strate that the empirically deduced pyrolysis time is not only a function of
temperature, but also a function of resin, matrix, heating rate and type of

experiment.

However, despite the large discrepancies in the pyrolysis times a few

conclusions can be drawn. Vaporization of glass occurs at a rapid rate at
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TABLE 9.2

Properties used to model Cordopreg.

density = 1.8 g/cm3
thermal conductivity = 4.4 x 10'3 W/K-cm
specific heat =  1057J/g-K
thermal diffusivity = 2,3x 10'3 cm2 /sec
194
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3130K. If the target temperature is well below 3130K, say 2000K, all but
one of the curves shows that pyrolysis cannot occur on the time scale of
the pulse (10-5 sec). In fact, it is unlikely that any pyrolysis can occur
during the laser pulse unless temperatures are reached which are high
enough to cause vaporization of the glass. However, pyrolysis is predicted
by three of the curves to occur on the time scale of the interpulse time

(.1 sec) at modest temperatures such as 800 - 1100K. It seems likely,
therefore, that pyrolysis during the laser pulse coincides with glass vapor-
ization whereas pyrolysis between laser pulses is characterized by a

temperature near 950K.

The last property needed to describe fiberglass is the heat of pyrolysis
of the resin. The values listed in Ref. 12 for epoxy and phenolic are 1160 J/g
and 2210 J/g respectively. A more detailed analysis of the heat of pyrolysis
of silica phenolic18 reveals that the heat of pyrol;sis and the relative production

of volatiles and char varies with temperature. Some results of Ref, 17 are

summarized in Table 9.3.

This completes the discussion of the properties of dome materials. It
is clear that considerably more detailed and reliable values are needed before
accurate predictions of material response can be made, however, the values
discussed in the foregoing section are sufficient for constructing first order models

of the interaction.
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TABLE 9.3

Thermochemistry of Pyrolysis (from Ref, 18).

L
Temperature of Pyrolysis, K
Property 672 872 1155
Virgin resin
Sandard heat of formation, AHg
. (298 9°K)
J/gm -2442
Products of pyrolysis
Fraction of resin volatilized, f 0. 107 0. 377 0.494
Volatiles
Average molecular weight M
g/mole 26.2 26.0 15.4
Average specifc heat, Cp,
J/g-°C 1.97 1.93 2.18
Average heat of vaporization,
cal/g _ 1210 444 193
Average standard heat of
formation, AHg (298°K)
A kcal/mole -58.1 -23.9 -14. 6
j J/g -9275 -3841 -3966

Resin char
Standard heat of formation,

AHg
3/g -656 +295 +245
Standard heat of pyrolysis, AHZ98O {T)
J/g resin 124 +862 +1176 +1724

. 4
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SECTION 10
SINGLE PULSE INTERACTION - THEORY

The ability of a repetitively pulsed laser to penetrate a target can be
studied in two sequential steps. First, the physics of the surface inter-
action must be understood; that is, a model must be developed which is
capable of predicting the amount of thermal and mechanical energy trans-
ferred to the target. In the second step, the response of the target to the
delivered energy is assessed. Since the first step deals with the interaction
which occurs between the laser and the target on each pulse, the first

investigations of this phenomenon need use only single pulse experiments.

There are several potential interactions between the laser radiation
and the target; for example, the target may absorb the laser radiation
directly, and mechanical coupling may occur as a result of vaporization of
target material, or the laser may ignite a laser supported combustion wave
which then transfers both thermal energy and impulse to the target. As
discussed in the introduction, the properties of the various targets are not
known well enough to allow a unique determination, on theoretical grounds
alone, of the nature of the interaction. Instead, we adopt the approach of
developing simple models to describe the effects expected under a variety of
possible laser conditions, and then compare the theoretical predictions to
experimental data in order to select the correct model. In this process, we

also gain some information about the physical properties of the material.

In this section the various models of the surface interaction are
developed in the following order: pressure response in absence of plasma,
plasma ignition, pressure response after prompt air plasma ignition,
pyrolysis contribution to pressure, energy requirements for mass removal,
and limits on the fluence remaining in the material (hereafter called re-

sidual energy).
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10.1 Pressure Response - No Plasma

When there is no plasma in front of the target, the only source of
pressure is the vaporization of the target material. For a given surface
temperature it is possible to make an estimate of the pressure exerted on
the surface, but the relationship between the temperature, the absorbed
intensity and the time depends upon the nature of the absorption process.
We first develop the theory for surface vaporization following the approach
of Pirrili9 Studying this process will enable us not only to estimate time

scales but also to determine the pressure as a function of temperature.

A simplified model for the vaporization of a surface irradiated by a
high power laser in an air environment is illustrated in Fig.10.1. The
target will be considered to be semi-infinite, and the laser pulse is specified
as a step function in time, If the absorption is assumed to take placeina
thin layer near the surface, the time to raise the surface to its vaporization

2
temperature becomes

m Tv - To 2
T KPS I (10.1)
-]

where ks is the thermal conductivity, P, is the solid density, <, is the
specific heat of the solid, Tv is the vaporization temperature, To is the
initial surface temperature and Is is the absorbed laser flux. For dome
materials, which typically have absorptivities of .9 or greater, and a
vaporization temperature of approximately 3100K, we find the following
time scales, Ty’ for reaching the vaporization temperature using the

average properties listed in Section 9.

pyroceram 9606 Ty © .7/12

slip cast fused silica 1 = 2/1° (10.2)
2

fiberglass T =.06/1

v
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Fig. 10.1 Schematic of Model Used to Determine the Initial Vapor
Properties. From Ref. 19,
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where T, is given in microseconds and the incident laser intensity I is
2

measured in MW/cm®. These are very short times compared to the pulse

length; vaporization should commence immedijately for surface absorption,

Once the surface begins to vaporize, there is a characteristic time
for the vaporization rate to approach its steady-state value. This time has
been calculated by La,ndau21 for the case of a solid that is melting due to
a heat flux at the boundary. After this time the conditions at the surface are
no longer affected by heat conduction. This time scale can also be estim-
ated to be the time after which the surface recession velocity is approximately
equal to the thermal diffusion velocity up (up ~ \/_K_/.‘:_s , Where K is the ther-
mal diffusivity and t, is the time since the onset of vaporization). If the

steady~state vaporization rate is estimated by
m = 7Fa. (10.3)

where AHv is the heat of vaporization (Hy ~ 12500 J/g), then steady-state

vaporization is approached on the following times scales:

fiberglass ts i 1.4/12
. 313 2
slip-cast fused silica ts ~ 4, /1 (10.4)
2
pyroceram ts s 9/1

where ts is measured in microseconds and I in MW/cmz. If the laser pulse
time is greater than t,, the maximum pressure on the surface is charac-
teristic of steady-state vaporization. For ten microsecond pulse lengths,
fiberglass and slip-cast fused silica should reach steady state vaporization
for intensities greater than -6MW/cm2, whereas pyroceram reaches steady
state only for intensities above l MW/cmz,

"~
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For times much less than te» the vaporization rate as a function of time can be
estimated from an unsteady vaporization model which is presented later in this

subsection.

After steady-state is reached, the vaporization of the surface is con-
sidered to take place across a ''vaporization wave'' which propagates into
the solid (Fig. 10.1). The concept of a vaporization wave has been utilized
by several a.u.i:hors,zz’23 24 and is more appropriate at much higher laser
intensities where conduction is unimportant. However, once steady-state
is attained, this phase change model is assumed, and the conduction effects

serve as a precursor to the wave. The rapid evaporation of material

drives a shock wave into the air, and a contact surface divides the shocked
air from the vapor (Fig., 10.1). The solution for the vapor properties is
obtained by satisfying conservation of mass, momentum and energy across

each of the discontinuities.

Since the recession velocity of the solid surface (equal to the vapori-

zation wave velocity) is much less than the vapor velocity, conservation of

energy and momentum across the vaporization wave can be written

e

2 . ,
u

—_ = - 10.5) !

pu(h+ > Hv) a I (energy) ( |

i
2 .
p + pu = ps (momentum) (10.6) ﬁ
where p, u and h are the vapor density, velocity and enthalpy, respec- | +
tively, ag is the surface absorptivity at the particular laser wavelehgth, I 1

is the incident laser intesity, p is the pressure in the vapor and Py is the
surface pressure, Pressure and velocity are constant across the air/vapor
contact surface, and the vapor velocity and pressure can be related using

2
one-dimensional shock dynamics
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a, 2y, / (Y, + 1)
s (‘L } 1) Y. - 1) (10.7)
p (=

P, ¥ v_ + 1)

where a,, Yo and pm are the ambient sound speed, specific heat ratio and
pressure, respectively. Since the vapor velocity will not exceed the vapor
sound speed, Eq. (10.7) will only be utilized until u = a where a is the
sound speed. For these calculations, a simple state equation is used to

relate the pressure, density and enthalpy of the vapor.

Equations (10.5) - (10. 7) and the state equation yield a system of
four equations for five unknowns, In addition, Vilenskaia and Nemchinov22
and Thomas and Musa.l23 assume that the vapor temperature and pressure
can be related by a phase equilibrium expression, i, e., the vapor is as-
sumed to be in local phase equilibirium on the vapor side of the vaporiza-
tion wave. Kucherov and R:'Lkengla,z26 and An:isimov27 have examined
the vaporization kinetics in more detail, and they conclude that the equili-
brium vapor temperature and the surface temperature are different, Ani-
simov relates the two temperatures using kinetic theory for the case of
evaporation into a vacuum environment, He assumes that it is the surface
temperature that can be related directly to the surface saturated vapor
density, Therefore, it is assumed that phase equilibirum exists in vapor

at some point close to the solid side of the vaporization wave and

P, = P, °Xp (—HV/RTS> (10.8)

where p . isa constant, R is the vapor gas constant and T, is the surface
temperature. Since energy is conserved throughout the vaporization wave,

the surface temperature is assumed to be related to the equilibrium vapor

temperature by
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2
u
h (T) + = = h (Ts) | (10.9)

e

where hg is the vapor enthalpy at the surface temperature. Equation (10.9)

is obtained by integrating the Clausius-Clapeyron equation, It can be shown
. by writing the rate equation for the evaporation process that using the phase

equilibrium expression is a reasonable approximation provided u < Ba,

- where B is the surface accommodation coefficient,

Equations (10. 7) - (10.9) plus the vapor state equation can now be
solved simultaneously to get the initial vapor properties and surface tem-

perature as a function of the absorbed laser intensity I (I = ag I).

The steady-state surface pressure as a function of laser intensity has

: Al\ﬂﬂ.h Y

been calculated for a generic dome material, and is shown in Fig. 10,2,
The pressure of the expanded vapor is also shown since it is used to de-
termine the initial conditions for the plasma ignition studies of subsec-
tion 10.2, For the generic dome material, a normal boiling point of 3130K
is assumed. The heat of vaporization for use in Eq. (10.8) is taken to be
12600 J/g and the value of R is , 211 J/K; these values are designed to fit 3
the pressure curve predicted by the equilibirium code (see Fig. 9.8). The i
value of Y, is 1.4. The surface absorptivity of . 85 has been used in the ;
calculations shown in Fig. 10,2, It should be noted that if the actual vapori- j

zation temperature and heat of vaporization are less than the estimates used
here, the correct surface pressure lies above the prediction shown in Fig, 10.2. )
The observed pressure should lie below the predictions only if steady-state

vaporization has not been achieved.

In the above calculation, the vapor properties were calculated based
upon the assumption that the vaporization rate has reached its steady-state

value. It has been noted that the time scale for approaching the steady value

is usually of the order of the time to raise the surface to its vaporization
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temperature (see Eq. 10.4). It is useful to estimate the time dependent

properties more carefully,

In order to obtain the time dependent vaporization rate and the vapor/
solid thermodynamic state from the time when the laser pulse begins,it is
necessary to solve the unsteady heat conduction equation with moving boun-
daries and a time varying surface radiation flux. One such detailed sur-
face melting and vaporization computer code has been developed by Nash and
Mch:i.ll.28 Such a code could be utilized to obtain the unsteady vaporization
rate, but it was pointed out by Na.sh29 that the asymptotic solutions of
Boley30+3!

yield excellent agreement with numerical results,

0,31
' will be used to obtain the vapor

Boley's asymptotic relations
removal rate pu as a function of absorbed laser intensity and time, For
a step laser pulse in the limit of no melt layer formation and (t - T,) # 0,

the first term result for the vaporization rate becomes

a1? t-r )l/2
_ S v
pu = 3/2 1/2 (10.10)

« PsCs HvTv

where I, is the absorbed intensity, P is the target density, c is the tar-

get specific heat, H, is the heat of vaporization, T, is the steady-state
vaporization temperature,and Ty is the time required to reach the steady-

state vaporization temperature in the absence of vaporization losses. Eq.

(10. 10) replaces Eq. (10, 5) when the properties of the vapor are calcul-

ated as a function of time. It can be shown that the pressure, vapor tem-
perature, velocity and density are only a function of the vaporization rate.

If this early time expression for the vaporization rate is used to determine when
steady-state vaporization is achieved, we find that the mass flux from Eq.

(10. 10) reaches the steady-state value of

8 (10.11)




B

at a time given by

n HV
t,= T, 1+ Z_Tc_s'T_vai- & 2,6 L (10.12)

The steady-state times defined by Eq. (10. 12) are:

2
pyroceram t$ = 1,8/1
i 2 (10.13)
slip-cast fused silica t, = - 5/1
2
fiberglass l:s = .16/1

where t:s is measured in microseconds and I is measured in MW/cmz. The

times listed as Eqs. (10.13) are substantially shorter than those listed as

Eqs. (10.4). The values listed as Eqs, (10.13) are believed to underestimate

the onset of steady-state -- based on simple arguments they correspond to

a mass flux of approximately half the steady-state value, The times listed

as Eqs. (10.4) overestimate the time to achieve a substantial fraction of the

steady-state mass flux. The experiments measure the peak pressure observed

during the laser target interaction and therefore are sensitive to the mass
flux rather than the details of how the steady-state temperature profile is
attained; the characteristic time for the production of a substantial fraction

of the steady -state pressure lies between the two estimates listed as Eq.
(10.4) and Eq. (10, 13).

For fiberglass and slip-cast fused silica, the steady-state pressure
is reached within ten microseconds for laser intensities above .4 MW/(:m2 and
.6 MW/cmz , respectively, For pyroceram, the steady-state pressure is
reached within ten microseconds only at intensities above 1 MW/cmz, but

half of the steady-state pressure can be produced within 10 p sec. at in -

tensities of only .4 MW/cmz. For 20 ;y sec, pulses, the intensities re-

quired to reach a given fraction of the steady-state pressure are .707
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of the intensities required for a 10 M sec pulse. Based upon the above cal-
culations, the steady-state pressure shown in Fig, 10.2 is representative
of the peak pressure expected as the result of surface absorption of laser

energy by dome materials.

In Section 9, it was mentioned that measured values of the absorp-
tion depth of 10. 6 ym radiation in silica range from 4 ym to 20 pm.
The thermal depth of typical dome materials after a ten microsecond pulse
is only 1. 5-3 um. If the absorption depth of silica is typical of the absorp-
tion depth of the dome materials, absorption of the laser occurs in-depth,
and the character of the pressure onset is changed dramatically. Nec bulk
vaporization can occur before enough energy has been deposited to heat the
surface to the vaporization temperature (or higher). Thus, a threshold for
vaporization occurs as a function of fluence (the product of laser intensity
I and time t);
p AH p ¢ AT
It = =2 8 A : (10.14)

K K
L L

where K; is the absorption coefficient at A =10. 6 pum, Pg is the density,

c. is the specific heat, A T is the temperature difference between room

8
temperature and the vaporization temperature T, and AH is the enthalpy
change of the material as the temperature is raised to Tv' (1f chere are
phase changes between room temperature and T, it is important to use the

enthalpy difference. )

From the properties given in Section 9, the product ﬂcLIt) required
3
to reach 3130K is 5.3, 6.3 and 9.5 kJ/cm for fiberglass, slip-cast fused
silica, and pyroceram,respectively. For an assumed absorption depth of

6 um, the threshold fluences become 3.2, 3.8 and 5.7 J /cmz, respectively,

Rapid vaporization does not begin immediately after the temperature

reaches the vaporization point; the heat of vaporization must also be supplied.
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The vaporization mass flux can approach the steady-state vaporization
limit only after both the heat of vaporization H,, and the enthalpy difference
AH required to reach ’I‘V are supplied locally; that is,

KLIt =z p (AH + Hv). (10.15)
For the dome materials of interest, the local deposition of energy must ex-
ceed 25k.'.l'/<:m3 (fiberglass), 26k.'l'/cm3 (slip~-cast fused sil:ica), and Z‘)k.ﬁr/cm3
(pyroceram) in order to reach steady-state vaporization. In these estimates
the normal boiling temperature has been used. At high intensities the tem-
perature for steady-state vaporization is somewhat higher and therefore more
energy must be deposited to reach steady-state vaporization, however, the
change in enthalpy is small so that Eq. (10.15) serves as a suitable first

order estimate,

Note that the time difference between the onset of vaporization and the
onset of steady-state vaporization is large -- .a factor of three to five. For
the expected values of the in-depth absorption coefficient (4 to 20 ym), typical
fluences required to reach steady-state vaporization are 10 to 60 J /cmz.
' Therefore, if in depth absorption does occur, the pressure as a function of
absorbed fluence should lie below the steady-state value calculated earlier
until fluences of 10 - 60 J/cm2 are reached., These are within the
range of fluences used in the experiments and therefore, a threshold

behavior should be seen if the absorption of the laser occurs in-depth.

There is a large fluence regime between the start of vaporization,
when the front surface reaches Tv » and the onset of steady-state vaporization.
Vaporization kinetics are fast enough to permit the steady-state vaporization
rate to be attained instantaneously, but local energy conversation must be
satisfied and it controls the approach to steady-state. As a first estimate
of the rate of increase of the pressure we assume that some of the energy
absorbed behind the surface is transferred to the surface by thermal

conduction, The energy expended at the surface to vaporize the material acts
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as a heat sink; therefore, the surface temperature stays close to the vaporiz-
ation temperature while the temperature of the material immediately

behind the surface is increasing. The temperature profile close to the

surface shortly after the start of vaporization is sketched in Fig, 10.3. The
depth of the thermal wave is approximately m, where K is the thermal
diffusivity and t is the time at which the surface reaches T, (see Eq. (10.14)).
The rate of laser energy deposition into the region occupied by the thermal
wave is approximately K, I m where K, is the absorption coeffi-
cient and I is the absorbed laser intensity. If all the energy absorbed in the
thermal depth is available for supporting vaporization, the relationship

between laser intensity, time and mass flux becomes

2

pu (.‘%_J, Hv) =K I VK (1:-15")l . (10.16)

This expression replaces Eq. (10.5) and is used only until the thermal
depth reaches the absorption depth or local energy absorption is sufficient
to vaporize the surface (see Eq, 10.15), Thereafter, steady-state vaporization
commences, {(The onset of steady-state vaporization is usually determined
by Eq. 10.15 rather than the thermal depth reaching the absorption depth.)
For an assumed absorption depth of 17 microns, the pressure predicted by
in-depth absorption by fiberglass for 10 and 20 microsecond pulses are
shown in Fig, 10,4, The steady-state prediction is also shown.

Note that at low intensity the predictions using in-depth absorption depart
significantly from the steady-state pressures. Since the predictions made
assuming surface absorption lie on the steady-state curve for intensities
above .4 MW /cmz, experimental measurements of the pressure should

permit a determination of the correct absorption mechanism.
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10.2 Plasma Ignition

In the study of metals it was found that plasmas could be ignited
by two competing routes -- prompt ignition during the gain switch spike
caused by surface defects, and plasma ignition in the products of bulk
vaporization, Prompt ignition is the result of surface defects; it is expected
to depend on details, which are not known at present, of the microscopic
structure of the surface, However, prompt ignition is easy to ideutify in
that it occurs quickly, and it does not require the bulk production of vapor.
Difficulty in separating prompt ignition from bulk vapor ignition arises only
if bulk vaporization occurs during the gain switch spike, Vapor dominated
ignition is the result of heating the bulk vapor in thermodynamic equilibrium
until such time as the vapor becomes sufﬁciently ionized to absorb the
laser radiation strongly. (There are also regimes of intensity where the
heating of the vapor may create a difference between the electron
temperature and the vapor temperature, but at low laser intensities the
temperature difference is negligible and equilibrium vapor heating

adequately describes the ignition process.)

In principle, the heating of the bulk vapor in equilibrium is easy to
model., The effective absorption coefficient kL'for laser radiation is a
unique function of pressure and temperature, as are the density p and heat
capacity at constant pressure cp. It is assumed that the heating occurs slow
enough to maintain constant pressure. The temperature T of the gas is

then governed by the equation

dT = ky I (10.11)

C —

ppdt

where I is the laser intensity., Therefore, for fixed initial temperature

T0 the temperature of the vapor can be given as a function of the laser

fluence:




R LEET THWRETE T RS R T

fT pcpdT
' - =It . (10.18)
T kL'

o

The determination of the initial conditions and of the laser absorption
coefficient requires detailed knowledge of the vapor composition, As a
specific example, consider the ignition of a plasma by heating the vapor
products of pyroceram 9606 with an incident laser intensity of 5 MW/cmz.

Pyroceram contains a large fraction of AIZO and A1 O, which is present in

’
the vapor, is known to be a strong absorber it‘ 10.6 ym radiation. Moreover,
as mentioned in Section 9, the compositions of pyroceram and E-glass are
fairly similar, although the nature of the solid, that is presence and absence
of crystals, is substantially different. Equilibrium calculations of the vapor
of SiOZ(slip-cast‘fused silica) indicate that the number of free electrons is
negligible and that the oxide SiO is not a strong absorber of 10.6 uym
radiation., Therefore, the calculation of vapor ignition for pyroceram

should also be representative of E-glass and sets a lower limit on plasma

ignition in the vapor from slip-cast fused silica,

The first step is to determine the composition and density of the vapor
from the target. Pyroceram does not correspond to a single unit or
molecule, so the vapor pressure of the various '"elements'' of the
composition must be determined, As discussed in Subsection 10.1, we
treat liquid pyroceram as an ideal liquid of five parts SiOZ, three parts
A1203 and two parts MgO, The equilibrium vapor compositions of
liquid SiOZ, A.1203 and MgO are obtained from an equilibrium code which
solves the law of mass action and uses the partition functions given by
the JANAF tables? The curve of vapor pressure versus temperature is
shown in Fig. 9.8, The composition of the pyroceram vapor has been
calculated as a function of vapor temperature for two different initial
conditions: (1) equilibrium heating of the vapor at a constant surface
pressure corresponding to steady-state ablation induced by the absorption

of 5 MW/cmZ , and (2) equilibrium heating of the expanded vapor which
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has left the surface. This expansion occurs during the acceleration of
the vapor products to the sonic choking velocity and is accompanied by
cooling of the vapor. The details of how both the surface pressure and
the expanded vapor pressure are determined are discussed in the Subsection

10,1,

The composition of pyroceram vapor at 68 atm. pressure is
shown as a function of temperature in Fig, 10.5, The relative abundance
of the various atomic species is determined by demanding that the vapor be

in equilibirum with the liquid at 4200K.

Once the composition of the vapor is known, the laser absorption co-
efficient can be calculated. Several processes contribute to the absorption:
molecular absorption by SiOz and AlQ, neutral inverse Bremsstrahlung in

which the electron collides with a neutral heavy particle, and ion Bremss-

~ trahlung in which the electron collides with an ion, Neutral inverse Bremss-

trahlung dominates ion inverse Bremsstrahlung unless the ion concentration
exceeds about one percent of the neutral concentration. For purposes of dis-
cussion it is convenient to separate the total laser absorption coefficient k.'I.'.
into two terms -- one representing the inverse Bremsstrahlung contribution,

kI'B. and one representing molecular absorption, k‘M'OL:

ko = k.| 4+ k . (10.19)

The effective absorption coefficient for inverse Bremsstrahlung, in-

cluding the effect of stimulated emission, has the form

he
' - AkT
k =11-
B ( e ) nef n, Q (10.20)
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where k is the Boltzmann constant, h is the Planck constant, c is the velo-
city of light, A is the laser wavelength, T is the vapor temperature, n, is
the concentration of the species i (e is used for electrons), and Q is the
cross-section for inverse Bremsstrahlung absorption by an electron collid-

ing with species i.

The species considered are Al, Mg, Si, O, e, AlO.A.le, Al,0,, MgO,
S0, Op, §iOz, O3, Sip, S, Al AIO', AL0%, A1L,0,*, Mg*, O, sic*, o,*,
Si02+, Si+, 07, 0" and AlO3 . The crocs-rcections for neutral inverse
Bremsstrahlung are not well known, but generally their magnitude is ap-
proximately . 01 of the cross-section for ion inverse Bremsstrahlung. In
the calculations: discussed here, the cross.sections listed in Table 10. 1
have been used, - they represent a synthesis of experimental results, such
as those of Taylor and Ca,ledon.ia.,32 of theoretical models, such as that of
Hyman and Kivel,33 and order of magnitude estimates in the case of mole-

cules for which no information is available., The cross~section for electron-

ion inverse Bremsstrahlung also is listed in Table 10. 1,

Molecular absorption involves detailed calculations of the position and
the width of lines corresponding to transitions between different vibrational
levels. Metal oxides often have rotational-vibrational bands in the neigh-
borhood of 10. 6 pum. Detailed examination reveals that the spectral band
for MgO does not include 10. 6 Hm; only the tail of the SiO band overlaps
10. 6 um; and AlO has a large cross-section which has previously been
ca.lcu1a>,ted.34

The SiO contribution was taken from the calculations by Boni and
Tripplett:35 which use an overlapping line model. The collision broadening
of the lines is substantial at the high pressures expected in the vapor and
the use of an overlapping line approximation is justified, From Fig, 23 of
Ref. 35, the absorption coefficient is found to be 2.5 x 10-4 (atm -cm).l
where the pressure refers to the total pressure of all the components of

equilibrium SiO2 vapor. Since SiO constitutes approximately .6 of the
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Inverse Bremsstrahlung Cross-Sections.

TABLE 10.1

-5
Species Qlem 7]
positive ion 1, 63 x 10"32

Al

Mg

Si

AlO
Si0
MgO

ﬁrﬁT gforg=1.25

6.4 x 10”20 T[K]




total vapor pressure, the effective absorption coefficient of SiO is
4,2 x 10"4 (a,tm--cm)-1 where the pressure now refers only to the partial

pressure of SiO,

The molecular absorption by AlO has been calculated in great detail
in Ref, 34. The collision broadening at the expected pressure is so large
that the predicted absorption is insensitive to the exact value of the collision
broadening parameter., One modification was made to the calculation
presented in Ref, 34 -- an improved value of the oscillator strength of
the vibrational-rotational transitions were used, This value, deduced by
Sulzmann,32 is 3.22x107° A plot of the calculated laser absorption
coefficient corresponding to the compositions shown in Fig, 10,5, is
shown in Fig. 10,6, The molecular absorption contribution and the

inverse Bremsstrahlung contribution are also given.

In Fig, 10,7 the vapor temperature is shown as a function of fluence
for two initial conditions, In the expanded vapor, which is at 27 atm.,
heating to a modest temperature of 4700K (the temperature at which
strong inverse Bremsstrahlung absorption can rapidly heat the vapor to
high temperatures) requires a fluence of 400J/cm2. For an incident laser
intensity of 5 MW/cmz, this corresponds to an 80 microsecond pulse,

At an initial vapor pressure sixty-eight atmospheres, a fluence of
approximately 50J/crn2 is needed to obtain a fully ionized plasma., For

a laser intensity of 5 MW/cmz, this corresponds to a ten microsecond
delay after steady.state vaporization commences. This long delay permits
vapor dominated ignition to be distinguished from prompt ignition during
the gain switched epike. Furthermore, bulk vapor ignition is not expected

except for long laser pulses at high intensity,

If the experiments indicate that plasma ignition occurs in the bulk
vapor, calculations must be done for other laser intensities. Furthermore,
the role of the non- equilibrium effects, such as the electrons having a

temperature'di'fferent from the vapor temperature, must be examined in

detail, and the initial conditions of the vapor must be more accurately

specified. 220
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10.3 Pressure Response -- Plasma Ignited

If a plasma is created by spike ignition from defects or highly absorb-
ing sites, the plasma is an air plasma and is well described by
the analysis of laser supported combustion waves in Part I of this report.
The pressure response is expected to be identical to the response observed
over metal targets; it is given by LSC wave theory at low intensities (below
3to4 MW/cmz) and LLSD wave theory at high intensities (above 8 MW/ cmz)
with a transition zone in between, These predictions are also plotted in
Fig. 10.4 for comparison with the ''no plasma'' predictions. Note that the
predictions for LSC wave plasma and for steady-state vaporization are
equal in the region near 1-2 MW/ cmZ , and can be distinguished only at
higher intensity. Furthermore, the onset of the LSC/LSD wave pressure
is rapid; it occurs on a time scale of approximately one microsecond,
Time resolved pressure histories can distinguish between prompt plasma

ignition and vaporization as a result of in-depth absorption.

The above calculations were made assuming that no vaporization
occurred as a consequence of the radiative transfer from the plasma to

the target,

The effect of vaporization on the surface pressure can be ascertained
as follows. Assume that a fraction of the incident laser energy is coupled
into the target by plasma reradiation. The steady-state surface pressure
can be estimated by using the model for steady-state vaporization presented
in Subsection 10,1, but with the modification that the ambient pressure be
replaced by the pressure of the laser absorption wave. In Fig, 10,8 the
predicted pressure for an incident laser intensity of 2 MW/cmz is shown
as a function of the thermal coupling coefficient, The mass flux is also
shown, The pressure is only minimally above the value expected if there

were no vaporization, even for thermal coupling coefficients as large as .6,
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The time integrated thermal coupling coefficient is expected to be less than
+3, and the instantaneous coupling is usually less than .1 (see Part I), Vapor-
ization into the high pressure plasma does not enhance the surface pressure
significantly unless the vaporization rate is high enough to produce, in one

i atmosphere background gas, pressures of the order of the L.SC wave pres-

sure, Even with 30 percent coupling, the mass flux in the LSC wave regime is

too low to lead to a substantial pressure increase, as can be seen from
Fig. 10.4 by comparing the ISC wave pressure corresponding to an
intensity I with the steady-state vaporization pressure corresponding to
an intensity of .31, In the LSD wave regime, the thermal coupling
coefficient falls far below .3, and the radiation induced pressure is much
less than the LSD wave pressure, Therefore, the pressure predicted

for an LSC wave or LSD wave with radiation induced vaporization is

essentially the same as for the laser absorption wave without vaporization,

It is also possible that vaporization begins first and that a plasma is
] subs equently ignited in the vapor. This ignition process has been
examined in Subsection 10,2, It was found that vapor dominated plasma

ignition is improbable except at intensities greater than 5 MW/cmZ, and

there is a detectable delay time. In order to predict the plasma pressure,
the structure of the vapor absorption wave must be modeled. This
possibility is not pursued here; it is merely noted that since this

mechanism first requires that a vapor be produced, and since thereis

a delay between vapor production and plasma ignition, if this occurs, the
pressure history at early times must be consistent with the vaporization

model (with no.plasma).
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10. 4 Pressure Caused by Pyrolysis

In addition to the pressure produced by uniform vaporization of the
dome materials, which is discussed in Subsection 10.1, fiberglass may
exhibit anomolous behavior because of the pyrolysis of resin, The vapor
production by pyrolysis generally proceeds at a rate limited by the kinetics
of the decomposition reaction rather than at the rate controlled by equili-
brium considerations as is the case in vaporization. Furthermore, pyrolysis
can occur at much lower temperature than vaporization, although the rate
is quite slow. As mentioned in Subsection 9.4, for the values of pyrolysis
rates, which we have available, rapid pyrolysis can only occur at tem-
peratures so high that glass vaporization is also predicted, However, if the
fluence is insufficient to reach these high temperatures, the only mass loss

mechanism available is pyrolysis, Moreover,pyrolysis may persist long after the

pulse has terminated, since the time for the temperature of the material
to cool to half of its initial value is approximately 12 / £ ,where K is the
thermal diffusivity and £ is the larger of the absorption depth for the
laser radiation and the thermal conduction depth at the end of the laser
pulse. A typical value for the former is 5-20 pum; for the latter, 2-4 um,

The characteristic time for cooling then rangeé from 0. 1-2, 0 milliseconde,

A first estimate of the pressure contribution due to pyrolysis his been made

by using an existing ablation code. The code uses the standard formulation
for ablation models developed for re-entry problems, The effect on in-depth,
rate-limited pyrolysis is included, but the energy absorbed by the target
is deposited at the surface rather than in-depth. The treatment is entirely
one-dimensional since the conduction depth at the end of a few milliseconds

is much less than the laser spot radius, The governing equation is

3T d [k 3T 3T
z — ho(=— 10.21)
P 5T S ( ax) + (cp)g mg(é:&)‘ ngg (
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where p s is the density of the target; csis the specific heat of solid; T is
the temperature; t is the time; (<:‘p)g is the specific heat of pyrolysis gas;
rhg is the mass flux of pyrolysis gas; Qg is the enthalpy of pyrolysis per
unit mass of gas generated; Wg is the rate of gas generation per unit
volume and k is the thermal conductivity of fiberglass. The last two terms
represent the energy transfer due to internal gasification (pyrolysis) of

the resin. Equation (10. 21) has been solved by an explicity forward-march-

ing technique in finite difference form with the initial condition

T(x, t=0) = T_ (10.22)

and the boundary conditions for t >0

p c AT
'k—g—;r'=1 -xﬁHv-eoT4- —sﬁ— %"-,x:c (10.23)

where L is the target thickness; m is the vaporization rate at the surface; Hv is
the heat of vaporization; ¢ is the emissivity; 0 is the Stefan-Boltzmann
constant; and I is the laser flux. As discussed in Subsection 9, 3, the pyrol-

ysis reaction rate can be expressed
n E
= - — 10.24
W= A (pr) exp ( RT) ( )

where A and n are constants; Py is the resin density; E is the activation

energy of pyrolysis; and R is the gas constant. The resin density is given
by
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= - o .

t
. = Pro -f Wg dt (10.25)

where Pr, is the resin density of the virgin fiberglass, and the gaseous mass

loss due to pyrolysis is

) L
m =/ Wg dy (10.26)

as
B B
. 2
m = 8 p(Ts> exp (—f) (10.27)

where the 8's are constants and Tsis the surface temperature, For a first order
estimate of the potential effect of pyrolysis, calculations were made for silica
phenolic with the properties listed in Table 10. 2. The properties in the left
hand column are taken from Ref. 14. Since there is a great deal of uncer-
tainty associated with the pyrolysis rate ( Fig., 9.13 ), calculations were
also performed with values of the pyrolysis parameters listed in the right
hand column. These parameters are chosen to fit the pyrolysis rate for the

fast component in Ref, 15,

The prediction of pyrolysis mass loss rate, using the two different ex-
pressions for the pyrolysis decomposition rate, are shown in Fig. 10.9 and
Fig. 10.10. The change in pyrolysis rate strongly affects the maximum
mass loss rate. The maximum surface temperature in the two calculations
is approximately the same but the local pyrolysis rate varies by a factor

of seven. Note that the pyrolysis rate has a maximum which occurs before




TABLE 10. 2

Thermodynamic Properties.

Property Silica Phenolic
Symbol Units Ref. 14 Ref. 15
—————————

P gm/cm 1. 63

: ) P gm/cm3 .32
o
Cp J/gmoK .234 +.523 p
o) -4 -3

K J/sec-cm K -2, 7Tx10 " +3.24x 10 7p
!,

€ .5

AH J/gm 14, 500

B

Bl cm/secoK 2 4.2x 1010
: 8, -.5
3
[{’ B, °K 64, 444
E' -

(C) J/gm°K 1.76

p .
! g
. Q J/gm 2.210

": A sec-l 7 for T < 525 K39 x 108 for T >525 K 3.415 x 108
3 o
’ E/R K 5200 for T <525 K; 15000 for T >525 K | 20440
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‘uniform ablation is substantial. As ablation becomes increasingly more im-

portant, the time available for pyrolysisis decreased, with the result that
the mass loss attributable to pyrolysis (without accompanying vaporization
of the silica) is decreased, In the Fig. 10.9, the decay of the pyrolysis

rate after the pulse is terminated is shown for three different pulse times.

In all three examples, post-pulse pyrolysis accounts for almost a third of

the total mass loss caused by pyrolysis.

The contribution of the pyrolysis gases to the pressure can be estim-
ated by multiplying the mass loss rate by a typical sonic velocity, say 10°
cm/sec, Thus, the peak pressure attributable to pyrolysis alone is es-
timated to be . 6 atm. for the example shown in Fig. 10.9 and only .l atm.

for the example shown in Fig, 10.10.

The above calculations suggest that pyrolysis can cause a mass
loss, but the accompanying pressure is small since the mass loss occurs
over a long period of time, If vaporization occurs, the pressure from

vaporization clearly dominates the pyrolysis contribution.

10. 5 Energy Requirements for Mass Removal

The following discussion of mass removal mechanism concentrates on
fiberglass targets since the possible mass loss mechanisms for pyroceram
and slip-cast fused silica are a subset of the ones for fiberglass. Some of
the more obvious mass loss schemes are: uniform vaporization of glass
and resin; pyrolysis with no glass removal; pyrolysis accompanied by de-
lamination or melt removal or aerodynamic removal. More exotic methods
of removal include the removal of individual fibers by the pressure of
escaping pyrolysis gases, shattering of the fiber by thermal stresses, and
individual fiber removal caused by laser radiation being focused by the glass
fiber onto the back of the fiber, thereby initiating vaporization and the

resultant pressure. It is worthwhile to remember that such exocitic

i




mechanisms are possible; but until experimental data indicates their presence,
it is appropriate to confine the discussion of energy requirements to the

obvious mass removal mechanisms.

The energy requirements for mass removal can be expressed in terms

*
of Q , the amount of energy needed to remove one gram of material,

Herein, uniform ablation is defined to be the removal of glass and
‘ resin in the proportion they are present in the virgin target, The eheréy

requirement, ignoring any losses due to conduction into the target (convec-
tive cooling is insignificant for a single pulse) is given simply by the
heat of vaporization of the glass, the heat of pyrolysis of the resin and the
sensible heat required to raise both glass and resin to the vaporization
temperature. Because the heat of vaporization of the glass is so large,
it dominates energy requirements; the additional sensible heat required to
correctly account for departures of the vaporization temperature from
the normal boiling point of glass is small. For a fiberglass which is 80%
glass and 20% epoxy by weight, the energy required for uniform vaporization

3 *
s corresponds to Q =~ 13,5 kJ/g. For 66% glass and 34% epoxy, the energy

#*
required is given by Q =~ 11,5 - 12,0 kJ/g.

If pyrolysis of pure epoxy were to occur, the energy requirements,
*
assuming high temperature pyrolysis at 3000K,correspond to Q ~3,7kJ/g.
This value might be expected experimentally when a layer of resin covers

the fiberglass, as in E-glass.

However, if the resin is imbedded in fiberglass, the fibers retain
most ~f the heat and the value of Q¥ depends strongly on whether or not
the fibers are moved with the resin. For delamination, in which the
glass fibers are removed after the resin has pyrolyzed, the estimated ¢
value of Q¥ for 20% epoxy and 80% glass is 900 J/g, whereas for 34%
epoxy and 66% glass the required energy is 1050J/g. (Remember that
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no losses by convection or conduction into the target are included in these

estimates,) It is possible the glass fibers can be removed by aerodynamic

shear or by the pressure of escaping pyrolysis products if the glass reaches a

temperature of 1500K (the working point of typical borosilicate glasses) or

2000K (the melting point of high cristobalite (SiOZ) ). Pyrolysis and

melt removal corresponding to these temperatures have Q*'s, res-
pectively, of approximately 1.45 kJ/g and 2, 0 kJ/g for 20% epoxy and
1.6 kJ/g and 2. 1 kJ/g for 34% epoxy. Although these values of Q" are

it e e abn
S S

v
twice the value of delamination, they are still energy efficient mass :

removal schemes compared to vaporization,

If pyrolysis occurs without any glass removal, the value of Q* be- b
comes quite high -- just as much energy is required for pyrolysis at 950K
as for delamination but only a small fraction of the mass is removed.
For epoxy, which has an estimated heat of pyrolysis of 1100 J/g, the o
energy required to remove a gram of resin at a temperature of 950K
without removing any glass is 4.5 kJ/g for 20% epoxy and 3,1 kJ/g for
33% epoxy. If the resin forms a char, as phenolic does, the value of
Q. to remove a gram of material more than doubles because less than 50% of
the pyrolyzed resin escapes. The values of Q* can be as high as 12-13 kJ/g

for pyrolysis accompanied by char formation. Thus pyrolysis of

resin imbedded in fiberglass is an inefficient method of mass removal com-
pared to delamination or melt removal. It should be remembered, however,
that delamination and melt removal are removal mechanisms which are ex-

pected only in repetitive pulse interactions,whereas pyrolysis with no fiber

removal is anticipated only in single pulse interactions.

By summary, any method which removes glass fibers without

vaporizing them is very efficient compared to removal by vaporization.

In single pulse experiments, resin can be pyrolyzed without fiber removal. '




The energy costs for pyrolysis, unaccompanied by glass removal, vary
from moderate (for pure resin or no char information) to exorbitant (for

pyrolysis with char formation).

The above estimates of the energy required to remove material,
are lower limits; it is assumed that none of the energy is expended in
other purposes such as heating excess parts of the target (by conduction)
and convective losses. Conduction losses are negligible in a repetitive
pulse interaction in which penetration is achieved, but they can be ex-
tremely important in single shot experiments or in repetitive pulse experi-

ments which do not achieve penetration.

10. 6 Residual Energy

The energy absorbed by the target during a laser pulse can be expended
in two ways -- it can be used for rapid mass removal on the time scale of
the laser pulse, or it can remain behind in the target as heat. The por-
tion which remains behind as heat, hereafter denoted as residual energy,
can be combined with the residual energy deposited on subsequent pulses
and thereby cause the bulk target to heat to temperatures high enough for
delamination or melt removal or other efficient mass removal mechanisms
to occur. In light of the wide disparity in energy efficiency of vaporization
and the other mass removal mechanisms, it is worthwhile to separate the
energy absorbed during the pulse into (1) the component which is expended
on vaporization and (2) the residual energy which is available for more

efficient mass removal,

In the calculation of residual energy, it is important that long-term pyrol-
ysis, that is pyrolysis which does not occur at high temperatures on time
scales equivalent to the pulse length, be included in the residual energy even

though the energy may be carried from the target by the escaping gases. The
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removal of resin without glass vaporization contributes to the low Q* mech-
anisms., Furthermore, unless uniform vaporization is the only mass loss |
mechanism, the pyrolysis zone will progress farther into the material than

the laser absorption depth. The long time pyrolysis that occurs isthen a result '

of slow thermal heating of the target and, therefore, must be properly in-

cluded as a target heating phenomenon rather than a phenomenon induced by .
3
3 an individual laser pulse, !
1 It is demonstrated in Subsection 10.1 that if there is surface absorp-

tion of the laser radiation, steady-state vaporization is expected to be attained

well within the laser pulse time. An upper limit can then be placed on the re-

sidual energy for surface absorption by calculating the sensible heat stored in

the temperature profile corresponding to the steady-state vaporization. For

steady-state recession, the solution to the conduction equation is !

T = T e—X/xo
v

(10.28)

where T, is the vaporization temperature and x, is a constant length para-

meter determined by the recession rate, The recession rate is given by
= T
al m (Hv + c, v) (10.29)

where a is the absorptivity, m is the mass flux, I is the incident laser

intensity, H

o is the heat of vaporization, and c is the heat capacity of the

target. The spatial temperature derivative at the surface is given by

-k = =mc T (10.30)
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where k is the thermal conductivity. Therefore, the distance x, is given by

(Iir +c T‘J k_
x = 5 (10.31)

o al ¢
s

and the integrated energy in the target is

ka£H+cT)
pc T x =—2= VI" s Y (10.32)
s 8 v O a

where p is the target density. The expressions for the residual energy E.»

as determined by Eq. (10. 32) and the properties given in Sec, 9,are

fiberglass Er =.3/l

slip-cast fused silica Er =1, /ol

pyroceram Er =3/al
2

where E_ is given in J/cmz and I is measured in MW /cm®, For fiberglass,
the dome material of primary interest, the residual energy is miniscule,

For pyroceram it is appreciable.

ln Subsection 10.1, it is pointed out that in-depth absorption is likely to
occur, Rough limits on the residual energy for in-depth absorption can be
calculated from the target temperature profile, In the absence of conduc-

tion, the enthalpy profile for in-depth absorption is given by

where £ is the absorption depth and AH is the enthalpy increase of the front

surface. The amount of energy contained in the 'profile is given by
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Er :pr(X) dx

where'p is the target density, At the time that the front surface first reaches

the vaporization temperature (see Fig, 10.11a), the residual energy Er'

given in J/cmz, can be expressed in terms of the absorption depth § (measured
in ym) as .6 J for fiberglass targets and 1.0 { for pyroteram targets. At the
onset of steady-state vaporization (see Fig. 10.1lb), the residual energy is
estimated as 2.4 gand 3.9 £ for fiberglass and pyroceram, respectively.

The two calculations of the residual energy serve as limits on the maximum
residual energy per pulse, but the range between them is rather large.

More detailed estimates of the residual energy require an estimate of the
fraction of the energy stored in the steady-state profile which can later be
used for post pulse vaporization. A compromise value can be estimated by
calculating the residual energy in the profile shown in Fig. 10,.llc, in which

it is assumed that all energy in the steady profile which exists as sensible
heat at temperatures in excess of the vaporization temperature (but

without the necessary heut of vaporization), is eventually lost to post pulse
vaporization, This profile leads to an estimated value for the residual energy

in J/cmz, of 1.4 4 for fiberglass and 2.4 4 for pyroceram.

The foregoing estimates are applicable when no plasma is created.
When a plasma is formed, it is first necessary to estimate the amount
of radiation which is emitted from the plasma, and then to estimate the spec-
tral absorption coefficient of the target. The LSC wave model can be used to
compute the radiative emissions from an air plasma. For a first order
estimate of the absorption characteristics, the spectral absorption depth
of a typical glass can be used as typical of all the dome materials. The
absorption curve of a typical gla.ss37 is given in Fig. 10,12, In the short
wavelength region, approximately ) <2500A, the absorption depth is small,
.01 microns, and glass acts as a surface absorber, In the wavelength
region ) >lum, the absorption depth is of the order of a few microns, con-

sistent with the estimates in Section 9 and 10.6 um radiation, but this
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(a) Onset of Vaporization
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(b) Steady State Vaporization
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(c) Possible Profile After Post Pulse Vaporization
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Fig. 10.11 Sketches of Temperature and Enthalpy Profiles Used to
Determine Residual Energy Under Three Different
Assumptions.
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spectral region is not important because there is little radiative transport

from the plasma in this spectral regime. In the intermediate wavelengths,
«25 ym < A<l ym, the absorption depth is very large - - and the depth depends
crucially on the purity of the glass, and the lack of imperfections. The wave-

length corresponding to the transition from surface absorption to in-depth
absorption is, likewise, very sensitive to the nature of the glass, However,
the error in identifying the wavelength of the transition is small compared to
the width of the spectral band which has large in-depth absorption. Thus, as
a first approximation, it is appropriate to model dome materials as surface

absorbers for ) < .25y m and in-depth absorbers for A > .25 ym.

The expressions developed earlier for the residual energy limits for
surface and in-depth absorbers are applicable here. It is found that the
plasma radiative emission from the LSC wave is strong in the short wave-
length band, so that the surface absorption limit on the residual energy is
achieved. Thus, vaporization is always present for laser interactions in
which a plasma is created, The short wavelength contribution to the re-
sidual energy is insensitive to the incident laser intensity. About 1 J/cmz

is expected as the residual energy contribution from the short wavelengths for

fiberglass.

In the long wavelength region, the precise value of the absorption
depth is unimportant as long as it is greater than a few microns. Indeed,
because of the small size of both the fibers in fiberglass and the crystal
structure in pyroceram, the huge absorption depths shown in Fig. 10.12
are gross overestimates because other effects, such as scattering, dominate,
Asg a conservative estimate, consider an absorption depth of 20 ym. From
the discussion of in-depth absorption earlier in this subsection, the maximum
residual energy expected for fiberglass with 4~ 20 um is at least lZJ/cxnz
and probably 28 J/ cmz. But the total fluence emitted by an LSC wave
plasma in the spectral band with wavelengths greater than 2500A is limited
to less than 15J/cm2 for even the largest pulses which are presently prac-
tical, so we consider the long wavelength band to be fluence limited rather
than vaporization limited. Plots of the residual energy predicted from LSC

241




wave theory are shown in Fig, 10.13 and Fig, 10.14. In Fig, 10,13 the
predictions for residual energy contribution from each band are shown,
Note that the short wavelength region is vaporization limited, whereas

the long wavelength region is fluence limited. For purposes of this plot
the plasma threshold has been assumed to be 1.5 MW/cm2 -- experimental
evidence as to the threshold laser intensity for plasma ignition is presented
in Sec, 11. The predictions should not be extended to higher than 4 MW/cm2
since the LSC wave is believed to degenerate into an LLSD wave above this
intensity. The combined residual energy from both bands is plotted in

Fig. 10.14. Lines of constant residual energy are shown for varying
values of ‘Tand the laser intensity, A spot area of 250 cm2 is

used in the plot, but the results can be roughly scaled to other spot sizes
by multiplying the residual energy predicted in the plot (for the appropri-
ate intensity and /'r\) by the square root of the ratio of the actual area to the
nominal area of 250 cm®, In this plot the predictions for intensities above

4 MW /cmz have been adjusted to compensate for the transition to an LSD

wave.

In the estimates of the residual energy in the presence of a plasma, it

is assumed that a plasma opaque to laser radiation is formed instantaneously.

However, should the development of the plasma require a formation time of
the order of a microsecond, a considerable amount of energy can be de-
posited by the laser directly into the target before the plasma shields the

surface, This contribution has not been included in the calculations.

10,7 Enegx Available for Ablation

In a single pulse interaction the main method of removing material is
to ablate or vaporize the surface. In the analysis of the surface interaction,
it is useful, therefore, to estimate the amount of energy available for ab-
lation, If no plasma is formed, the amount of energy available for abla-
tion is simply given by taking the total energy (fluence) absorbed, and then
subtracting the energy which is left in the target as residual energy. This
approach should also be valid for a typical pulse in a string of independent
pulses irradiating the same spot.
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However, for the first pulse on a virgin target, the residual energy may
cause post-pulse pyrolysis as the residual energy diffuses into the material,
Moreover, the surface preparation may result in a layer of resin coating the
surface. For first pulse analysis in Sec, 11, we shall neglect the residual
energy estimate and assume that all the absorbed fluence goes into ablation.

(This interpretation may lead to overestimates of Q*.)

In cases where a plasma is ignited, the energy available for ablation
is dominated by the energy transferred to the surface in the band ) <.25 um.
This contribution can be calculated from the LSC wave model. Estimates
of the fluence available for ablation in the presence of a plasma are shown
for a typical spot area of 250 cm? in Fig. 10,15, As in the case of Fig.

10, 14, the results of this figure can be roughly scaled to other spot sizes
by multiplying the prediction at the appropriate intensity and /’r\by the square

root of the ratio of the actual area to the nominal area of 250 cmz.
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SECTION 11

SINGLE PULSE DATA/THEORY COMPARISON

In the previous section the types of phenomena which may occur during
single pulse interaction were investigated,and the results one might expect
were detailed. In this section, we shall analyze the single pulse data38' 39
taken as part of the JANAF program on pulsed laser effects, and compare
it to the theoretical predictions in order to infer which physical phenomena

are important and which ones are unimportant,

11.1 Radiative Emissions

During the experiments performed on single pulse irradiation of dome
38
materials, it was found that at the low intensities of 1 MW /em? no luminous

clouds were observed whereas above intensities of ~ 2 MW/cm2

extremely
bright clouds were found. In the region intermediate between 1 and 2
MW/cmZ, there was a transition region characterized by spotty intermit-
tent production of luminous clouds. The extreme brightness of the cloud

for intensities above 2 MW/cmZ

is almost certainly the result of plasma
ignition. The interpretation of the transition region is somewhat ambi-
guous, however. The luminousity could be the result either of spotty plasma
ignition or of production of a luminous vapor cloud. The difference between
the two possibilities could presumably be ascertained by examination of the
spectral radiation from the cloud; however, this has not been recorded in

the present experiments.

There are two tentative conclusions which can be drawn from these
observations. If the emission in the transition zone is the result of hot
vapor, then the lack of luminous clouds at intensities below 1 MW'/cmZ in-
dicates that no vapor is formed. Since surface absorption is inconsistent
with the absence of vapor at intensities just below 1 MW/cmZ, the laser

must be absorbed in depth, On the other hand, if the emission is the result
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of plasma formation, then the plasma must be formed by site ignition since
a fluence well in excess of the incident fluence used during the experiments is

required to produce vapor dominated plasma ignition,

11.2 Pressure Response

The data on the surface pressure re sponse3?or the single pulse inter-
action with dome materials are shown in Figs, 11,1 - 11. 5, where the sur-
face pressure is plotted against the laser intensity, The duration of the
pulse is indicated by the shading of the data point., For comparison, several
theory lines are drawn, such as the laser supported combustion wave plasma
pressure, the laser supported detonation wave plasma pressure, the steady-
state surface pressure, and the surface pressure predicted for a prescribed

absorption depth for pulse times of 10 to 20 microseconds.

The limited da,t:a.39 on pyroceram is shown in Fig, 11, 1, The in-depth
absorption curves are drawn for an absorption depth of 8 ;. It is seen that
the data at roughly 1.8 MW/cm2 with a 19 ysec, pulse length agrees with
both the laser supported plasma pressure predictions and the steady-state
plasma predictions, However, the data at .67 MW/cm2 with a 17 ysec. pulse
length falls far below the steady-state plasma pressure predictions. Under
these conditions surface absorption by pyroceram should produce the steady-
state pressure; therefore, we conclude that in-deptl. absorption must
occur. Using the in-depth absorption model developed in Section 10,1, we
find that an absorption depth of 8 microns is capable of fitting the data for

2
pyroceram at both ,67 MW/cmz and 1.8 MW/cm,

As mentioned, the high intensity pyroceram data (I ~ 1.8 MW/cmZ)
can be explained by either having a plasma or by having in-depth absorption.
Neither the maximum surface pressure observed nor the fact that a lumi-
nous cloud is produced is capable of distinguishing between the two ex-

planations, This issue is resolved in Subsection 11, 3,
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The maximum surface pressure during the single pulse physics of
interaction experiments39 on slip-cast fused silica is shown in Fig, 11,2,
Most of the data was taken in the plasma regime and falls between the
pressure predicted for a laser supported combustion wave above a surface
and the pressure predicted for a laser supported detonation wave above a
surface., There are indications of a transition from the laser supported
combustion wave pressure to the laser supported detonation wave pressure
in the region above 4 MW/cmz. (One must be extra careful in interpreting
the data since two types of slip-cast fused silica were used; one type was
impregnated with silicone resin; the other type was unimpregnated, The
attitude of the triangles marking the data in Fig. 11.2 distinguishes the
two types. The few data points corresponding to samples with silicone

resin lie above the other points.)

At lower intensities, approximately 1 to 2 MW /cmz, the pressure
lies 50% below the predicted LSC wave pressure, Although these pres-
sures correspond to LSD wave pressures, itis not expected that an LSD
wave can be maintained at such low intensities. It is possible, rather,
that these points represent steady-state vaporization with a heat of abla-

tion slightly higher than that used in the theoretical curves.

The expcrimental resultg 9for surface pressure for experiments
using E-glass targets are shown in Fig. 11.3. Note that these are all
high intensity experiments and that the data is well represented by the
LSC wave pressure predictions, Only one point is peculiar in that it -
lies above the predicted LSC wave value, This point is discussed later in
Subsection 11. 3, The other point which does not lie on the LSC wave

prediction is consistent with the transition to an LSD wave.
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The surface pressure390bserved during the interaction of the laser

beam with a Cordopreg target is shown in Fig, 11,4, Once again, the high
intensity data, around 5 MW/cmZ, is in good agreement with the I.SC wave
pressure prediction, Atl MW/cmZ, the pressure for short pulse times,
such as 10 microseconds, lies well below the predicted steady-state
pressure. If the laser were absorbed at the surface, the steady-state
value of the pressure is predicted; therefore, this indicates that in-depth
absorption occurs. The theoretical predictions for in-depth absorption
with anabsorption depth of 6 microns are also shown in Fig. 11.3 and they
are consistent with the data. In particular, the point at approximately

.9 MW/cmZ, which has a pulse length of 15 microseconds, lies above the
pressure observed at 1,1 and 1.5 MW/cm2 because the low intensity point
corresponds to a larger fluence, Only the point at 1,75 MW/cmZ, which
lies considerably above the LSC wave prediction, is at variance with the
predictions based on in-depth laser absorption below plasma threshold and
LSC wave plasma ignition above plasma threshold., From this data the
exact point of plasma ignition cannot be ascertained, although the fact

the pressure for one data point at 1.5 MW/crnz lies considerably below the
LSC wave prediction suggests that, in Cordopreg at least, one must
exceed 1,5 MW/cm2 in order to ignite an LSC wave plasma. The aata points
near 2 MW/cm2 are consistent both with steady-state vaporization and the

ignition of an L.SC wave plasma,

In order to show the best theory/data fit, we have plotted in Fig. 11.5
the surface pressure data for all four targets. In general, the surface
pressure appears to be independent of the detailed nature of the target for
a given intensity., Above 2 MW/cm2 the surface pressures are in general
agreement with the laser supported combustion wave plasma prediction
with the transition from LSC wave to LSD wave occurring above 4 MW/cmz.
Below approximately 1,5 MW /cm2, the surface pressure predictions are

in general agreement with an in-depth absorption model having an absorption
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depth of approximately 6 microns, The region between 1.5 MW/cm2 and
. 2

2 MW/cm™ is consistent with both the LSC wave interpretation and the

steady.state vaporization interpretation. This data does not resolve the

issue of the precise threshold for plasma ignition.

11.3 Temporal Surface Pressure History

SRI measured not only the maximum surface pressure but also the
entire temporal response of a pressure gauge on the back surface of the
target:s.9 The interpretation of this data is somewhat clouded by the fact
that there is a time delay between the pressure being imparted to the
surface and the response of the detector. The delay obstructs absolute
measurements of the onset time of the pressure. However, the qualitative
nature of the curve can give us an indication as to whether the pressure
was imparted promptly or whether it occurred with a gradual buildup.

Sketches of a variety of reduced pressure traces from SRI are shown in

Figs. 11,6 - 11,9,

In Fig. 11.6, the pressure response is plotted for an aluminum target
(for reference) with an intensity of approximately 3.9 MW/cmz, and an
E-glass target with an intensity of 4, 71\/1'W/c:m.2, The pulse time in both
cases is approximately 10 microseconds. It is well known that there is a
plasma over the aluminum surface at these intensities. The aluminum
pressure trace rises abruptly to approximately 25 bars which is consistent
with the predictions based on laser absorption wave theory. Both the
rapid pressure rise and the sawtooth nature of the earlier time pressure
response are typical of measurements of surface pressure produced by
plasmas. (The sawtooth nature of the pressure response may be an
artifact of the transducer response to rapid pressure increases, rather
than an accurate representation of the surface pressure, Even ifitis

only an artifact, it can still provide information about qualitative changes
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in the character of the pressure response because the surface interaction

at laser intensities where the response is jagged must differ from the
interaction at laser intensities where the response is smooth,) The E-glass
example similarly exhibits an abrupt pressure response rising to
approximately 25 bars immediately. The jagged structure of the pres-

sure response in this case is extreme with a peak value of roughly 42 bars
being given. This is the value which is plotted in Fig. 11.3. However,

the pressure that is predicted by laser supported absorption wave theory

is a time-average value over the plateau pressure of the laser pulse, For
this E-glass example a more reasonable pressure is approximately 30

bars, which is consistent with the other pressure measurements shown in

Fig. 11.3. Normally, the saw-tooth nature is not so extreme, and the differ-
ence between the peak pressure, which is plotted in Figs. 11.1 - 11. 5,and the
average pressure of the plateau is only a few bars, This example was singled
out to show how some of the unusual points can be understood by detailed ex-
amination of the pressure trace. Furthermore, it shows that the character
of the pressure response over the E-glass at an intensity of 4.7 MW /cm2

is similar to that of aluminum, in that the pressure response is abrupt and

the plateau has a sawtooth character. E:

The traces for three shots on pyroceram are shown in Fig, 11,7, The
intensities of these shots are .7 MW/cm2 and 1,8 MW/cmZ. The initial
pressure onset in all three cases is much slower than it was for the
aluminum shot in Fig. 4.6. This behavior is consistent with in-depth
absorption, but it cannot be unambiguously determined whether the response
nf 1.M MW/cmZ is indeed the result of in-depth absorption or rather the

result of goor plasma ignition, One would speculate, however, from the

., +1ee 1. e, that in-depth absorption is the more likely reason.




The traces for four shots on slip-cast fused silica are shown in
Fig. 11.8. The low intensity shot at an intensity of 1,02 MW/cm’ has a very
slow rise in pressure consistent with in-depth absorption., The rise for an
intensity of 1.9 MW/cm2 is also quite slow and is suggestive of in-depth
absorption, For an intensity of 3,74 MW/cmZ, however, there is an
abrupt pressure rise and the jagged structure characteristic of the
measurement of an LSC wave. The same nature is evident in the trace
for the shot at 10.7 MW/cmZ. These results suggest that in-depth
absorption and poor plasma formation are present below 2 MW/cmz for
slipcast fused silica, but at a higher intensity there is abrupt formation

of a plasma.

Several traces are plotted for Cordopreg in Fig, 11,9, The lowest
intensity case, .98 MW/cmZ, exhibits the slow onset of pressure
characteristic of in-depth absorption with no plasma formation. The same
character persists at intensities of 1.1 MW/crn2 and 1.4 MW/cmZ. However,
at an intensity of 1.73 MW/cm2 the pressure tends to rise more quickly
and to show the beginning of the jagged peaks associated with the

measurement of pressures produced by LSC waves, At even higher

"intensities the pressure rise is still quite steep taking only of the order

of a few microseconds, but the pressure trace is smoother than the

1.73 MW/cm2 case, Nevertheless, it is believed that above 1.73 MW/cm2
there is indeed an LSC wave plasma formed, The analysis of the pressure
traces for Cordepreg suggest that no plasma is formed below 1,5 MW/cm
but plasma is formed above 1.73 MW/cmz. We do not know, however,
whether or not plasma is formed at intensities between 1,5 MW/cmz

and 1.7 MW/cmz.




A

Ag mentioned above, the interpretation of these pressure traces
is very tenuous, both because the absolute time scale is not known and
because there are substantial variations in the pressure about the con-
stant slowly changing values predicted by theory. However, certain
qualitative trends persist and can be used to justify the conclusion that,
for the first lacer pulre, plasmacs are not formed over dome materialse

2
until an intensity of 1.7 to 2 MW /cm  is achieved.

1.4 Q in Single Pulse Experiments

The values of Q* measured in the single pulse physics of interaction
experiments38 for Cordopreg and E-glass are shown in Figs. 11.10 and
11.11. Because of the large amount of scatter in the Q* data, it is impossible
to use the Q* data above to deduce the nature of the surface interaction.
Since we have already used the pressure data to infer the nature of the
jnteraction, we now examine the QJ: data to ascertain if it is consistent
with the conclusions derived from the pressure data. In other words,
the detailed examination of the QﬁC data discussed below, strives to demonstrate
that the Q>;c data is consistent with the model developed to explain the

e
pressure data; it does not attempt to prove that the Q data can be explained

only by this model,

The data in Fig. 11,10 represents the Q>:< for Cordopreg alone, At first
sight it may appear that a good fit to the data is to draw a straight line start-
ing from the point at .78 MW/cmZ , extending through the bulk of the
data between 1 and 2 MW/cmZ, and finally ending roughly in the middle

of the scattered data points around 4 to 6 MW/cmz. However, this approach

to correlating the data is at variance with the known physics, It is believed,
2

as has been discussed earlier in this section, that below 1.5 to 2 MW /cm
there is no plasma formation whereas above 2 MW /cm2 the interaction is
surely dominated by the formation of a laser supported combustion wave,
The amount of energy transferred to the surface by these two different

types of interactions is expected to differ widely. Therefore, one does
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not expect a single straight line to be a true representation of the physics
underlying the mass removable mechanisms in both regimes. Instead,

both regimes must be treated separately.

The measurement of Q* was complicated by the presence of grease
on the back surface of the fiberglass targets. This grease was needed to
make the good contact with the pressure transducers on the back surface,
but it had to be removed in order to make a measurement of Q*. As a
result, it is possible that some grease was left in some measurements
and erroneously low values of Q" were reported. The value of Q" for

2
.78 MW/cm in Fig. 11.10 is such a possible cace. We will ignore that point.

The value of Q* between 1 and 1. 6 MW/cm2 falls in the range between
9 and 10 kJ/g. This is interpreted as being the Q" for vaporization, As

we move to higher intensities, near 2 MW/cm2

, this trend persists, but
there also are some points which have considerably higher values of Q*,
Two possible explanations of this behavior are: (1) spotty plasma °
ignition occurs at these intensities and therefore the energy is not used
as efficiently as one approaches 2 MW/cmz; or (2) thereis a small
amount of resin on the surface and that the first shot does not truly
represent vaporization of an almost homogeneous material, but rather
represents first removal of resin layer at low Q* followed by uniform
ablation which has a higher Q*. This latter explanation is favored by
the three data points represented in Fig. 11.10 by squares. They
represent three subsequent irradiations of the same spot. The first
irradiation has a Q* of about 10,5 kJ/g which is consistent with the Q*
measured in the region between 1 and 2 MW/cmz. The second and

third shots on the same spot, however, show higher value of Q*;
namely, 13,5 kJ/g and 14.5 kJ/g. This sequence of three shots in-
dicates that a lower Q* mechanism operates for at least part of the first
pulse, (It is possible to explain this behavior as being the result of
plasma ignition only if the plasma ignition threshold changes between the
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first and second pulse.) It is claimed, therefore, that the data between 1
and 2 MW/cm2 can be understood as a result of mass removal by ablation
without the formation of a plasma, The typical value of Q:{< in this regime
for multiple pulse experiments (where first pulse effects are minimized)
is expected to be roughly 13.5 kJ/g as long as there are no additional mass

removal mechanisms present in multiple pulse experiments.

The data between 4 and 6 MW/cm2 lies considerably above the data
between 1 and 2 MW/cmz. This is consistent with the interpretation of
the formation of a plasma, followed by ablation of material due to the
energy transfer by reradiation from the plasma, A theoretical prediction
for the value of Q’k corresponding to energy transfer from an air plasma
is shown in the dashed line labeled 7 = 1. This line is drawn assuming
that a Q* of 10 kJ/g, the value that fits the below plasma data, is appropriate
for characterizing mass removal by the energy which reaches the surface.
The LSC wave theory of Part I for the energy radiated from the air plasma
was used. All radiated energy was assumed to be absorbed by surface,
The difference between the '/r\ = 1 line and the Q* =10 kJ/g line is the re-
sult of the inefficiency of coupling the energy into the surface through a
plasma. The data was taken for values of fr ranging from 1,3 to 3; there-

A
fore, one would expect that the results should fall above the v = 1 line,

It should be noted, however, that there is substantial scatter in the
data at high laser intensity. In fact, for one typical example, a shot at
4.7 MW/cmz, two widely different values of Q* were found on two identical
experiments on fresh targets. One value gave Q* of 28 kJ/g whereas the
other gave a Q* of 72 kJ/g. Thus, the scatter represents experimental
uncertainties in data rather thap the effect of changing laser pulse param.

eters,

267

’l i ;




These uncertainties are expected for two reasons: only small amounts

of mass are being removed and, therefore, it takes only small variations

in the amoant of mass removed to lead to large variations in Q*; and the
presence of grease, which may not be as important when large amounts of
mass are removed, becomes extremely important for the small amounts

of mass removed here. It is not the purpose, however, of this analysis to
try to explain all the details of the data. Rather, it is to indicate that the .
gross features of the data can be understood considering mass removal by
vaporization. In summary, we find for intensities below 2 MW/crn2 no
plasma is created, and the value of Q* experimentally observed in
approximately 10 kJ/g (for the first pulse}). For intensities above 2 MW/cmz,
air plasmas are ignited and the data, which has a large amount of statistical
uncertainty, does not contradict the notion of vaporization induced by

radiative transfer from the plasma.

In Fig, 1.1l a similar plot of Q* data is shown for E-glass, It should
be noted that E-glass has a rather large layer of resin over the surface,
estimated to be roughly 10 microns thick, The data for E-glass once
again has roughly the same character as for Cordopreg. Below 2 MW/cm2
the data falls roughly on a flat line around 6 J/cmz. At 2 MW/cmZ,
there is substantial variation in the values of Q*. Above 2 MW/cmZ, in
the plasma regime, the value of C)>:< is significantly higher than the average
value of 2 MW/cmz. Because of the large scatter in the data and the
existence of a variety of phenomena such as the removal of the resin overcoat
and the substantial variation in Q* for a sequence of three pulses on the

same target, the data interpretation is explained in more detail below.
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At an intensity of approximately .75 MW/cmZ, there are two data
points taken under similar conditions. They vary substantially; one
value is 4 kJ/g whereas the other is 8 kJ/g. Since there is no reason to
favor one of these points over the other, for purposes of data interpretation
they can be considered as statistical scatter about an average value of
6 kJ/g. Then the data in the range of intensities between ,75 MW/cmZ and
1.5 MW/cm2 are consistent with a constant value of Q*. Moreover, all
these data points correspond to the same incident laser fluence of
approximately 15 J/cmz. It is possible, then, to interpret the low constant
value of Q* as the result of first removing the resin coating, and then
ablating some of the fiberglass, We assume that the pure resin can be
removed with a Q* of 3,5 kJ/g, whereas uniform ablation requires the
expenditure of 13,5 kJ/g (see Subsection 10.5). It then requires 4 J'/crn2
to remove the resin coating before uniform fiberglass ablation occurs.
The average value of Q* predicted for a 15 J'/cmz pulse is approximately

7.5 kJ/g which is in reasonable agreement with the data.

At an intensity of approximately 2 MW/cmZ , there is a large amount
of scatter in the data. Although it is possible that this scatter is caused by
intermittent plasma ignition, it is also consistent with the model used between
.75 MW/cm2 and 1.5 MW/cmz. First note that the lowest value and the two
highest values of Q*, corresponding to the round circles, represent a three
shot sequence on the same target. They illustrate the increase in Q* as
the resin overcoat is removed; they are not analyzed further. The
remaining data represents an average value of 8,5 kJ/g, approximately
30% higher than the constant value observed between .75 MW/ cm2 and
1.5 MW/cmz. However, the data at 2 MWIcmz represents an incident laser
fluence of approximately 30 J/cmz. The average value of Q* for this
fluence, as predicted by the model used to explain the lower fluence data,
if 9.8 kJ/g, which is 30% higher than the lower fluence prediction. Thus, i
the 2 MW/ cmZ data is consistent with the explanation of the lower intensity data. i
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At intensities above ZMW/cm‘2 there is no apparent correlation
of the data, However, two pairs of data points can be identified in which
each of the pair of points were measured under similar conditions.
The wide discrepancy between the measured values of Q* under similar laser
conditions indicate that the observed scatter of the data at high laser intensity
is the result of experimental uncertainty. For example, at 4 MW/cmz
there are extremely wide variations in the values of Q*; one measurement
gives 12 kJ/g whereas another gives 72 kJ/g. If the values are averaged,
however, the experimental data falls close to the theoretical predictions

*
for Q fort? =1 and 7 = 2.

£2
The theoretical values of Q for E-glass shown in Fig, 11,11, are
lower that those for Cordopreg (Fig. 11,10) in the plasma regime. It is
assumed that the plasma radiation ablates material with the same

efficiency as the laser radiation., Thus, since the measured value of

ade
b3

Q below plasma threshold for E-glass is approximately 6.5 kJ/g,

which is 35% below the value measured for Cordopreg, the predicted value
&

of Q above plasma threshold is also 35% lower for E-glass than for

Cordopreg.

As a result of the analysis of Q* on the single pulse, physics of
interaction experiments, we find further confirmation for the view that
below 2 MW/cm2 there is no plasma (or at least the interaction is not
dominated by the presence of a plasma), whereas above 2 MW/cmZ the

interaction is controlled by the presence of a laser supported combustion

wave,
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11.5 Model for Laser -Target Surface Interactions

As a result of the comparison of the theory and data for single
pulse interactions of 10.6 um radiation with dome materials, a picture
of the interaction has emerged in which two regimes exist where
different phenomena control the physics of the interaction. At high
intensity the interaction proceeds via the prompt ignition of an air LSC
wave, The pressure and radiative transport to the surface of the target
can be computed from the LSC wave theory developed in Part I of this
report. The plasma radiation is absorbed at the surface of the target for
wavelengths less than .25 m and is absorbed in-depth for wavelengths
greater than .25 ym., Target vaporization, caused by the absorption
of the plasma radiation, has little effect on the surface pressure. The
intensity threshold above which plasma effects dominate the surface
interaction has been determined to be 2 MW/cmZ, at least for single
pulse experiments, This is not to say that plasma ignition never occurs
at intensities below 2 MW/cmz but only that it does not dominate the

single pulse interaction with virgin targets,

At low intensities, below 2 MW/cmZ, the laser target interaction
is dominated by the direct absorption of the laser, This absorption
occurs in-depth with an absorption depth estimated to be 6 um for fiber-
glass and 8 ym for pyroceram, Pressure is generated only as a result
of vaporization of the target, Theoretical calculations indicate that
the absorbed energy is partitioned into a portion which vaporizes the
target and a portion, called residual energy, which remains in the target
as heat. The residual energy contribution is limited by the onset of
vaporization; for an absorption depth of 6 ym, it is estimated that the
residual energy per pulse is limited to a maximum value of the order of

8-14 J'/c:m2 .
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SECTION 12

REPETITIVE PULSE INTERACTION WITH FIBERGLASS

In the two preceding sections it has been shown that mass removal of

;: fiberglass during a typical pulse in a train of pulses is characterized by a
value of QF of approximately 13. 5 kJ/g. (The first pulse, of course, ex-

hibits a somewhat lower value of Q*.) If vaporization during the pulse is

iz oo an g il

E the only method by which mass is removed, the fluence required to pen-

etrate a thick target can be easily estimated. For example, to penetrate

a 25 ply target of Cordopreg requires a total fluence of 15.2 kJ. Since
this fluence must be supplied at intensities below the plasma threshold,
say 1.5 MW /cmz, it requires over 500 twenty microsecond pulses to pen- 1

etrate the target,

There may be, however, other mechanisms which can enhance mass

removal. It is possible that after sufficient ablation the impulse

generated by ablation may punch through the target. However, from ex-
periment‘foit is known that the impulse generated in the interaction can

not destroy a virgin target with more than two plies. Therefore, impulse i
alone can not be expected to significantly decrease the requirements for ‘

penetration of a thick target,

The above discussion assumes that each pulse operates independent-
ly and there is no effect on the target other than immediate target material

41 .
removal.” " Since the energy and pulse requirements for ablative penetra-

tion of a target are prohibitive, it is worthwhile to investigate other mass
removal mechanisms which are more energy efficient. It was noted in Sub-
section 10, 5 that any mechanism which does not vaporize the glass fibers
can provide substantial benefits in terms of energy efficient mass removal,
Delamination presents an extremely efficient method of removing material;

it can result from the gradual build.up of energy in the target over a

M sl M“L‘L




series of pulses. Moreover, delamination was observed in the early scop-
ing experiments with fiberglass targets?z Thus, we concentrate, in this sec-
tion, on developing a first order analytic model for laser induced delami-
nation of fiberglass. In addition, we estimate the potential effect of com-
bustion of the pyrolysis products on mass removal for fiberglass, These

models are then compared to the available data.

12.1 Delamination Model

Delamination is the removal of an entire ply of fiberglase
rather than rome intermediate amount of material. The role of resin
in fiberglass has been mentioned earlier -- it protects the fibers from rub-
bing against one another and breaking, and it transmits shear across a
broken fiber. It is plausible, therefore, that the disappearance or de-
grading of the resin throughout the whole thickness of a ply, is a neces-
sary condition for delamination. The mechanism by which the resin is
likely to be removed or degraded is pyrolysis caused by heating of the
target. From our earlier analysis of laser absorption, it was deter-
mined that the laser is absorbed within 6-8 ym of the surface. Since a ply
of Cordopreg is approximately . 025 cm thick, the energy required to
pyrolyze the resin must be transferred to th{e rear surface of the
ply by conduction, Furthermore, only the energy which remains in the
target after the pulse is terminated, that is, the residual energy
defined in Subsection 10, 6, is useful in heating the target. The energy
expended in vaporization is carried away from the target and can not con- :

tribute to delamination.

From the above cbservations, a first order model of delamination
can be constructed, The target heats as a result of the residual energy
flux, The energy which is deposited near the surface is transported into
the target by thermal conduction, and a temperature profile similar to the
one sketched in Fig, 12,1 is obtained. Pyrolysis occurs as the resin is

heated. Although the pyrolysis commences at low temperatures, it
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becomes significant on the time scale of the pulse repetition period only when

a temperature of the order of 950K is reached. (See the discussion in Sec.
9.3.) The criteria for delamination is that enough energy be conducted to the
back of the ply to heat the fiberglass to a temperature close to 950K and to
provide the heat of pyrolysis, If the conduction of the heat into the target is
approximated by analytic solutions of the conduction equation, the heat of pyrol-
ysis must be incorporated into the model by adjusting either the specific

heat of the material or the ''delamination'' temperature which is denoted by TD. -
The latter method is used in the model detailed below, and delamination occurs

when the temperature at the back interface of the ply reaches the delami-

nation temperature, as illustrated in Fig. 12,1,

As a first approximation, it can be assumed that the residual energy
ER is deposited near the surface of the target in a profile corresponding
to in-depth absorption with an absorption coefficient kL; that is, the initial
temperature profile immediately after the laser pulse 2nds is given by
ER - ka
P c
8 s

T (x) = (12.1)

where P is the target density and g is the specific heat. The conduction !
of energy into the target during the interpulse time is controlled by the 1

usual conduction equation

2
AT 3 T
— = 12.2)
P cs ot k > (

s c axZ

where k is the thermal conductivity. The solution for the temperature pro-
c
file T(x,t) of the target, at a time t after the profile given in Eq. (12.1)

is imposed on the target is given by

E_k

2
T (x,t) =é::_c: exp (\/i—i@) F(kl}/x—t‘ ‘:ﬁ—’:c_-;,) + F(“w\/ﬁ‘?‘) (12.3)
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where £ is the thermal diffusivity, (k= kc / (Pscs)) In Eq. (12, 3) the function !
F (y) is defined by ]

2 7 g2
F v =_§£__f e dz (12.4)
J X

VT

The temperature at any point x after a series of pulses is found by summing
the contributions from each individual pulse, using the appropriate delay time. 1

A typical plot of the surface temperature divided by E_ is shown in Fig. 12,2

R
for a ten Hertz rep rate, The temperature at the rear of the first ply,

x = .025 cm, is shown for three values of the absorption depth £ (£=1 /kL).
The temperature history at the rear of the second ply (x = . 05 cm) is il-
lustrated for one absorption depth. If the absorption depth is small com-
pared to the ply thickness, an increase in the absorption depth results in a
small increase in the temperature at the back of the first ply for a fixed
number of pulses. For absorption depths of the order of the ply thickness 1
the trend is reversed, and the temperature at the back of the ply decreases !
with increasing absorption depth. The large values of the absorption depth :
‘ are of interest only for radiation emitted by the plasma in the wavelength
band A > 2500A. Direct laser absorption has an absorption depth of :
6-8 pm. The temperature history is insensitive to such small uncertain-
ties in the absorption depth, so we shall restrict further discussionto a

nominal absorption depth of 8 um.

Enough energy must be transported to the back of the first ply to heat
. the fiberglass to a temperature of the order of 950K and to supply the heat
t of pyrolysis. For a heat of pyrolysis of 1000J/g, and a resin content in
. the range from 20-30%, the temperature difference equivalent to this heat
content is approximately 850-975K. The precise values for the heat of
pyrolysis and the delamination temperature depend on the details

of the material, Note that the number of pulses to reach the delamination
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temperature is sensitive to the value of ER. Lines corresponding to delamina-
tion at a heat content equivalent to a temperature difference of 910K are shown
in Fig. 12, 2 for three values of Eg- First ply delamination is predicted in

13 pulses for Ep = 10 J/cmz, 28 pulses for Ep = 6 J/cmz, and 38 pulses for

5 J/cmz.

A considerable amount of heat is transported into the second ply before
the first ply delaminates. This energy preheats the ply and, therefore, fewer

pulses are needed between first and second ply delamination.

The approximation we have used is a simple analytical model to de-
scribe the complex process of heat conduction within a material which con-
tains a resin. Pyrolysis is somewhat akin to a change of phase and can not
in general, be modeled analytically, The conduction solution described
above is not reliable for estimating the amount of energy conducted past the
pyrolysis zone into the depths of the material. However, as a first order
estimate, the conduction solution can be used to model the preheat if the
residual energy in Eq. (12. 3) is replaced by an effective value E; which
is designed to compensate for the fact that less energy traverses the pyrol-
ysis zone than is predicted by a pure conduction model. The value of Er'

is determined empirically in Subsection 12, 3.

The delamination of subsequent plies can now be estimated, First the
rear surface temperature of a freshly exposed ply must be calculated. This
can be computed from Fig. 12. 3 which gives the ratio of T/E'rfor the rear
surface of the second ply (x = ,05 cm.,) at the number of pulses correspond-
ing to the delamination of the first ply. For simplicity, it is assumed that
this contribution to the heat (temperature) does not change appreciably be-
fore delamination occurs, The number of pulses to delaminate the second

ply is then found from Fig. 12. 3 by locating the number of pulses needed to
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increase the temperature, at a depth of . 025 cm., from the preheated value

to the delamination value., For third ply delamination there are two contri-
butions to preheat -- heating of the third interface (x = .075 cm) until first

ply delamination occurs and heating of the second interface (x = .05 cm)

for the number of pulses between first and second ply delamination., The
number of pulses between second and third ply delamination is again iden-

tified as the number required to raise the temperature at x = . 025 cm from the

preheated value to the delamiration val ue.

Predictions for the delamination of fiberglass have been made for the
following conditions: ps =18 g/cm3, c, = 1,05 J/g-k, ¥=2.3 x 10"3 cmZ/sec,
ER =5.6 J'/cmz, E; =18 J'/cm2 and a delamination temperature differ-
ence of 880K (this corresponds to a real temperature of approximately
850-950K when corrected for pyrolysis. For these values, the temperature
difference at the front surface and at the rear of several plies is shown
as a function of pulse number in Fig. 12. 4. The plot of number of
pulses versu- plies delaminated is shown in Fig. 12. 5 with a smooth line
through the predicted delamination pulse numbers. Note that there is
considerable acceleration in the ply delamination rate. The available
data for Cordopreg is also shown. 42 It is required that the target have at
least six plies so that acceleration effects caused by the finite thickness of the

target can be ignored. The theoretical delamination rate saturates at approx-

imately one ply per 13 pulses if the predictions are extended past four plies.
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Considering the simplicity of the model, the agreement between theory and the

!
experimental data is remarkable. (Of course, the value of Eg, E_ and Ty
are free parameters in the model; but the values used in the comparison
are based upon empirical evidence and theoretical calculations. The per-

missible values of these parameters are discussed in Subsection 12, 3.)

In the experiments, it was necessary to have a flow of air across the
surface to remove debris and to improve the beam propagation. Another
effect of the air is to cool the target, Experiments performed with flat

metal plates and the same wind tunnel indicate that the convective cooling

rate is approximately given by

G ~.08 (M) 2 AT [W/em? (12.5)

where M is the Mach number of the flow and A T is the temperature differ-
ence between the target surface and the ambient air. This paramateriza-
tion is consistent with theoretical calculations, 43 Delamination can not occur
unless the front surface temperature is sufficiently hot to cause conduction
to transport energy back into the pyrolysis zone which is at a temperature of
approximately 900K, As a first estimate, a surface temperature of 1050K
is used to estimate the convective cooling losses. (It is realized that the
surface is not at this temperature throughout the entire pulse sequence,

but it must be at temperatures of this order for a substantial fraction of the
pulse sequence.) For a ten Hertz pulse repetition frequency, the convective
losses estimated from Eq. (12, 5) are 6 (M) 8 J/<:m2 / pulse. For a flow of
M = 0.1, the losses per pulse are .9 J/cmz; for M =0.3, 2,2 J/cmz; and for
M=0.9,5.3 J/cmz. If the residual energy per pulse is approximately

7 J/cmz, it is clear that the convective losses at 10 pps can be important

as the flow is increased beyond M = 0.l. The predictions for first ply de-
lamination, for an initial residual energy of 6.5 J /cm? before convective
losses are subtracted, is presented in Fig, 12,6, Note that as the flow

is increased, it rapidly becomes impossible to delaminate any plies in less
than 50 pulses. The data points42' corresponding to M = 0,0 and 0, 1 are

also shown; they are consistent with theoretical expectations.
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The role of Q* as a meaningful quantity is in dispute for
repetitively pulsed fiberglass experiments since it is possible for
mass to be removed from outside the target areas. Nevertheless,
it is worthwhile to compute the value of Q* predicted by the
delamination model. For an interaction which removes 4 plies in 70
pulses, with an incident fluence per pulse of 6.5 J/cmz, the local
value of Q* is 2.5 kJ/g. This value is in agreement with the
values observed for the whole target of 2.3 - 2.7 kJ/g. Thus, the 1
value of Q>== predicted by the delamination model is consistent with
the observations, It should be noted, however, that, as a result of mass
removal outside the spot, this low value of Q* is sometimes observed
for interactions wherein the pulse fluence is approxin'mately 14 J/cmz.,

*
The delamination model predicts a Q of 5,4 kJ/g for these cases.

12. 2 Combustion Estimates

In many of the repetitive pulse experiments, substantial amounts of com-
bustion are observed in front of the target. Since the repetitive pulsed experi-
ments also demonstrate low values of Q*, such as 2.7 kJ/g, it has been sug-
gested that the energy produced by the combustion of the pyrolysis products
may account for the difference between the single pulse values of Q* (ap-

proximately 13,5 kJ/cm g) and the repetitive pulse values,

In order to assess the potential of combustion to reduce Q* by virtue of
the energy supplied by combustion, consider a situation in which mass is be-
ing removed uniformly, such as in a steady-state process, so that the amount
of resin pyrolyzed is related to the amount of glass removed. The effect of
combustion on Q* can be estimated by computing the amount of energy avail-
able as the result of burning the volatile pyrolysis products of the resin in

a gram of fiberglass., We assume that all the energy released in combustion
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is recovered by the target, which is at the temperature associated with
pyrolysis (this is the lowest target temperature consistent with pyrolysis,
and it gives the most efficient transfer of energy to the target), For pur-
poses of this calculation, we assume that the resin is phenclic and it is
pyrolyzing at 872K, because the pyrolysis products are well identified for
this situation and the energy of formation of the resin and energy of pyrol-
ysis are knownls. Then the heat liberated by a stoichiometric mixture of
volatiles and air is given by the difference between the energy required to
form a gram of resin and the energy required to form the combustion pro-
ducts, char (COZ, and HZO ) and to heat the required amount of air to 872K.
In terms of the mass m; of the species i, A H (i), the heat of forma-
tion of species i,and cpAT,the enthalpy difference required to heat air

from 300K to 872K, the heat liberated, AQ, is

AQ = AH (resin) - m r AH(char) - m AH (COZ) - r'nH

AH (H,0)
2 ,0 2

cha CO

-m cAT . (12.86)

The required values for the mass of the products and the heats of formation
can be found in Ref. 18 and Ref. 5, and are listed in Table 12,1, In these
calculations it is assumed that the difference in the heat of formation of the
species is relatively insensitive to temperature. Pyrolysis and combustion
of a gram of resin imbedded in fiberglass releases approximately 6kJ/g.

In terms of the typical fiberglass which has only .2 - . 33 grams of resin
per gram of fiberglass, the heat released is only 1.2 - 2 kJ/g of fiber-
glass. The difference between the values of Q* with and without combus-

tion, denoted by Q* co and Q*n. c.» respectively, is given by

m

* *
Q = Q ~-AQ-m_AH (12.7)
com n. c. T p
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TABLE 12.1

Concentration and heats of formation of the species involved in burning the
pyrolysis products of 1g phenolic at 872 K.

SBecies Amount Heat of Formation
i m, AHf(i)
~ -2
co, 1.536 x 10~ moles -94. 054 k cal/mole
-2
HZC 1.712 x 10  moles «57.79 k cal/mole
OZ required . 0239 moles CAT = 4. 6 k cal/mole
N2 required . 0957 moles CAT = 4. 355 k cal/mole
Char .623 ¢ 295 J/g
Resin lg -2442 J/¢g




where A H is the heat of pyrolysis (1176 J/g for phenolic at 872K) and m,,

:

}

‘ P

E is the fraction of the fiberglass mass which is resin, For the typical fiber-
? glasses mentioned above, the difference between the two values of Q° is .

i

1.4 - 2.4 kJ/g.

This model grossly overestimates the actual heat contribution of com-
bustion since it assumes that all the energy is recovered, Nevertheless,
even this overestimate is incapable of explaining the difference between the i
single shot values of Q" and the repetitive pulse values, We must look into
] other mass removal mechanisms such as delamination, to explain the dif-

ference. It should be commented, however, that combustion may still play

an important role in mass removal by methods such as delamination; we
have shown only that as a pure energy source it can not reduce Q* more than
1.4 - 2.4KkJ/g. }

12, 3 Empirical Determination of Parameters for Delamination Model

The amount of residial energy expected per pulse has been modeled in ‘

Subsection 10. 6, For intensities where plasmas are created,the value pre-

dicted depends on the details of the laser pulse and varies from 4 to 7 J/cmZ/
pulse. At intensities below the plasma threshold, the residual energy is the

smaller of the incident fluence and the maximum value determined by in-depth
absorption. For the absorption depth of 6 um, determined by the pressure

response analysis of subsection 11. 2, the theoretical value of the residual

energy lies between 3,6 and 14, 1 J/cmz, The most reasonable model ad-

% for the residual energy corres-

vanced in Sec. 10. 6, predicts 8.4 J/cm
ponding to a 6 Mm absorption depth. Moreover, if the average temperature
of the target is 700K (rather than 300K), the predicted value of ER is re-

duced to 7.5 J/cmz.




8 The number of pulses required to delaminate the first ply42 is shown
in Fig, 12.7. As the fluence increases, the number of pulses to first ply
delamination decreases until a constant value of approximately 26 pulses is
attained. The pulse fluence at which the constant value is reached is in-
terpreted as the maximum residual energy which can be deposited per pulse.
The value of the residual energy indicated by the data is somewhat ambi-

guous because the limiting number of pulses was observed at 4 J/crn2 but

not at 5, 25 J/cm?, Both of these points correspond to interaction with
E-glass targets which does not exhibit the clean delamination observed
with Cordopreg. Cordopreg delaminates in clean layers and all the
energy transport within the target is due to conduction. E-glass appears
to be able to delaminate in ''tapes'' which are approximately .0l cm
thick, and radiative transport aids conduction in transferring energy
into the target. It is further possible that E-glass and Cordopreg

have different limits on the residual energy. For these reasons we
discount the data point at 4 .'I/cr.nZ and claim Fig, 12,7 reveals that

the maximum fluence which can be left in the target as residual energy

is approximately 6-7 J/cmz.

Lockheed recorded the radiation emitted from the front surface of the
target in a band from three to five mi.cronsf44 For a typical run the tempera-
ture history is shown in Fig, 12,8, Two histories are shown because the
emissivity € of the fiberglass is uncertain; virgin targets have an emis-
sivity of . 87 but,some charred targets exhibit emissivities as low as . 405.
The rapid drop in front surface temperature, which starts after the thir-
tieth pulse, is associated with delamination. The temperature of the un-
covered ply is 1070K for €= .87 and 1240K for € = ., 405. Also shown in
Fig., 12.8 is the predicted front surface temperature from the delamina-
tion model with Ep taken to be 5,6 J /cm?, The general trends predicted
by the theory are in agreement with the data. Moreover, if the temperature
criterion for delamination is adjusted to correspond to the observed tem-

perature of 1070K, the theory predicts that delamination occurs on the 33rd
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pulse, which is close to the observed delamination time, The agreement
between data and theory is further support for a value of residual erergy
of 6-7 J/cm? per pulse, (Convective cooling losses per pulse are estim-
ated as being .9 J /cmZ; therefore, a net residual energy of 5.6 J/ cm?

corresponds to an initial absorbed residual energy of 6, 5 J/cmz. )

Both theory and empirical evidence consistently indicate a value of
the residual energy per pulse of 6-7 J‘/cmz. For the purposes of making
predictions, the value of residual energy has been fixed at 6.5 J /cmz, as
indicated by the analysis of the Lockheed radiometric da.ta.,4 4a.nd the correc-

tion for convective cooling is determined by Eq. (12, 5).

Another parameter which appears in the delamination model is the
delamination temperature, T,. Inthe analysis of the pyrolysis rates in
Subsection 9. 3, it was deduced that pyrolysis on the tirn= scale of the in-
terpulse time occurs at a target temperature between 850K and 1150K.

Ref.2 quotes a value of 925K as the delamination temperature for Cordopreg.
Finally, the Lockheed radiometric data, Fig. 12,8, supports a delamina-
tion temperature of 1050K. (It is assumed that the freshly exposed surface
has the high value of the emissivity.) Thus, there are three independent
pieces of evidence in favor of a delamination temperature cf 850K to
1050K,

Thermocouple measurements of the temperature deep within the
target have been made.by SRI.45 Two typical traces of reduced data are
shown in Fig. 12,9 and Fig, 12,10 for E.glass and Cordopreg, respectively.
In the E-glass curve an inset shows the response during the interpulse
period. Note that an immediate temperature rise occurs which indicates
that energy is being transferred by some mechanism other than conduction.
(It is speculated that radiative transport is the mechanism, although no
plasma is believed to be formed. The hot surface itself can radiate and
E-glass fiberglass is translucent to the radiation.) For the Cordopreg shots
no such immediate response was observed; the long term response

may well be dominated by thermal conduction. The best fit of a conduction
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solution to the Cordopreg curve is also shown. There is reasonable
agreement between the data and theory despite the fact that pyrolysis

and temperature dependent physical parameters are known to exist.

The value of residual energy needed to reproduce the curve is 1,6 J/cmz.
Similar calculatimms on other runs also lead to residual energy estimates
in the range from 1.5 - 2 J/cmz. This is inconsistent with the other
estimates of residual energy. It is believed that the in-depth temperature

response is sensitive to the amount of energy which passes through the

pyrolysis zone on each pulse,

It is possible that other effects, such as temperature dependent physi-
cal properties, affect the transport of energy deep into the target. There-
fore, despite the good agreement between the data and theory for Cordo-
preg,shown in Fig. 12,10 another analysis of the thermocouple data has been
performed. Deep inside the material the temperature does not respond to
the intensity profile of the individual pulses, but instead to the time aver-
aged flux of residual energy. Therefore, consider the case of a constant
flux on the surface given by Fg=10 E; The temperature as history in the

target is given by

6o 7 X (12.8)
- erfc| ==} dx .
T2 [ ()
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where K is the diffusivity, T is temperature, t is time, x is position,
erfc is the complimentary error function, and k_ is the thermal conduc-

tivity, The derivative of the temperature with respect to time obeys the

equation
2
darT _ FO K ex X 9
€% Yo P \(Zwe) - (12.9)
. d_‘ dT .
Therefore, the quantity 4n (Nt rry A be expressed as a linear func-

tion of 1/t :

F 2
‘, ' dT o K X
in ( t E)' 4n <kc \} TT) T 4K¢ ‘ (12.10)

A plot in Ln(\/g %g;) versus (1 /t) for a constant position x should be a
straight line if the conduction model is correct. The slope of the curve is
given by x2 /4 K, so that the diffusivity can be determined. If the conduc-
tivity is assumed, the value of the intercept of the straight line with the

origin (1/t = 0) can be used to determine the residual energy flux.

Plots of these quantities for the E-glass and Cordopreg curves are
shown in Fig. 12.11 and Fig. 12.12. The data points tend to have iarge
errors because the derivatives were evaluated from taking differences from
the data presented in the graphical form of Fig. 12.9 and Fig. 12.10. The
E-glass curve, for x = ,2 cm can not be represented by a straight line,
which is consistent with the expectation that radiative transport is import-
ant. For Cordopreg, however, the data for the two values of x gives con-

sistent intercepts and can be easily represented by straight lines. The

297




— ® D|=1lcm Data (Re+ 44) —
6001—
— X Di=.21 cm E Glass T
400+— Shot 7 - 11-§ 1
200— T
IR —
N\ ™\ Predictipn for £ =22 J/cm’ —
VB at[K] ‘ K =L3x107 qn?sec —
atlsl — \ D ={llcm R ]
] 200 __ \ —
| \ ¢ 3
- 10— Predictipn for, X —
= Er = 1.BJ/cem X ]
— K = 2% 10 3em 2l dec ]
$—D =.2lcm * ]
A —
;
1 L
0 . 4 .6 .8 1.0
Ut 7Y '_;
Fig. 12.11 Analysis of Thermocouple Data of Ref. 45. Data for
D=. 21 cm Cannot be Fit by Conduction Solution.




g

* D={12 ¢m | | Data (Ref. |45) —
A D= 2cm ) |Cordopreg ]
Shot 7 - 12 - ]

N

100 :E i\ Prediction|for E . 2.8/cm
N K =19x107 emd/sec
\/t‘ngl_!(_dot—_ \ D =.12cm
S %
P_
20—

AR

\ T~
A

/

N
10— —
*[— Predichion fop, \ —
: 6l— Er' 2.0)/cm :
o— K=2.1x 10 3em % sec \ |
| D=.2cm ]
2 — —_—]
* L 3 T X 3 10
m sy

Fig. 12.12 Analysis of Thermocouple Data of Ref, 44 .,




o

values of K and Eli are found to be approximately 2 x 10-3cm? / sec and 1.8
J/ cmz, respectively. This value of the diffusivity is close to the quoted

value of 2.3 x 10™3

cm2 / sec at 300K for Cordopreg; and therefore, the cor-
responding value of 1,8 J/cm? for E'r is used to represent the heat flux

contributing to the preheat of the target.

12. 4 Summary of Repetitive Pulse Mass Removal of Fiberglass

A model for delamination has been advanced based on the following as-
sertions: (1) Delamination is associated with the pyrolysis of resin at the
rear of the ply to be delaminated, and the pyrolysis can be associated with
a local temperature criterion; (2) Only the residual energy portion of the
absorbed laser energy can contribute to delamination. The residual energy
is deposited near the front of the target; (3) Thermal conduction is res-
ponsible for the transport of the residual energy deep into the target where

it pyrolyzes the resin.

This model correctly predicts the delamination of Cordopreg targets
in a Mach 0. 1 air flow as the result of the interaction with 10. 6 u radiation
which is repetiﬁvely pulsed at 10 Hertz. It also can be used to estimate
the effect of convective cooling on the delamination rate. It is be-
lieved, of course, that there are many necessary conditions for delamination,
but the good agreement between theory and experiment indicates that, in the
present experiments42 at least, all the other conditiones are fulfilled before

the resin pyrolysis condition.

300




SECTION 13

SUMMARY AND CONCLUSIONS

As a result of the comparison between the theory and data for

single pulse interaction of 10.6 ;3 m radiation with dome materials, a
picture of the interaction has emerged in which two regimes exist where |
different phenomena control the physics of the interaction., At high
intensity the interaction proceeds via the prompt ignition of an air LSC
wave, The pressure and radiative transport to the surface of the target
can be computed from the LSC wave theory developed in Part I of this
report. The plasma radiation is absorbed at the surface of the target
for wavelengths less than ,25 ;m and is absorbed in-depth for wave-
lengths greater than .25 | m, Target vapox:ization, caused by the
absorption of the plasma radiation, has little effect on the surface
pressure. The intensity threshold above which plasma effects dominate
the surface interaction has been determined to be 2 MW/cmZ, at least

for single pulse experiments, This is not to say that plasma ignition

2
never occurs at intensities below 2 MW/cm ; but only that it does not

dominate the interaction,

At intensities below 2 MW/cmZ, the laser target interaction is
dominated by the direct absorption of the laser radiation. This absorption
occurs in-depth with an absorption depth estimated to be 6 4y m for fiber-
glass and 8 um for pyroceram. Pressure is generated only as a result

of vaporization of the target. Theoretical calculations indicate that the
absorbed energy is partitioned into a portion which vaporizes the target
and a portion, called residual energy, which remains in the target as
heat. The residual energy contribution is limited by the onset of
vaporization. For an absorption depth of 6 um, it is estimated that

the residual energy per pulse is limited to a maximum valué of the

order of 8 - 14 J/cmz.
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A model for delamination has been advanced based on the following
assertions: (1) delamination is associated with the pyrolysis of resin at
the rear of the ply to be delaminated, and the pyrolysis can be associated
with a local temperature criterion; (2) only the residual energy portion
of the absorbed laser energy can contribute to delamination., The residual
energy is deposited ncar the front of the target; (3) thermal conduction
is responsible for the transport of the residual energy deep into the target

where it pyrolyzes the resin,

This model correctly predicts the delamination of Cordopreg targets
in a Mach 0.1 air flow as the result of the interaction with 10. 6 ym radi-
ation which is repetitively pulsed at 10 Hertz. It also can be used to es-
timate the effect of convective cooling on the delamination rate,

It is believed, of course, that there are many necessary conditions for
delamination, but the good agreement between theory and experiment in-
dicates that, in the present experiments at least, all the other conditions

are fulfilled before the resin pyrolysis condition.

The foregoing discussion of repetitive pulse phenomena leads to a
simple model for the interaction of a repetitively pulsed laser (A = 10. 6 Um,
pulse repetitive frequency = 10 Hertz) with fiberglass. The most energy
efficient mechanism for removing mass is delamination, Only the residual
energy is effective in producing delamination; therefore, the most efficient
removal of mass occurs when the pulse fluence is channeled entirely into
residual energy. This is accomplished by keeping the intensity below the
plasma threshold intensity and limiting the pulse fluence to less than 6.5
J/ cmz, which is the value deduced for the maximum residual energy. Ex-
ceeding this limit of the pulse fluence or laser intensity does not increase
the number of pulses required for delamination; it increases only the amount
of energy expended. Decreasing the pulse fluence below the residual energy

maximum does not decrease the energy efficiency of penetrating a target by

302

- v e e e




i 1 - o i LT

delamination, but it does increase the number of pulses required to delamin- |
ate a typical layer ., It also increases the amount of energy which must be

deposited in the target before steady-state delamination can be reached. |

Vaporization, which can occur during the laser pulse, is another mass
removal mechanism, Witha Q;:}AP ~ 13,5 kJ/g, it is much less efficient
than delamination, Qi:;)elam % 2,3kJ/g- Therefore, vaporization does not
compete with delamination unless the pulse fluence greatly exceeds the
residual energy maximum. Only when the intensity is below plasma

threshold and the pulse fluence exceeds approximately

is vaporization expected to compete with delamination.
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HARDENING OF METALS TO REPETITIVELY FULSED

10. 6 MICRON RADIATION




SECTION 14

INTRODUCTION

In part one of this report, the theory of thermal and mechanical coupl-
ing to metals has been discussed and compared to data. It was found that
significant enhancement of the coupling could be achieved if the laser pulse
was designed to create a hot radiating laser supported combustion wave
adjacent to the target surface, In this part of the report, first order con-
cepts in the hardening of metals to repetitively pulsed radiation are develop-
ed; that is, ideas are advanced and analyzed whose purpose is to defeat or
inhibit the enhanced coupling phenomenon described in Part I. First, a
variety of hardening schemes is presented; then each of these is analyzed
in order to discover if there are any reasons why the proposed schemes
will not perform in the manner postulated. This should be, of course, only
the first step in the development of a reliable countermeasure, It should be
followed with experimental investigations and more detailed theoretical

modeling,

The main objective of the theoretical effort in this report is to deter-
mine what criteria must be met for a hardening approach to perform ef-
fectively and/or what further experimental information is required to iden-
tify such criteria. It is not the purpose of this study to pass final judgment
on the practicality of the suggested methods from the standpoint of cost and
of material properties, Of course, if it is clear that a proposed scheme
cannot meet the various criteria, it will be rejected. However, some ap-
proaches may survive the analysis in this report and later be rejected when

more detailed material properties are known or when other factors, such

as cost, are considered,
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In order to propose a number of reasonable hardening approaches, it
is important to first review the nature of the phenomena which contribute to
enhanced coupling, After having identified the important stages of the cou-
pling phenomenon, the physical processes which are essential to the coupling
mechanism can then be isolated. Approaches which inhibit these procecses
can be suggested at this point, This program for investigating hardening ap-
proaches is implemented as follows: the basic physical concepts underlying
coupling theory are discussed in Section 15 and a list of possible hardening
approaches is advanced. The approaches are grouped into three categories:
ignition inhibition, plasma detachment and laser supported detonation wave
ignition. These groups are analyzed respectively in Sections 16, 17, and

18. The conclusions on the analysis are summarized in Section 19,
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SECTION 15

POTENTIAL HARDENING SCHEMES

In order to propose methods of defeating enhanced coupling to metals,
one must first understand the essential aspects of the phenomenon, The
theory is developed in Part I of this report; energy transport to the target
surface is accomplished by radiative transport from a hot, laser-created
plasma, and mechanical coupling occurs by virtue of the presence of this
high pressure plasma adjacent to the surface., Several criteria must be
met for the efficient thermocoupling by this mechanism: a plasma must
be ignited; the plasma must radiate profusely in the spectral regime which
is strongly absorbed by the target; the radiation produced by the plasma
must reach the target without undue attenuation; and the above conditions
must prevail throughout the entire laser pulse time. For mechanical
coupling, a high pressure plasma must be ignited adjacent to the surface
and the pressure must be maintained throughout the entire laser pulse.

The criteria can be met by tailoring the pulse shape both spatially and
temporally,

The theory of enhanced thermal coupling is based upon energy trans-
fer via plasma re-radiation. The optimum pulse shapel' 2 for efficient
energy transfer has the following characteristics: There should be an
initial spike whose purpose is to ignite the plasma, followed by a lower
intensity plateau which maintains a hot plasma close to the surface, It
is found that the radiative transfer mechanism operates most effectively
at lower intensities where laser supported combustion (LSC) waves exist
instead of at higher intensities where laser supported detonation (LSD)
waves persist, Since, for a given laser, the intensity of the spike is re-

lated to the intensity of the plateau, it is possible to define both upper and
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lower limits on the plateau intensity, The lower limit is the lowest intensity

sufficient for the corresponding spike to ignite the plasma (it is found that the
plateau intensity required to maintain an LSC wave is lower than the plateau
intensity associated with a spike capable of igniting a plasma), and an upper
limit is the highest intensity which does not support an LSD wave. If radial
expansion occurs during the pulse, strong plasmadynamic cooling occurs
which curtails the radiative transport, Thus, efficient coupling requires
that the laser pulse time be short compared to the characteristic time for

two-dimensional expansion, T This time is approximately given by R/a

where R is the laser spot ra?ilijus and ap is the speed of sound in the plasma
(ap =4.5x 105 cm/sec for LSC wave plasmas). In a plot of intensity versus
the ratio of the pulse time ‘o the radial relaxation time, hereafter denoted as
™R = Tp / 'TzD), the above mentioned limits can be plotted to define the re-
gion of efficient thermal coupling, Hereafter, this region is referred to as

the enhanced coupling region, and it is sketched in Fig., 15,1,

An effective hardening approach should alter the boundaries of the en-
hanced coupling region such that the region is reduced to negligible size. It
may not be necessary to completely eliminate the efficient coupling region;
rather, it may be sufficient merely to shrink the size such that in realistic
engagement scenarios it becomes impossible to couple efficiently for more
than a few pulses. In this report, however, methods of defeating the en-
hanced coupling mechanism will be sought which virtually eliminate the en-
hanced coupling region. In the analysis in the subsequent sections, it is as-
sumed, of course, that the laser pulse parameters are designed to fall in
the enhanced coupling region. First, the various stages of the enhanced
coupling mechanism must be reviewed, Plasmas are ignited over the sur-
face by the gain-~switched spike which precedes the main laser pulse. It i

known that the ignition process cannot be bulk vaporization of the target,

since there is insufficient fluence for bulk vaporization to commence within
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Fig. 15. 1 Sketch of the Region of Enhanced Thermal Coupling.

317




the time scale on which ignition is actually observed to occur. The exact
mechanism of prompt ignition is not understood in complete detail, but it

is believed thermally insulated flakes present on the target surface are es-
sential to the breakdown process. They are the source of the initial elec-
trons, produced either by thermionic emission, electric field-induced emis-
sion, or vaporization. Once the electrons are produced, a cascade break-
down then proceeds either in the air or in the vapor cloud, if present. The
ignition process can be inhibited either by preventing the defects from pro-
viding the initial electrons or by causing the cascade breakdown itself to be

curtailed,

Approaches, which are directed to the ignition stage of enhanced cou.-
pling, are classified as ignition inhibition schemes and are discussed in Sec-
tion 16. Note that ignition inhibition schemes eliminate mechanical coupling
entirely. In terms of the enhanced coupling region, ignition inhibition is
equivalent to raising the plasma ignition threshold above the LLSD wave tran-

sition threshold, as illustrated schematically in Fig, 15. 2a,

To achieve efficient coupling, however, it is not sufficient merely to
ignite a plasma; rather, the plasma must be the highly radiating L.SC wave
type. As mentioned above, it is assumed that the laser parameters are
chosen so that, in lieu of any countermeasures, the plasma formed by the
interaction would indeed be the highly radiating LSC wave. A conceivable
method of hardening is to induce the plasma to form in the poorly radiating
LSD wave configuration. Approaches which employ poorly radiating LSD
waves are classified as LLSD wave ignition schemes, and are discussed in

Section 18,

LSD wave ignition approaches reduce mechanical coupling but do not
eliminate it entirely, The effect of LSD wave ignition schemes can be visu-

alized in the plot of the enhanced coupling region as the lowering of the L.SD
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wave transition intensity to the plasma ignition intensity, as illustrated in

Fig. 15. 2b,

e e S

Even if a hot L.SC wave can be produced, the radiation must reach the
target surface, and the LSC wave configuration must be maintained through-
out the entire pulse. It is important for transfer of the radiation to the tar-
get surface that the plasma remain adjacent to the surface; an intervening
layer of cold air absorbs the fadiation emitted in the spectral regime which .
is preferentially absorbed by the target. For thin intervening layers (a few

i absorption lengths), it may be possible for the radiation from the plasma to “

heat the intervening gas between the plasma and the target to temperatures

high enough for the important radiation to be transmitted, For thick layers,
however, the radiation is absorbed very quickly by the cold gas and the radi- l

ant energy transport into the cold gas then becomes similar in nature to ther-

SINE R ¢

mal conduction. It takes a long time for the thermal wave to travel many

absorption lengths. Thus, the thickness of the intervening layer controls

the effectiveness of the shielding. A reasonably thick layer cannot be quick-

ly heated by the diffusion-limited energy transport mechanism, but a thinner

layer could be heated so quickly that it would be indistinguishable from the

original plasma.

As an added benefit of interposing cold gas between the plasma and the
target, the plasma can expand in two directions - toward the laser and toward

the target, The plasma cannot be maintained at as high a pressure as the

plasma which expands in only one direction, and some of the plasma energy
is expended in the backward expansion, thereby reducing the plasma temper-
ature, This behavior is qualitatively similar to the radial expansion of the
plasma for large values of 4 Countermeasures which are expected to em-
ploy the features described above are denoted hereafter as detached plasma

schemes and are discussed in Section 17,
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Detaching the plasma has two effects; it destroys the radiative trans-
port and it enhances plasmadynamic cooling. This latter effect can be illus-
trated on the plot of the enhanced coupling region as the movement of the

plasmadynamic cooling boundary towards lower values of“'\(see Fig. 15.2¢c).

Based on the motivations presented above, a partial list of potential
hardening approaches has been compiled. They are listed below, grouped
according to the mechanism they are expected to employ.

1. Ignition inhibition

a. Elimination of defects
1) Mechanical polishing
2) Chemical polishing
3) Surface melting

4) Defect-free metal coating

5) Transparent coating
b, Elimination of cascade breakdown

1) Electron attaching gas in boundary layer

2. Detached plasma
a. Surface dimpling to focus beam above target
b. Debris injection
c. Electron injection
3. LSD wave ignition
a. Flow easily ionized gas in boundary layer
b, Seed easily ionized materials in ablative coating

The potential performance of these approaches shall be analyzed in detail in

the next three sections.




SECTION 16
IGNITION INHIBITION APPROACHES

In this section we analyze the effectiveness of the methods listed in
Section 15 for inhibiting ignition of the plasma. Two possible ways of pre-
venting ignition are suggested; namely elimination of the ignition sites, and
curtailing the nonequilibrium cascade breakdown. In order to analyze crit-
icaily the effectiveness of the proposed schemes, it is essential to investi-

gate in detail the plasma ignition process,

16.1 Plasma Initiation Theory

The following discussion of the creation of an 1.SC wave is confined
to a specific model of the initiation process. Although it is the presently
favored explanation of prompt ignition, it has not been conclusively esta-
blished as the correct model. In the model the initial electrons are
provided by the heating of thermally insulated flakes. The flakes must

; be thermally insulated in order to reach high temperatures which could
not possibly be achieved if thermal conduction into the target were presént.
As will be shown below, the thickness of the flake is the crucial parameter
in determining whether the flake reaches high temperatures, and, as a
result, the flake thickness also controls the fluence required for breakdown !

to proceed.

The flake temperature can be determined from the absorbed fluence.

Since aluminum has high thermal diffusivity (K &~ , 6 cmz/sec), a thermal wave i
can penetrate roughly /Kt = 2, 5 microns within the duration of the gain switch
spike (t = ,1 microsecond), Therefore, for flakes less than a micron thick,
conduction equilibrates the temperature across the flake within the time of

interest, and a single temperature characterizes the flake. The temporal his-

tory of the temperature is then given by the solution to
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Ty 1=t L (16. 1)

where o (T) is the absorptivity, Iis the incident laser intensity, T is the

flake temperature, p is the density of aluminum, £ is the thickness of the flake,
and h(T) is the enthalpy of aluminum. In terms of the specific heats, Cq

and c 1’ of the solid aluminum and liquid aluminum, respectively, and the
latent heat of fusion, Hrn = 397 J/g, the incident laser fluence F required

to reach a temperature T (assumed to be above the melt temperature) is

given by

F=p , (16. 2)

T H T
‘ de+m+cféT—
B SECTCORTEN RS | METEY
m

1

where Ti is the initial temperature and Tm is the melting temperature.
For aluminum, typical values of Ti and Tm are 300°K and 900°K respec-
tively. The actual value of Tm for an alloy lies between 775 and 911°K,
but for a rough estimate of F the value of Tm = 900°K is sufficiently ac-
curate, The temperature, as a function of the fluence received per unit
thickness, is plotted in Fig, 16. 1 using the following choice for the intrin-

sic absorbtivity of the aluminum target:

-5
a(T)=,03+(T-300) 5x 10 300K < T <900K ;

5 (16. 3)
.09 + (T-900) 5x 10"~ 900K <T

a(T)
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This temperature dependence has been suggested by Thomas and Musal3,
and an abrupt increase is also included at Tm since the DC c:nducﬁvity,
which isrelated to the absorptivity also has an abrupt change . The im-
portant feature of Fig. 16.1 is that while it takes 6.7 J/crnz - Mm to reach
ZOOOOK. it requires only 10.6 J/cmz- um to reach 4000 °K if vaporization is
not permitted. The difference between heating a flake to 2000°K and
4000°K can be compensated for by reducing the thickness of the flake by
only 30%. Therefore, the fluence requirements for breakdown are in-
sensitive to the final temperature which must be attained by the flake, and

are instead determined by the thickness of the flake.

Walters, et al. 5 found a correlation between the breakdown time and
the fluence received. Breakdown corresponded to roughly 1,67 J/ cm2
being incident. Identifying this fluence with the time to heat the flake to a
high temperature, say 2700°K. we deduce that the thickness of the flakes
must be approximately .2 ¥m. This justifies the use of the uniform flake

temperature.

At the present time, it has not been established whether the heated
flake initiates breakdown by virtue of thermionic emission of electrons
from the heated flake or by actual vaporization of the flake. Both possi-

bilities will be considered here,

The maximum current density j available from thermionic emission

is given by the Richardson equa.t:ion6

i = A(l-r) T exp (- 9/KT) , (16. 4)

where A is a constant numerically equal to 120 amps/cmzldegreez, risa

reflection coefficient, typically of the order of . 05, T is the temperature
in °K, k is the Boltzmann constant, and ® is the work function. The value of
® is not well known for aluminum,., For example, the Chemical Rubber
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Company Applied Engineering Sciences Handbook7 lists the following

values in electron volts: 2.98, 3.43, 4.18, 4.2, 4.36 for the photoelec-

tric work function; 3.38 and 4.25 for the work function determined from the
contact potential method; and no values for the thermionic work function.

In their analysis of flake initiated breakdown, Thomas, Musal and Chou8
used a value of 3. 74 eV for the work function. Since the work function
appears in the exponential in Eq. (16.4), the uncertainty in the work function
can cause very large uncertainties in the thermionic current. In Fig. 16.2
we have plotted the predicted current for thermionic emission from aluminum

for various values of the work function.

According to Thomas and Musal9, the thermionic emission rapidly
becomes space charge limited and the maximum electron density can be
estimated for plane geometry as

2/3

n___ [em™3) = .35[;)%/3 | (16. 5)

and the total number of electrons N,is given by

ve

N = 500 [j] , (16. 6)

where j is the current density from Eq. 16.4 and E is the electron energy in
eV. In Table 16,1 the values of nmax' N, and the distance x, charac-
teristic of the thickness of the zone containing the emitted electrons

(x EN/nmax)’ are listed for various values of current densities. Also given
is the time N/j which it would require for a target at temperature T to reach
the space charge limited number of electrons, assuming that the current was

unaffected by space charge limitations.

Observe that the space charge limited electron density remains small un-
less high current densities are attained, The lower limit on the number of elec-

trons required to initiate breakdown at intensities of interest is discussed later
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Space-Charge Limited Electron Concentration as Function

TARLE 16.1

of Current Density.

2 sec” fem N, OT[cm'z] X[em] = t [e]
1013 x 10 2.41 x 107 6.9 x10 3 | 2.4 x 1078
10%° X 5.2 x1077 | 3.2 5.2 x 108
10%7 x 1.12 x 108 1.49 1.12 x 1072
1018 x 2.41 x 108 6.9 2.41 x 10710
101? x 5.2 x 10° 3.2 5.2 x 107
1020 x 1.12 x 10° 1.5 1.12 x 1071
102! X 2.41 x 10° 6.9 2.41 x 10712
1022 x 5.2 x 10° 3.2 5.2 x 10713
1023 X 1.12 x 1010 1.5 1.12 x 10713
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in this section and is shown to be quite large, approximately 1017 cm-3. How-
ever, to obtain even lcw densities such as 1012 electrons per cm3, current den-
sities of the order of 1019 electrons/ cmz-s are required. From Fig,
16.2 it is seen that even for the lowe st work functions, high tempera-
tures of the order of 1800°K must be reached in order to achieve the re-
quired current densities. For a work function of 3. 75 eV, the temperature
must exceed 2200°K. However, in the discussion of Fig. 16,1, it was
pointed out that only minor changes in the incident fluence are required to
raise the temperature from 2000°K to 4000°K. Therefore, it is likely that
either the flake temperature remains too low for thermionic emission or

else the flake partially vaporizes,

Rapid vaporization can commence as soon as the flake temperature
reaches the vaporization temperature, 2767°K, and a portion of the energy
absorbed by the flake can then be partitioned into vaporization rather than
flake heating. Simple models can be used to relate the surface temperature
Ts to the mass loss rate m, The surface pressure p_asa function of tem-
perature is given by

_H_/RT_
P = Dpe v , (16.7)

where Hv is the heat of vaporization, R is the ideal gas constant divided by the
atomic weight of the vapor and P, is a constant which can be determined from
the normal boiling point. It is found that the pressure is related to the mass

loss rate m and the sonic velocity of the vapor,

’ (16. 8)
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mV . (16.9)

o
]

In the above equations Y is the ratio of the specific heats Cp v Cv’ and A

is the atomic weight of aluminum,

For aluminim, we find

- H /RT

) p e v s
m ™ T;?' y — , (16. 10)

—

s \/YR'I's

with the following values of the parameters: H = 10770 J/g, P, = 3.1x 1011
dynes/ cmz, Y =5/3, and R =.308 J/g. The energy carried away by vapori-
zation is denoted by E = an'l, and is plotted as a function of temperature in
Fig. 16.3. The incident intensity Is required to sustain this vaporization
rate is also shown in Fig. 16.3 where the absorptivity used in the calcula-
tion is that given in Eq. (16.3). Itis clear from Fig. 16,3 that the flake
continues to heat rapidly even after the start of vaporization, since Is is
much less than the expected values of the incident laser intensity. At an
intensity of 10 megawatts /cmz, (2 lower limit for the gain ¢witched spike) a
temperature cloce to 4000 °K could be achieved before vaporization losces

equal the absorbed flux, provided the spike duration is sufficient.

Although the onset of vaporization occurs when the flake temperature
exceeds 2767°K, the whole flake cannot be vaporized without a substantial
increase in the fluence above the amount required to initiate vaporization.

For an absorbtivity of 18% at a temperature of 2767°K, it takes 16J/cm_z- Wm

to vaporize the aluminum flake. This is 1.8 times the fluence required to
reach 2767°K. We conclude, therefore, that, while partial vaporization

is quite likely to occur, complete vaporization is not likely,

331

A O I TN ST TG ' TINO “STS G A1 s e AR




10

[ TTTT

10

MW/cm

T

l

SUSTAINING INTENSITY [

ENERGY FLUX [W/cm
(=)}

SRR

Uil

T
Ll il 1||u||_\ | NI

2500 3000 3500 4000 4500
SURFACE TEMPERATURE [K]
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Vaporization is Also Plotted.
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In order for an LSC wave plasma to be created, more than a few initial
electrons are required. A cascade breakdown must occur. In the calcula-
tions of Walters et al. 10 and Thomas and Musal, 1 in which it was shown
that thermionic emission could provide sufficient electrons to account for the

observed attenuation of the incident laser beam, it was specifically assumed

that all of the absorbed energy was available for producing new electrons.

This hypothesis will be examined further.

) The threshold intensity for breakdown of clean air can be calculated by ’

employing a simple extension of microwave theory. 12 The estimates made

in this manner are in good agreement with the observed thresholds for both

clean air and for noble gases. It is assumed that the electrons initially absorb

energy much faster than they can transfer energy to the heavy particles, al-

though they do transfer energy among themselves efficiently enough to define ,
an equilibrium temperature, Te. As the electron temperature increases

because of the laser absorption, the rate of energy transfer to the heavies

also increases. . Eventually the electrons reach a high enough temperature

that the average .'rate of energy absorption per electron is equal to the average

rate of energy lost to the heavies. For a given electron temperature, the rate

; of energy lost to the heavies can be roughly calculated as

[y

de o
?)loss R (16.11)

where € is the electron energy and V is the inelastic collision frequency.

K
The inelastic collision frequency has been determined by Hake and Phelps13
in the presence of a DC electric field, The effect of using AC electromagnetic
fields, such as laser beam, can only be incorporated either by obtaining new

experimental information or by employing the cross-sections derived by Hake
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13
and Phelps  in conjunction with the numerical solution to the Boltzmann equa-

-~.tion, These sclutions are beyond the scope of the simple approach used here,
but the model we use is justified in that the calculation method predicts the cor-
rect breakdown threshold for pure air, The rate of energy lost per electron found

by using the data of Hake and Phelps and Eq. (16, 11) is shown in Fig. 16. 4.

There are two ways to calculate the rate of energy absorption per
electron. According to the microwave analog, the rate of energy absorp-
tion is given by

d€

dt

v
) = r‘; 2° > (16.12)
absorbed e \V +w me c\V +w

where w is the radial frequency of the laser radiation, Vv c is the momentum
transfer frequency, m is the mass of an electron, c is the speed of light, e is
the charge of an electron, Eb is the rms electric field and Io is the laser inten-
sity., The absorption rate per electron, found by using Eq, (16, 12) and the data
of Hake and Phelpsl3 for DC fields,is plotted in Fig. 16.5 for a laser intensity
of 10 megawa.tts/cmz. Absorption rates for other intensities can be determined

by simply scaling the rate of energy absorption with the incident laser intensity.

Another method for calculating the absorption rate is to use the mea,sured14

inverse Bremsstrahlung cross-sections Qozand QN2 for oxygen and nitrogen,
respectively, which are listed in Table 16. 2, The t;xpression for the absorp-

tion per electron for inverse Bremsstrahlung is

de ( -h\J/kT> [ }
— ={1 - e Q . N +Q . N 1 , (16. 13)
d¢ )abs Oz O2 NZ N2 o
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TABLE 16.2.

Cross-Sections for Inverse Breamsstrahlung

_ -35 3 2
Qi = 1.37 x 10 A7 [u) 2,
;7‘1‘ [Kii

2 _ b

Zi = a i [u]
a b
1\12 .053 - .75
O2 .094 - .36
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where Io is the laser intensity, k is the Boltzmann constant, T is the temper -

ature, h is the Planck constant, v is the laser frequency, and NOZ and NN2
are the concentrations of oxygen and nitrogen, respectively. The first term

in the product in Ea. (16. 13) represents the effect of stimulated emission.
The absorption rate calculated by using Eq. (16, 13) is also plotted in Fig,
16. 5 for a laser intensity of 10 megawatts/cmz. It is evident that there are
some quali tative differences between the two methods of calculating laser
absorption, but the most important feature is that the energy absorption
rate in both methods of calculation is small compared to the collisional
losses for electron energies above .5 eV. To illustrate this fact more
clearly the energy loss rate from Fig. 16.4 and the energy absorption

from Fig. 16.5 are both plotted in Fig. 16.6 on the same scale. Several
other laser intensities are also shown. Observe that for the intensities
anticipated in the gain switched spike, namely 10 and 100 MW/cmz, it is im-
possible for the electron energy to exceed 1 eV. (The purpose of showing
the energy absorption rate calculated in two different ways is not to com-
pare the two methods nor to show which method is in better agreement

with observed threshold intensities, but rather to demonstrate that the
electron temperature cannot exceed 1 eV, even if the microwave analog is
abandoned and inverse Bremsstrahlung absorption is used to calculate the
absorption rate.) This electron energy is insufficient to produce signifi-
cant ionizing collisions. Indeed, it can be seen from Fig, 16.7, which is
taken from Ref. 12, that the electron temperature must exceed 2 eV in

order for the electron production rate to overcome the electron attachment
rate to oxygen molecules., A similar conclusion could be reached by using
the analysis of Thomas and Musal, 15 For laser intensities below 108 W/cmz,
cooling caused by collisions which excite vibrational modes of N2 pre-
vents the electrons from reaching the high temperatures necessary for
ionization to be the major energy loss. Therefore, we conclude that cas-
cade breakdown cannot occur in cold air at the laser intensiti es expected

in the gain switched spike.
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This conclusion cannot be averted by invoking absorption by electron-
ion inverse Bremsstrahlung unless the concentration of electrons is enormous,
Electron-ion inverse Bremsstrahlung is unimportant compared to electron-
neutral inverse Bremsstrahlung as long as the concentration of ions (which
equals the concentration of electrons) is less than one percent of the con-
centration of neutrals., For cold air this requires approximately lO17 elec-

trons, far above the concentration expected by thermionic emission.

As a consequence of the above analysis we are led to suggest that
indeed a small cloud of vapor is produced. There are numerous advantages
of aluminum vapor insofar as cascade breakdown is considered, some of
which are, low ionization potential, no cooling caused by excitation of vibra-
tional states, and a high pressure, high temperature vapor which acts as a
source of electrons. We do not have the data to perform a detailed analysis
of the cascade breakdown in aluminum vapor, but a few calculations suffice
to indicate the plausibility of this process, The neutral inverse Bremsstrah-
lung absorption coefficient, kI:’ for 10. 6 um radiation and aluminum vapor has

been estimated in Ref, 16 to be
1
-1, L -1357.4/T -4
kL [em™"] = (1 -e ) n, 10 6.4 x 10 TIK] , (16.14)

where T is the temperature, and n, is the concentration of electrons, and

DAl

tion that most of the energy absorbed by the electron goes into creating new

is the number density of neutral aluminum atoms. Under the assump-

electrons, an assumption which is likely to be true for aluminum since there
are no vibrational states to be excited, the rate of increase of the electron

density obeys the following equation:

341




e L o (16. 15)
dt n 1 '
e p

where Io is the laser intensity and I is the ionization potential of alumi-
num which is approximately 6 eV. For T = 4000 oK, which corresponds to
an aluminum vapor pressure of 48 atmospheres according to Eq. (16, 7),
the electron concentration can be increased an order of magnitude with

a fluence of 2,4 x 10"2 J/cmz. For an intensity of 107 wa,tt:s/cm2 in the
gain switched spike this corresponds to 2. 5 nanoseconds, which is com-
parable to the expansion time of the plasma bubble 2. 5 um in diameter.

It is plausible, thc;refore, that a cascade breakdown can occur in the

high pressure plasma vapor.

Even if the complete cascade does not occur in the high pressure
plasma bubble, it is possible that after the vapor has expanded to 1 atmos-
phere, the electrons have not had enough time to recombine completely.
They can still participate in a non-equilibrium cascade, although their ab-
sorption coefficient is approximately 40 times smaller; the breakdown
times are, however, much longer; say 100 nanoseconds. Musal17 has
made an empirical correlation of breakdown thresholds for various radia-
tion wavelengths and target materials. His results suggest that cascade
breakdown will progress in target vapor at intensities as low as 1 mega-
watt/ cmz. Thus, if a vapor pocket at one atmosphere is formed, the
cascade breakdown can even be completed by the plateau of the laser pulse,
if necessary. It can be concluded, therefore, that the plasma initiation
process probably requires that a small amount of vapor be produced by the

target.
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The preceding analysis suggests that breakdown in vapor pockets should
occur at a plateau intensityof 1MW /cmz, even in the absence of a high inten-
sity spike. The spike is required, however, to produce the vapor cloud.

The assertion that the flake is insulated from the bulk material is an ap-
proximation which is valid only if the heating is sufficiently rapid. In

‘ . reality, the flake is joined to the bulk material at an edge, as illustrated

é in Fig. 16.8. Inorder to absorb the laser energy the flake must have a
length a of at least a quarter wavelength, To prevent a substantial portion
of the absorbed energy from being conducted into the target, the thickness

of the thermal wave, »,/K_t-', must be much less than the flake size a. For a ~

2.5umand K= _6 cmz/sec, the flake must start vaporizing within 100 nsec.

2
However, to deliver 1, 67 J/cm , the experimentally observed fluence re-

2
aquired for breakdown, 5 within 100 nsec, the intensity must be 16. 7 MW/cm .

Another estimate of the intensity needed to offset conduction losses
can be made by comparing the thermal conduction flux through an edge to

the rate of laser absorption, that is

kAT 42 = ala (16. 16)

where £ is the thickness of the flake, o is the absorptivity, k is the co-
efficient of thermal conductivity, AT represents the flake temperature and
AX is a measure of the thickness of the thermal wave, An appropriate
value of AX is the smaller of J/Kf and a. Evaluating Eq. (16, 16) with AT =

. 2400°C, A=1.7gm=—s, 2 = 2.5um, & =.2umand q (2700) = 18, we
find I1=7 MW/cm . Of course, these are only crude estimates; for example,
the flake size and number of thermally connected edges must be different.
However, these estimates are sufficient to illustrate that thermal conduc-

: tion requires a minimum intensity of the order of 10 MW /cmz in the gain

switched spike if the flake is to be vaporized.







The foregoing analysis of defect initiated air breakdown is not a
thorough examination of all the intricacies involved in the breakdown pre-
cess; rather it is merely an investigation of one popular model, in order to
establish what the limiting physical steps are likely to be. Reliable models
of ignition deserve far more theoretical attention. Having examined the
breakdown mechanism, we can now evaluate the methods suggested in

) Section 15 for inhibiting ignition, First, methods which eliminate the de-

fect sites required for prompt ignition are examined; then methods of pre-

venting the cascade breakdown are analyzed.

16.2 Mechanical Polishing

Over a highly reflective surface such as aluminum, it is sufficient |

merely to eliminate the plasma since the intrinsic absorptivity of the target

is small, Unfortunately, the tendency of mechanical polishing is to reduce
the scale of the defects rather than eliminate the smallest ones. However,
in the ignition model discussed ahove, the defects are already assumed to

be thin and they are unlikely to be eliminated by mechanical polishing.

Therefore, based on the proposed method of ignition, mechanical polishing

is not expected to prevent ignition.

b; 16.3 Chemical Polishing

E Another method of hardening aluminum is to polish the target by i
using chemical agents to attach the defects. This method of polishing pre-
. ferentially attacks small particles and edges and,for that reason, it may be %

superior to mechanical polishing for prevention of ignition. There is a minor

1 . piece of evidence supporting this approach to hardening. Some samples of

Ti6A14V targets were chemically treated prior to irradiation in repetitive




I

pulse runs., These targets showed substantially poorer coupling than the
single pulse interactions. It is believed that the poorer coupling was a
consequence of poor plasma formation. Since plasma is believed to have
been present in the single shot experiments performed at the same inten-
sity, it is possible that the surface preparation may have been responsible
for the difference. However, this conclusion is by no means certain since
the details of the spike may have been significantly different between the

repetitive pulse runs and the single pulse runs.

It is not clear if chemical polishing can completely remove all the
defects, especially pit type defects which are speculated to have no edges.
It is plausible, therefore, that chemical polishing can raise the ignition
threshold by virtue of the elimination of the smallest defects, but the thresh-
old may still lie below the LSD wave transition intensity, This behavior is
anticipated because large defects become more important as the laser inten-
sity is increased,and large defects are difficult to remove by chemical polish-
ing, The utility of this approach may well depend upon the incident inten-
sities expected. In summary, chemical polishing is a more attractive
hardening approach than mechanical polishing but it may have only limited
applicability,

16.4 Surface Melting

Another potential method of eliminating defects in aluminum is to
melt the surface to a depth of a few microns in hope that the solid layer
reforms without any defects. Quite apart from the question of defect for-
mation, however, a potential drawback of this procedure is that aluminum
oxide can form as the metal is heated, and the oxide has substantially higher

intrinsic absorptivity that the untreated targets. Therefore, this approach
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may necessitate heating in an inert atmosphere which may be prohibitively
expensive, This approach appears to be cumbersome and its potential de-
pends upon unknown features such as whether the defects are removed and
whether aluminum oxide forms. These uncertainties are best resolved by

experiments.

16.5 Highly Reflective Metal Coating

This approach can be employed with any metal, whether highly reflec-
tive or not. The target is covered with a thin layer of high-purity, defect-
free, highly reflective metals such as aluminum or copper. The coating can-

not have any (many) defects, otherwise the coating itself will ignite the L.SC

wave and its purpose is defeated. Moreover, the coating must be strongly
bonded to the underlying substrate such that it can withstand mechanical and

thermal loads.

Not all coatings meet these criteria. For example, plasma sprayed
aluminum does not meet the first criteria - absence from defects, Electron
scanning micrographs of a plasma sprayed surface reveal a wealth of siructure '
in the surfacels which, it is speculated, leads to enhanced plasma ignition.
This hypothesis is consistent with the experimental observation that plasma
sprayed aluminum absorbs more of the laser energy than untreated alumi-
num targets do. 18 Conversely, in the same experiments, di.ffusioh bonded
coatings absorb less energy than the untreated targets, and photographs
indicated that few plasmas were ignited. In the analysis in the remainder
’ of this subsection, it is assumed that plasmas are not ignited and that the

coating is strongly bonded to the substrate.

Two different situations are considered. In the first, a layer of pure
aluminum is bonded to an aluminum alloy substrate; this is representative of
a coating covering a substrate with high thermal conductivity. In the second
case highly reflective metals such as aluminum or copper cover poorly con-

Jucting targets such as $S304 and Ti6A14V,

347




For an aluminum target over an aluminum alloy, the substrate and the
coating can be treated as having the same material properties - the effect of
the coating is merely to eliminate defects and thereby prevent plasma igni-

tion. The surface temperature is found by solving the heat conduction

equation
T _ . d d T
pc——bt = _bx (k—bx> s (16.17)

where p is the density, c is the specific heat, and k is the thermal conduc-

tivity, with the boundary condition at the surface being

Y XY
al = k(o::) , (16.17)

where @ is the absorptivity and I is the incident laser flux,

The absorptivity of the aluminum increases with temperature, Below
the melting temperature the absorption coefficient can be represented by

(see Eq. 16.3)
(T) =a_ + a (T-300) ; (16.19)

14 - -
a_=.03,a =5x107° K] |

. . O :
where T is the temperature in K. The solution for surface temperature,

when the absorptivity is a linear function of the surface temperature, has
been derived by Thomas and Musal, 19 They find the difference between

the surface temperature Ts and the injtial target temperature To obeys
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a 2 2
T -T =_'°_<2e -1 -e¢" erfex|, (16. 20)
(v

x=a I o . (16. 21)

In the above equation, p is the density; c is the specific heat; k is the ther-
mal conductivity, and t is time. A plot of the front surface temperature as a

function of the parameter x is given in Fig. 16.9.

An average absorptivity for heating to a given temperature can be
defined by comparing Eq. (16. 20) to the solution for the front surface temper-

ature at a constant flux, namely,

t

- = —_— .22
T To 201 Kpom (16. 22)

It is found that the time to reach the melting temperature can be calculated by
using Eq. (16.22) and an average absorptivity of 0. 05. The definition of an
equivalent average absorptivity for a target heated to the vaporization tem-
perature is ambiguous, since there is an abrupt jump in the absorptivity

at the melt temperature. The recult depends upon how this jump is incor-
porated into an expression for a(T) which is linear in T; the equivalent aver-

age absorptivity for heating to the vaporization temperature can range from

a low of 0. 11 to a high of 0. 15 depending upon the approximation used,
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In Fig. 16.10, a plot has been constructed to show the relationship
between the fluence and the intensity necessary to reach both the melting
temperature and the vaporization temperature of aluminum, where Eg.

(16, 19) has been used for the absorptivity all the way to the vaporization

temperature. The fluence delivered by laser pulses 10, 20 and 40 Hsec

in duration is also shown. As can be clearly seen, it is virtually impos- i

sible to vaporize the surface with a reasonable length laser pulse - it
requires 10 MW/cmz for 20 usec, It is possible, however, to melt the
surface with only 5 MW/cm2 for 20 ¥ sec; but at this intensity, the coupling

via a plasma is approximately the same as the expected intrinsic coupling.

L s e aa i Caeam -

Since the surface must melt before any mass removal can occur, (the bonding
to the substrate is assumed to be stror.g), the fluence required for melting is :
a conservative lower limit on the fluence needed to defeat a protective coat~
ing with a long series of pulses., Therefore, the aluminum coating should

protect the aluminum target from enhanced thermal coupling, as long as the
laser pulse train is not adjusted to operate against the coating for the first

few pulses and to operate in the enhanced coupling regime for the remaining
pulses. Note, however, that in this approach up to 5 percent of the energy

may be coupled to the target by virtue of the intrinsic absorptivity.

The second configuration to be examined is a highly reflective coating
of aluminum or copper bonded to a poorly conducting substrate such ar Ti-
6Al4V or SS304. The energy requirements for removal of the coating can be
calculated in several approximate methods. One model is to assume that

. the coating has essentially no thermal capacity. Then the surface tempera-
ture reached by the coated metal is controlled by Eq, (16, 20) with the ther-
mal properties being those of the substrate and the absorption characteris-
tics being those of the coating, Two temperatures which characterize poten-
tial critical temperatures are the melting temperature of the coating material

which may correspond to the destruction of the bond between the coating and
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the substrate, and the vaporization temperature of the coating, which is the

temperature at which the coating can certainly be removed by a sequence of
pulses. In Table 16, 3, the thermal properties of Ti6A14V and SS304 are
given, along with the absorptivities used for aluminum and copper and the
product of fluence times intensity which is associated with the surface reach-
ing both the melting temperature and the vaporization temperature., The pre-
dictions for the removal of thin layers are plotted in Fig, 16, 11 for alumi-
num coatings and in Fig, 16. 12 for copper coatings, It is clear that, if the
coated layer has no thermal capacity, it is possiblé to melt the aluminum

coating with modest laser pulse requirements,

As the thickness of the layer increases the thermal capacity of the
coating becomes significant. For example, a one mil thick coating of alu-
minum has a thermal capacity of 4.5 J/ cmz for a change in temperature
of 630K. For an average surface absorptivity of 0. 05, an additional inci-
dent fluence of 90 J’/crn2 is required. In this example, the thermal capa-

city of the coating exceeds the amount of energy conducted into the substrate.

When the coating is thick enough to have significant thermal capacity,
both the thermal capacity of the coating and the energy diffused into the sub-
strate must be accounted for in the model. As a first order estimate the
temperature and energy contained in the substrate are calculated assuming
that a constant flux of heat I' is transferred into the substrate (see Fig,

16'. 13). In order to attain a temperature Ti at the interface, the fluence
F into the substrate is related to the intensity I' by
e csks Tiz

o= ———34 , (16. 23)

where P, c_, and ks are the density, specific heat, and thermal conduc-
tivity of the substrate, respectively. Because of the high thermal conduc-

tivity of the coating, the temperature profile within the coating can be
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 TABLE 16.3
Data Used to Evaluate Effect of Defect-Free Coatings.
Ti6A14V l ss 304
k .1 W/em-K .19 W/ecm-K
0 4.45 g/cm’ 7.9 g/em®
c .6 J/gK .56 J/g-K
il 102 1
(Al) cm cm
Mi-J MW=J
FI (T.) 280 T g70 ZEZ
Cu ™ c:m4 am
i ;
g (T,) 118 -””T“’ 3 ﬂ—;" |
: am om ,
o (T) 667 HoJ 2101 Hd
cm [o-11]
Al Cu
g T 933 K 1358 K .
T, 2767 K 2845 K
o .03 .016
o (K1 5 x 107> 1.7 x 107°
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approximated as a parabolic profile. This approximation is very good when
the thermal conductivity of the coating is much greater than that of the sub-
strate, and when Kt/lnz ?.3 where 4 is the thickness of the coating, ¥ is the
thermal diffusivity of the coating, and t is the time involved. For a one mil
thick coating of aluminum the approximation is good whenever t is longer
than 3 it sec. The temperature difference between the front surface and the

rear surface is given by

s i 2k ' (16. 24)

where ’I; is the front surface temperature, & is the absorptivity, Iis the
laser intensity,and k is the thermal conductivity of the target. Finally,
conservation of energy requires that the difference between the absorbed
fluence & F and fluence F' transported into the substrate be equal to the
thermal sensible heat in the coating;
aF - F' = pcd 'ri + (16. 25)
where ¢ and c are the density and specific heat of the coating material. The

set of equations (16.23) - (16.25) is completed by the assertion that the in-

tensities and fluences are related by the laser pulse lengthr ;

F = ITp ,
(16. 26)
t '
F =1I+1 .
P
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Calculations have been made of the fluence and intensity required to raise
the coating surface to the melt temperature (Ts = Tm); the results are
presented in Figs. 16,14 and 16. 15, where the size of the thinnest coating
sufficient to prevent front surface melting is plotted as a function of in-
tensity for several pulse times and several substrate materials. This is
a conservative estimate of the coating size needed to protect the substrate
from a long series of pulses, since immediate melt removal is assumed.
A lower limit on useful coating thickness is determined by the ignition
suppression requirements discussed earlier and is of the order of 1/2
micron., For an aluminum coating of typical thickness, say 1 mil,

(25.4 pm), no melting occurs for a long string of 10 psec pulses with
intensities up to 9 MW/cm2 (see Fig. 16, 14). If the pulses are 20 psec
long, the 1 mil coating will protect the substrate for intensities up to

5 MW/cmz, and if the pulses are 40 p sec long, the intensity maximum
is 3 MW /cmz. To achieve these intensities and fluences, the incident
pulses are forced to lie outside the enhanced coupling region. Copper

is substantially better (see Fig. 16.15); it can foil even a series of 40
itsec pulses at 8 MW/cmZ. The improved performance of copper has
two potential drawbacks. The copper coating weighs 3 times as much as
an aluminum coating of identical thickness. Moreover, if there are a
few defects in the coating, so that plasmas are ignited intermittently, the
coupling of the plasma to the copper coated target is expected to be higher
than to the aluminum coated target, because copper absorbs the plasma

radiation better,

In summary, highly reflective metal coatings appear to offer sub-
stantial protection from enhanced coupling, provided, of course, they can

be manufactured defect-free and bonded strongly to a substrate,

359




Tp -40,us Tp -20,us

00— 17 71T ,

80 |— ——Al' over Ti6Al4V | —

60| — —Al over S304 /) B ?

40 Tp =10 jus

30 i
]

20 3

pa—
o]

o

COATING THICKNESS, £ [u1]
(=3 oo

Laser Intensity IMWIcmzl

Fig. 16.14 Incident Laser Intensity Required to Melt the
Front Surface of a Layer of Defect-Free Al
of thickness {. Curves are Shown for Two

Different Substrates and Three Different
Pulse Times. )
360 ¥




00— 1 7T T T 7TT7TT0C 3
80 Cu over Ti6Al4V - ’

— —Cy over SS304 :

[T 11

8
I
|

30

20

1

10

REES

COATING THICKNESS, £ [ yiml

o
l

_ i
1 2 3 4 6 8 10

Laser Intensity MW/ cm?) i

Fig. 16.15 Incident Laser Intensity Required to Melt the Front
Surface of a Layer of Defect-Free Copper of Thickness
4. Curves Shown for Two Different Substrates and
Three Different Pulse Times.

361




16.6 Transparent Coatings

Over a highly reflective surface such as aluminum, a potential
method of preventing ignition is to place a highly transparent material over
the surface whose purpose is to prevent the flakes from vaporizing and
seeding the air with electrons. Some suggested transparent materials are

ZnS, ZnSe, and CaFZ.

Qur analysis of the hardening potential of these materials shall be
concentrated on identifying criteria that must be met by the candidates.
For example, the material must be transparent enough to prevent an appreci-
able fraction, say 5 percent, of the incident radiation from being absorbed;
otherwise, the transparent materijal acts as an additional heat source. Fur-
thermore, the coating must not initiate breakdown itself, since then its raison
d'étre is destroyed. The bonding of the material to the substrate must be ac-
complished in such a manner that it does not cause absorption of radiation,
and it must maintain its integrity at high temperature (at least up to the melt-
ing point of aluminum).

20,21, 22 of the substances men-

A summary of some of the properties
tioned above are listed in Table 16.4. It is found that ZnS and ZnSe both have

good transparency, but CaF_ is an order of magnitude worse, In order for

there to be less than 5 perceznt of the laser energy absorbed in passing through
the layer twice, (incident and reflected rays), we require 2kx <.05, where k
is the absorption coefficient of the material and x is the thickness. Therefore,
the permitted thickness of ZnS and ZnS: is about , 02 cm, whereas the thick-
ness of the Can layer must be less than 30 microns., The temperatures
listed for melting or transition all exceed the melting point of aluminum,

Therefore, the critical temperature which must not be exceeded during the

-teraction with the laser is the melting point of aluminum, 933°K. The




TABLE 16.4

Same Physical Properties of Some Dielectrics.

. CaF, ZnS ZnSe Ref
k fem 1] 8.0 1.0 1.2 20
. 10.6 u . . - A
(calculated from
transmittance)
W
[ ] .06 8 176 C .110174 C .07 20
K-cm 422 C
0 [g/cm3] 3.18 4.1 5.27 20
b J
. c[—-——] .85 (22)* .5 (21)
i 2k (32) 21,22
T 1423 C(24) >1100(23) 21,23,24
1360 C(21) (24)
T(transition 1151 C 1020 (22) 22,23,24
{23)
- (24)
- Refractive °
Index @ 10 m 1.28 2.19 2.40 20

*Ref. in( )




temperature that the dielectric is expected to reach as a result of this ab-

sorption (neglecting conduction and assuming no reflection at the surface) is

given by

kIt
- T = m——
T o = T (16. 27)

where T is the final temperature, To is the initial temperature, t is time,
I is the laser intensity, k is the absorption coefficient, pis the density, and
c is the heat capacity. For ZnS, the fluence required to reach the melting 1
point of aluminum is 640 J /cmz. This exceeds the fluence required to melt

the aluminum by intrinsic absorption of the laser, thus, the dielectric coat- ]

ing does not cause the aluminum to melt,

Unless thermal conduction in the overlying dielectric can prohibit
the flake vaporization, the bonding between dielectric and aluminum must
be sufficiently strong to withstand the pressure of both the vapor produc-
tion and the subsequent production of small pockets of plasma. Although
the pockets will be small and localized, they can exert tremendous pres-
sures. Thermal conduction from the flake into a typical dielectric
(K= .03 cmz/sec) removes some of the heat from the flake and may pre-
vent the flake from vaporizing. For example, during the gain switched spike
which lasts approximately .1 usec, the depth a thermal wave travels into the

dielectric from the flake is approximately .5 um. If the temperature of the

flake is approximately 2700 °K, the heat flux at ‘he flake surface is approxi-

mately 4. 8 x 107 k where k is the conductivity in W/cm-K For ZnS the heat

flux is 5 MW/cmZ. If the aluminum flake has an average absorptivity of . 1, -
this corresponds to the energy supplied by an incident intensity of 50 MW/cmz.
It seems, therefore, that plasma pockets will not occur at low intensities,

but small pockets may occur at high intensities, where the intensity in the

gain switched spiked exceeds 50 MW/cmz. Therefore, it is important to

have strong bond.




Provided that all the criteria mentioned above can be met, dielectric

layers should be able to prevent plasma ignition. There is some evidence,
however, that it may be difficult to achieve some of these criteria. Recent
experiment523 in which dielectric stacks were subjected to laser radiation
showed that plasma were routinely ignited, and the integrity of the dielectric
stack was destroyed. This problem appears to be severe and emphasizes

that special care must be exercised to produce defect-free samples.

Even if a defect-free sample is manufactured in an economical manner,
the method may not work for reasons quite apart from those examined here.
For example, the material may degrade in the atmosphere and, therefore, must
be protected. The process of removing the protective coating with a laser may
well compromise the homogeneity of the sample, since, undoubtedly, the di-
electric is a good absorber of the plasma radiation which is produced during

the removal of the protective coating.

16.7 Electron Attaching Gas Injected Into the Boundary Layer

The above mentioned solutions to the plasma inhibition problem depend
upon elimination of defects which act as the initial source of electrons for the
cascade breakdown. Another approach is to permit the defects to remain, to
heat up, and to create electrons, but to curtail the cascade avalanche which is
also necessary to produce a LLSC wave plasma. Two potential ways of ac-
complishing this are injection of electron attaching gases into the boundary
layer and displacement of the boundary layer with a gas which does not sup-

port LSC waves.

The first potential method - injection of electron attaching gases such as

SF6 and WF6 - will fail if the model of ignition advanced earlier is correct.

The ignition process occurs within a distance of a few microns of the surface
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and is suspected of being a result of breakdown in aluminum vapor. Small :

concentrations of an electron attaching gases in the boundary layer cannot i
' prevent the formation and subsequent rapid breakdown of a cloud of aluminum 3
vapor. The limiting step in the breakdown process is the production of the j

aluminum vapor, not the cascade breakdown. Nor is it expected that electron

scavengers can prevent the formation and propagation of a LSC wave in air,

since the production of a LSC wave requires, even in the absence of electron
scavengers, that the air be heated by conduction and radiation from the hot

plasma point to temperatures in the range of 12,000 to 14, 000°K before the ;
air can absorb laser energy. At these high temperatures, the electron at-

taching molecules are expected to be completely disassociated; therefore,

they cannot affect the development of the wave. Of course, this conjecture

should be examined experimentally, since it depends upon the ignition model

coa i aatind i i

which has not been verified, but the experiment should be designed with the

above-mentioned likelihood in mind.

16.8 Detaching the Air Boundary Layer

The other potential method of eliminating the production of a LSC wave
is to displace the air in the boundary layer with a gas which will not support

LSC waves. Since the plasma pockets are initially very close to the target
surface, the presence of this gas can isolate the plasma pockets from the air

and may thereby prevent LSC wave ignition. This possibility is advanced as ;

IR Ty

a potential mechanism, but we have not examined the concept in detail. 4

Further theoretical work must be expended in this area in order to identify
- candidate gases. The ability of the gas to attach electrons is not a primary

criterion for the candidate gases, however, since once again the initial

plasma clouds can heat the gas to well in excess of 10, OOOOK. Instead, the ]

important features of the gas are expected to be its energy transport
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properties and ionization potential. Whatever the nature of the gas, there

must be massive blowing in order to displace the air, The massive blow-

ing requirement may well be a crucial factor in the determination of prac-

ticality of such a hardening scheme.

, 16.9 Summary

As a result of the analysis of the suggested approaches to ignition

inhibition, we have reached the following tentative conclusions:

1

2)

3)

4)

Mechanical polishing is unattractive, since it does not

remove the very thin defects which initiate the plasma,

Chemical polishing is better than mechanical polishing.
It is expected to be most useful at low intensities, but
probably fails at high intensities. Any useful applica-
tions are probably limited to A12024.

Surface melting to remove defects probably produces
oxide which will ignite the LSC wave. Application is
again limited to A12024.

Highly reflective coatings appear to have great potential
if defect-free samples can be strongly bonded to the
substrate. This approach should be valid for all sub-
strates. There is limited experimental evidence in

support of this approach.

Use of transparent coatings is fraught with difficulties.
Nevertheless, the coatings could function effectively if
suitable bonding and ignition-free samples can be pro-
duced. However, scant preliminary experimental evi-
dence suggests strongly that it is nearly impossible to

eliminate sites which ignite plasma.
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6) Electron scavenger injection into the boundary layer is unattrac-
tive since it cannot prevent ignition in a target vapor and is

equally unlikely to prevent LSC wave maintenance.

7 Massive flowing of a foreign gas to displace the air boundary
layer may curtail LSC wave formation. However, suitable
gases have not yet been identified, and massive blowing re-

quirements may prove impractical.

The conclusions listed above can serve as preliminary indications of
which hardening approaches are likely to be fruitful. It is important, how-
ever, that experiments be performed to assess the validity of these conclu-

sions, and that further research on material properties be incorporated into

the criteria. The analysis contained in this section can, nevertheless, aid

in the design of experiments.
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SECTION 17

PLASMA DETACHMENT APPROACHES

In this section we investigate methods of igniting detached plasmas. ;
Two different physical effects are expected to reduce the enhanced thermal
coupling in this approach: first, the layer of cold air between the plasma

. and the target absorbs much of the reradiated plasma radiation and thereby

inhibits radiative transfer of the crucial short wavelength portions of the

spectra; and second, the absence of a wall immediately behind the plasma
permits expansion of the plasma in two directions. Because of this expan-
sion, subsequent cooling of the plasma makes the plasma radiate less effi-

ciently and reduces the pressure, The overall effect is similar to the re-

dudea sl it

duction in coupling experienced by pulses that have large values of 4\

As a further benefit, an opaque detached plasma absorbs all the in-
cident radiation; therefore, if the coupling via the plasma reradiation is
poor, it is possible for the total coupling to fall below the coupling pre-
dicted by intrinsic absorption of the laser. This is especially advanta-

geous for metals with high intrinsic absorptivity.

It is not known how far from the surface the plasma should be ig-
nited, but a few conservative estimates can be made. An LSC wave ex- D
panding away from the target has a velocity of 1 - 2 x 105 cm/sec, It | !
is expected that, when expansion occurs in two directions, the velocity
is lower; for definiteness, we choose a value of 105 cm/sec., Therefore, i

if the plasma is detached 1 cm, for example, it requires 10 usec for

the wave to reach the surface. Since it is also anticipated that the re-
sultant plasma has poor radiating properties, a 1 cm air gap is probably
sufficient to prevent acceptable thermal coupling, even for laser pulse

lengths substantially longer than 10 usec. However, should it be de-

sirable to reduce further the radiative coupling, even for long pulse
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times such as 40 Hsec, a3cm gap could be used. This gap cannot be bridged
in less than 30 pusecs. Moreover, a 30 Hsec pulse is already in the region of
'1-\ >1 with the spot sizes expected. Therefore, when the plasma reaches the
target, it has already degenerated into a very poorly radiating three-dimen-
sional plasma. Thus, a 3 cm gap represents the maximum gap size neces-

sary for protection of the target at normal incidence.

It is conceivable that gaps smaller than 1 cm may also be adequate to
shield the surface since the absorption length of the photo-recombination
radiation in air is approximately . 01 cm; this is much less than the gap
size, However, performance of a small gap is pure conjecture at this time,

and it is appropriate to concentrate on conservative gap sizes in the follow-

ing disucssion.

17.1 Dimpling the Surface

In this approach the surface is covered with concave dimples whose
purpose is to reflect the laser radiation to a high intensity focus which
causes laser-induced breakdown of the air. From the intensity required
for breakdown and from the focusing characteristics of the dimple, it is pos-
sible to determine the size of the dimples necessary to achieve breakdown

of the air at any given distance above the surface.

The threshold intensity for laser induced breakdown in pure air for
10. 6 um radiation has been calculated by Schlier, Pirri and Reilly, 12 and
is shown in Fig. 17.1. For large spot sizes the threshold intensity is
approximately 3 to 4 GW/ cm?, However, the breakdown threshold in-
creases slowly if the radius of the high intensity focal region is smaller
than . 003 cm. The diameter of the dimples required to produce break-
down will be calculated under the assumption that the radius of the high

intensity region exceeds . 003 cm, an assumption which is justified a

posteriori,

If the dimple is a perfect focusing reflector with a square aperture,
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the diffraction limit on the spot radius is given by AF/D where \is the radi-
ation wavelength, F is the focal length, and D is the width of the aperture.
For a spherical aperture, the above expression must be multiplied by a
numerical value of 1,22, In general, we shall assume that the relationship

between the focal spot radius r and the other parameters is given by

(17.1)

where c is the constant chosen to represent the actual focusing capabilities
of the dimple. It will be shown later that the required dimple size varies
only as the 1/2 power of the constant ¢ and, therefore, the size of the dim-
ple is rather insensitive to the value of c as long as it lies between 1 - 10.

The intensity I at the focus is related to the incident intensity Io by

2
D
I =1, (—2_1") . : (17. 2)
Using Eq. (17.1), we find
2 \2
D
I=1, (Zc AF) . (17. 3)

For an incident spike intensity of 20 MW /cm2 and a breakdown threshold of
4 GW/cmZ, the relationship between D and F for 10. 6 um radiation becomes

D =,/ .03cF| . ' (17. 4)

A plot of D versus F for ¢ = 1 and c=10 is shown in Fig. 17.2. Since we are
mainly interested in values of F from 1 to 3 cm for normal incidence, the values

of D corresponding to these values of F are listed in Table 17.1. It should be
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Diameter of Dimple Associated with Given Focal Length

TABLE 17.1

For Two Different Choices of C.

F [com] 1 3
D [cm] 17 .30
(c=1)
D [cm] .55 .95
(C = 10)
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noted from Eq. (17.3) that the diameter depends on the choice of inte: :sity
to only the 1/4 power. Therefore, small errors in the choice of I, andI
have practically no effect on the subsequent discussion. Inspection of Table
17.1 shows that as long as the constant ¢ is less than 10, the diameter of a

dimple need not exceed 1 cm, The radius of the focal spot is given by

(17. 5)

where we have used Eq, (17.4) tc replace cF by 100 D2/3. The diffraction
limited spot size is greater than . 003 cm, the minimum size for break-
down to occur at I = 4 x 107 W/cmz, whenever D is greater than . 1 cm.
This criteria is met for the spot sizes corresponding to a focal length
greater than .5 cm. A cross-section of a spherical dimple for normal in-
cidence focusing is shown in Fig. 17.3. The focal distance F is approxi-
mately 1/2 the radius R of the sphere. The depth h of the dimple is found

from

DZ

h = 2F {1 -V\1 - W ,

which reduces to D2/16F for the cases considered here., For c = 10, his
.02 cm, whereas for ¢ = 1, the depth is only . 002 cm. Evenh =.02 cm
is not deep enough to effect the aerodynamics of a Mach 1 missile which is
a few meters long because the momentum thickness in the turbulent boun-
dary layer is approximately .1 cm. 24 The only effect the dimple may have
is to change, possibly, the point of transition from a laminar boundary

layer to a turbulent boundary layer.

Having established the size of the dimple required to ignite a detached
plasma, we must determine how quickly the plasma shields the surface, and

what the effect is of oblique angles of incidence.
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noted from Eq. (17.3) that the diameter depends on the choice of intensity
to only the 1/4 power. Therefore, small errors in the choice of I,andI
have practically no effect on the subsequent discussion. Inspection of Table
17. 1 shows that as long as the constant c is less than 10, the diameter of a
dimple need not exceed 1 cm, The radius of the focal spot is given by

AcF
5 = .035D ,

(17. 5)
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where we have used Eq, (17.4) to replace cF by 100 D2/3. The diffraction
limited spot size is greater than . 003 cm, the minimum size for break-

down to occur at I = 4 x 107 W/cm2

, Whenever D is greater than.1 cm.
This criteria is met for the spot sizes corresponding to a focal length 1
greater than .5 cm. A cross-section of a spherical dimple for normal in-
cidence focusing is shown in Fig. 17.3. The focal distance F is approxi-

mately 1/2 the radius R of the sphere. The depth h of the dimple is found

from 3

DZ

h = 2F\1 -\1- 77053 |,
which reduces to-Dz/l6F for the cases considered here. For ¢ =10, his :
.02 cm, whereas for c = 1, the depth is only . 002 cm. Even h = .02 cm
is not deep enough to effect the aerodynamics of a Mach 1 missile which is 1
a few meters long because the momentum thickness in the turbulent boun- ~
dary layer is approximately . 1 cm. 24 The only effect the dimple may have A

is to change, possibly, the point of transition from a laminar boundary

et i U

layer to a turbulent boundary layer.
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Having established the size of the dimple required to ignite a detached i
plasr.a, we must determine how quickly the plasma shields the surface, and

what the effect is of oblique angles of incidence,
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The plasma shields the surface when the individual plasma bubbles merge,
and when the plasma clouds become opaque. For the maximum size of dimple
expected, namely 1 cm in diameter, the plasma cloud need grow only .5 cm
to join the adjacent plasma. The growth rate is uncertain; it is a competition
between the radial growth of the LSD wave as it travels up the reflected beam
and the radial expansion of the plasma cloud produced at the focus, The radial
expansion is supported by the incident laser radiation and, therefore, should
- be similar to an LSC wave rather than an LSD wave., Our analysis shall

concentrate on the LSD wave moving axially toward the surface for two rea-
sons: first, the axial LLSD wave velocity is higher than the radial L.SC wave
velocity (which is verified in the following analysis); second, the LSD wave
should be opaque to laser radiation, whereas a radially expanding L.SC wave
may be transparent at the intensities of interest.
The LSD wave plasma travels toward the target at the velocity given
byZS

_ 2 1/3
Viep = [2(¥e-n1/el", (17.6)

where p is the density of ambientair (p = 1.2 x 10'38/cm3), Y is the ratio
of specific heats (y = 1. 2), and I1is the laser intensity. For I measured in

MW /ecmZ Eq. (17. 6) reduces to Visp =2x 10°11/3 [cm/sec). The expan-

i

sion time can be roughly estimated by assuming that the reflected laser in-
- tensity is given by the conical profile shown in Fig, 17.4. The error in
using the conical profile rather than the profile appropriate to diffraction

s limited focusing is restricted to the region close to the focus. The wave

TIEPTIRRE RW 70D

. traverses this region quickly, and most of the time is spent in the lower
v intensity region which is well approximated by Fig. 17.4. The intensity
Iis a function of the distance z from the laser focus (see Fig. 17.4) and is
given by fi

2
1(z) = 1, (3, (17.7)

where 1, is the incident laser intensity and F is the focal length, Then the
377
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velocity as a function of z is

- /3 F 2/3
V(z) =2x 10° [Io [M\N/crnz]]l (; ) cm/sec, (17. 8)

The growth in the radial direction is then given by

1/3 2/3
- ar D - 5 D (D
3t - 2F Viz) = 2x10 IO V3ol (71'-) . (17.9)
Integration of this expression yields
2 1/5 2x1 5 \3/5
by x10"¢t
D I, T . (17.10)

To cover the complete spot at this rate of growth requires approximately
5F1I

ForF=3cmandI=1 MW/cmz, the time is 15 microseconds. This is an

microseconds if the incident intensity is measured in MW/cmz.

extremely long time. Moreover, the LSD wave approximation breaks down
as the intensity drops below 4 MW /cm?. Shielding of the whole target is im-

practical, at least for large values of F and low intensities,

However, it may nct be necessary to shield the whole target. The
main requirement is to prevent the formation of a sma.ll?pla.sma at this
surface, Ignition at a number of sites can destroy the ability to form a uni-
form plasma adjacent to the target, Consider Fig. 17.5 which shows the de-
: tached plasma configuration when plasmas have expanded 1/4 of the way to
the adjacent ignition site. If a plasma is ignited at the surface in the un-
shielded zone, say at point A in Fig, 17.5, the coupling via plasma reradiation
from the surface plasma is expected to be low because the surface plasma can

rapidly expand laterally into the regions of the surface which are shielded

= from the laser by the detached plasmas. Therefore, it is appropriate to cal-

culate the time to cover a fraction of the dimple, say 1/4 of the area. From
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Eq. (17.10) we find that the time required to cover a quarter of the dimple is
roughly 1.6 F 1-1/3 ugec for I measured in MW/cm?, This corresponds to
only 5 4 sec at 1 MW /cm2 and 3 usec at 3 MW /cmz. Therefore, the plasma
can be forced to be effectively a large "r\pla.ama with little or no coupling, We
conclude that the plasma formed in this manner has a strong likelihood of

disrupting the coupling via plasma reradiation, even though the coupling

cannot be eliminated completely.

Finally, it is important to study the behavior of this system when the
beam is no longer incident at normal angles. Spherical mirrors are sub-
ject to a variety of aberrations, including spherical aberration, coma, and

astigmati sm.z 6, 27

PSR TGS I e €54 e s

Spherical aberration can be defined as the longitudinal
variation of the focal point (for normal incidence radiation) as a function of

the aperture size (dimple diameter). The radius of the focal region as a
27

result of this variation can be calculated from third order theory ™~ to be
FD>
T = 56l (17.11)

This radius is smaller than the diffraction limited spot size for 10. 6 um

radiation whenever

3/4

D <42F (17.12)

which is always true for the dimples considered here. Spherical aber-
ration is not a problem,

Coma is the variation of magnification (image size) with aperture for i

light rays incident at an angle to the axis of symmetry, Figure 17.6 il-

lustrates the appearance of a cross-section of the focal region because of

coma,

Astigmatism is a focusing defect which occurs because a group of
light rays incident on a spherical reflector at an angle to the axis focus
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Fig. 17. 6 Cross-Section of Dimple Showing Focussing of Rays
Incident at Angle 6.
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at different points depending upon the plane in which the incident rays lie.
This effect is illustrated in Fig., 17.7. The chief ray is the ray reflected
from the center of the spherical reflector. The tangential plane is the plane
which contains both the chief ray and the axis of symmetry, whereas the
sagittal plane contains the chief ray and is perpendicular to the tangential
plane. The astigmatic image of the laser source is a line in the sagittal
plane at a distance Fp from the reflector and a line in the tangential plane
at a different distance Fg.

We shall analyze coma and astigmatism separately. Because large
angles of incidence are expected to be of interest, it is appropriate to use
ray tracing to examine the features rather than using the third order theory

(ray tracing expanded to third order in all angles).

The radiation reflected at laxge angles of incider.ce is not focused as
tightly by the spherical dimple as it is for normal incidence because of coma.
An estimate of the size of the focal volume can be made by using ray trac-
ing techniques with no diffraction effects included. Consider Fig. 17.6
which shows three rays incident in the tangential plane of a spherical dimple,
the angle of incidence is 6. The ray reflected at the center of the dimple is
the chief ray. The other ravs can be designated by the angle ¢ that a line

drawn from the center of curvature to the point of reflection makes with

the axis of symmetry (see Fig. 17, 6)., The ray which strikes the surface
on the right hand side at an angular distance of ¢ is reflected through an
. angle of 26 + 2@. In other words, the ray which strikes the target at A

is reflected at an angle of 2¢ with respect to the rays reflected at the

center (¢ = 0). Geometrical considarations can be used to determine the
distance y above the surface that the intersection of the chief ray (¢ = 0)
and the ray reflected at ¢ occurs. Interms of the radius R of the spher-
: jcal dimple, the angle of incidence 0 of the laser beam, and the angle ¢
; which defines the ray, the distance y above the surface is given by
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Y sin @+ (1 - cosgp) tan (0 +2 o)
R tan (0 +2 @) - tan 0 (17.13)

This ratio is plotted in Fig. 17, 8 for two values of ¢. Note that except for
a small region near 6 = 0, the value of y increases as qpis decreased at

* fixed 8 (¥or negative ¢, a decrease of p corresponds to an increase in the

absolute value of . ) Therefore, all reflected rays which strike the surface
between 9 and -pmust cross through the line BC in Fig, 17,6, Note that this
line spans the distance between the central ray and the intersection of the rays
reflected from 9 and -. The length d of the line BC is indicative of the size
of the focal volume in the tangential plane due to coma caused by a spherical

dimple. Under the assumption that ¢ is small, the vertical distance Ay between

the intersections denoted by D and E in Fig. 17. 6 is given by

3 psi 8 R
py = 22 2°°s (17. 14)

and the size of BC can be computed to be

3 9% 8in0R _ 3 D sing

4 32 F a !

E

1

where we have used 3

‘ 5 k
o = iF (17. 16)

and R & 2F to obtain Eq. (17. 15).

3

The arguments which led to the above equations are strictly true !

i

only for rays which intersect the dimple in the tangential plane (see Fig.

17.7). For rays which are reflected from points displaced a distance 6z
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from the intersection of the tangential plane and the dimple, such as the line
B B! in Fig. 17.9%a, two effects occur. The radius of the cross-sectional
arc is changed from R to V RZ . bzz, and the reflected ray no longer remains
in a plane parallel to the tangential plane.

The first effect is small. The maximum displacement 6z is small
compared to R as long as the maximum value of ¢ is small. Therefore,
the effective radius is essentially unchanged from R insofar as the calcu-

lation of coma is concerned,

The second effect, focusing of the rays in the sagittal plane, is related
to astigmatism, This effect can be dramatized by comparing the distance
from the center of the dimple to the focus. The rays in the tangential plane

focus at a distance of approximately 28

FT = F cosb, (17.17)

as can be seen from Fig. 17.10. The rays in the sagittal plane focus at a

distance of approximately

FS = ===F (17.18)

as shown in Fig. 17, 9b. At large angles of incidence the tangential focus
approaches the dimple whereas the sagittal focus recedes. (The sagittal
focus always occurs in a plane which is a fixed distance away from the dim-
ple as shown in Fig, 17.9¢) Thus a three-dimensional focus cannot be
achieved by the spherical dimple for large angles of incidence, and this may
well be the dominant effect on the ability of the dimple to cause air break-

down at large angles of incidence,

It is beyond the scope of the analysis performed here to solve in de-
tail the intensity distribution expected in the image formed at large angles.
As a worst case, consider the average intensity at the tangential focus, The
tangential focus has a width (in the tangential plane) given by d in Eq. (17.15)
and a length (in the sagittal plane) of approximately D sinz X
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Fig. 17.9 (a) Frortal View of Dimple Sagittal Focus;
(b) Projection Onto Sagittal Plane;
(c}) Projection Onfo Tangential Plane.
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We can now estimate the effects of non-normal incidence on the per-
formance of a dimpled surface as an countermeasure. In Fig. 17,11 the
focal region of rays in the tangential plane is shown for @ = 5° as a func-
tion of the angle of incidence 8. As 0 is increased, the focus moves closer
to the target and closer to the dimple, At extreme angles, roughly those
greater than (900- 2p), the dimple no longer focuses in the tangential plane.
For an angle of 759, the focus occurs a vertical distance of . 07 F above the
target and a total distance of . 26 F away from the center of the dimple,
Thus, one effect of oblique angles is to reduce the gap between the plasma
and the target.

However, it may not be necessary to have as large an air gap at ob-
lique incidence. As the angle of incidence increases, the pressure and the
velocity of the LLSC wave are decreased and the plasma is less likely to
propagate across the small gap. For example, for ¥ = 3cmand 6 = 75°,
the focus should occur aboutl /4 cm above the surface, At the reduced in-
tensities expected at this angle, 1/4 cm may well be sufficient to prevent
good thermal coupling, Of course, experiments must be performed to test
this hypothesis, The important conclusion, however, is that dimples can
focus a reasonable distance above the surface in situations in which the angle
of incidence is large only if the normal focal distance F is large, Therefore,

large values of F are recommended,

For given choice of F, increasing the diameter of the dimple decreases
the diffraction limits on the focal volume, but it increases the size of the focal
volume attributable to the inability of the spherical dimple to focus at oblique
angles. The spherical limits on the focusing increase as Dz (see Eq. (17.15));
therefore, the average intensity at the focus, as determined by ray tracing,
cannot be increased by merely expanding the diameter of the dimple, An op-
timum size can be defined by equating the size of the focal volume due to

spherical defocusing to the diffraction limited focal volume, The diffrac-

tion limited value is calculated for normal incidence; the spherical
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aberration is determined for the maximum angle of incidence. We find

2
AF _ 3D sind
D

= —uF (17.19)

where )\is the wavelength, F is the focal length, D is the dimple diameter and
@is the angle of incidence., For A = 10. 6 with a focal length F of 3 cm and
an angle of incidence 0 = 750, the two effects are equal for D = ., 6 cm.
Either increasing or decreasing the diameter will not increase the average
intensity in the focal volume. For an incident spike intensity of 20 MW/cmz,
the effective intensity at the surface of the dimple is approximately 5 MW /cmz.
For diffraction limited focusing with F = 3 cm, the intensity at the focus is

0

2
estimated to be 1, 7 x 101 W/cm™ which can easily ignite a plasma. This is

appropriate for normal incidence, However, at 750, little focusing occurs
in the sagittal plane and the average intensity is reduced to 3 x 108 MW /cmz,
which cannot ignite a plasma in pure air. The above calculation uses the
average intensity over the whole focal region. The intensity of the comatic
image is expected to vary over the focal volume, Calculation of the maximum
intensity must include diffraction effects and will not be done here, Neverthe-
less, it is poasible that within the image there is a region of intensity high
enough to cause breakdown, Moreover, even without enhancement due to

high intensity regions in the comatic image, this dimple can ignite a plasma

when the angle of incidence is reduced to approximately 60°.

It therefore appears, that a dimple having a diameter of somewhere be-
tween . 5 to 1 cm and focusing 3 cm above the surface for normal incidence
has the potential to ignite detached plasmas for angles of incidence as large
as 60°. The dimple may function out to 75° if the intensity maximum in
the comatic image is strong enough, More detailed theoretical analysec

and experiments must be performed in order to determine the maximum

angle of incidence for which the dimple is useful.
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Dimpling on the surface appears to have good potential for eliminating

the enhanced coupling mechanism. Calculations suggest this approach is
feasible even for fairly large angles of incidence, as long as the dimple is

designed to focus far enough from the surface.

17.2 Debris Injection

. The threshold intensity for breakdown in air containing particulates
is several orders of magnitude below the clean air breakdown threshold.
Particles from 10 to 100 Hm in diameter have been observed to initiate
plasmas at intensities of the order of a few MW/cmz if the preceding spike

2
9,30,31 Indeed, breakdown often occurs in front of the

is sufficiently strong,
target in the repetitively pulsed experiments discussed in Parts I and II of this
report. A possible approach to hardening, therefore, is to ignite detached
plasmas by injecting appropriate debris into the boundary layer. Once again,
the formation of a plasma is expected to protect the surface in a variety of
ways. The plasma will absorb the incident radiation, at least over part of
the surface, The radiative transfer from the plasma ignited from the debris
is expected to be poor because the air gap between the target and the plasma
absorbs radiation. Moreover, the rapid gas dynamic cooling due to expan-
sion of the debris ignited plasma in several directions reduces the amount

of radiation produced. Finally, any plasma that does form on the surface is
expected to have a large effective value of ™ because of the presence of
regions which are shielded from the laser; therefore, the radiative transfer
from the surface plasma is expectcd to be minimal,

29, 30, 31 show that plasma can be ignited by

. The experimental results
particles of varying composition and size, provided the gain switched spike
is sufficiently strong. But it has not been established which composition is
most efficient in igniting plasmas; that is, which composition creates plasmas
at the lowest intensity and/or smallest particle size. In the following analysis,
debris mass densities shall be constructed for a variety of compositions and

particle sizes and the consequences of ignition will be explored,
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The rate of expansion of the plasma is uncertain, but theoretical

3 . is
estimates suggest that at low intensities, where an LSD wave cannot

be sustained, the plasma velocity is at least the speed of sound in the cold

air, i,e,, 3 x 104 cm/sec, Numerical simulation34 suggests that LSD waves

can be supported above 5 MW /cmz. Indeed, higher velocities of the order

of 2 x 105 to3 x 105 cm/sec, consistent with LSD wave predictions, have been v
5 _
observed 1,3 in the initial stages of growth when the laser intensity is high,

but for the present purpose, a conservative value is appropriate, Therefore, )

most of the calculations use the sonic velocity of the ambient air for the plasma

expansion rate,

It shall be assumed that whenever the projection of the plasma clouds on

the target surface coalesce, insignificant target coupling results, The rea-

sons for the reduction in coupling are the same as discussed in Subsection 17.1
in conjunction with Fig, 17.5. First, the plasma clouds ignited by debris in
front of the target shield a large fraction of the target from direct laser radi-
ation, Second, any plasma ignited at the surface in the unshielded zones can
rapidly expand ihto the shielded regions (see Fig, 17.5); therefore, the sur-
face plasma has a large effective value of 4 and its thermal coupling is poor,
The reduction in coupling is the combined effect of many particles and is not

limited to the absorption characteristics of an individual particle.

The loading of particles can now be related to the time at which the
pulse is effectively terminated by the coalescence of the plasma clouds, If
the projection of particles on to the target plane represent a surface den-
sity of N particlea/cmz, then the time for the plasma clouds to coalesce is
given by 1/ (2V J/N), where V is the velocity of propagation. The tﬁne to
effective termination of the pulse as a function of N is plotted for two values
of velocity V in Fig, 17,12, The two values of velocity which are used are
the sonic velocity 3 x 104 cm/ aecz, which is a conservative estimate, and
the velocity of 2 x 105 cm/sec which is observed during the initial stages

of growth, Notice that plasma clouds coalesce within 2 isec for N >70
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2
particles/cm if the speed of propagation is the sonic velocity. At the higher
2
speed of propagation,it requires only 1.5 particle/cm for the clouds to coa-
lesce within 2 isec. Hereafter, we shall concentrate on estimates made

using the sonic velocity,

The practicality of this hardening approach may well depend on the
weight penalty it imposes. The weight depends, of course, upon the particle
loading, the particle composition, and the particle diameter D, Mass load-
ing M per unit surface area is given by

mD’ PN (17. 20)

M=6

where p is the density of the material. The mass loading is shown in

Fig. 17.13 for three materials - plexiglass, A1203, and (JaCO3 (which
have a density of 1.2, 3.8, and 2. 8 gm/cms, respectively) and three
particle diameters, D = 10,30 and 50 microns. Plexiglass is the lightest

of the group and if it has good ignition characteristics, it is the most at-
tractive candidate for minimizing the weight penalty. However, in terms

of weight penalty, the size of particle is far more crucial than the density.
The '"best' particle is the one which gives good ignition at the smallest size.

In order to make a quantitative estimate of the weight penalty, con-
sider a hypothetical vehicle having a cylindrical shape. The vehicle has a
length L of 3m, a radius R of 10 cm, and is travelling at a velocity U equal
to3x 104 c¢m/sec (Mach one). In order to protect this vehicle from a time t
of 5 seconds, the particulate density N must cover an effective surface area
of 2 MR Ut instead of the actual surface area of 2 MTRL. The effective surface
is a factor of Ut/L = 500 larger than the true area, For a weight penalty

equivalent to a 1 mil aluminum coating, the mass loading must be less than

- 2 2
1.4x 10 > gm/cm , At a loading of 70 particles/cm , it is possible to meet

2]
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this criteria with all particulate compositions and particle diameters up to

50 microns. A different criteria is to demand that the total weight penalty
-4 2
be less than 1 kg; this corresponds to a mass loading of 1 x 10 ~ gm/cm,

which is a less stringent criteria. The mass penalty also depends on the

5
plasma expansion velocity U. If the plasma expansion rate is 2 x 10 cm/sec

rather than 3 x l()4 cm/sec, the required particle concentration N is only

1.5 /cmz. At this concentration, particles 100 um diameter can be used

with no significant weight penalty.

There is a question as to whether the plasma formed by ignition of

the particle remains opaque; it is important to resolve this issue. Experi-
s 30,31,35

ment indicate that a large fraction of the energy will be trans-

mitted through the plasma if the intensity is not high enough. It is difficult

to use these experiments to forecast the opacity in the present case. At early

time, that is, the first few microseconds, the plasma in the experiment grew

rapidly at a rate close to the LSD velocity which is highly suggestive of a

strongly absorbing plasma. At later time, however, the growth rate was

dramatically reduced. The transition from rapid growth to slow growth

coincided approximately with the plasma cloud expansion reaching the edge

of the laser beam, It is not known whether or not the transparency of the

plasma is related to edge effects. It will be important to establish experi-

mentally the opacity of the clouds in cases where the plasma cloud cannot

expand beyond the beam.

In this brief analysis of the potential of debris injection it was shown

that the method will probably not impose a huge weight problem and thus has »

good potential as a hardening technique. However, several details must be

studied by experiments. In particular, it is important to establish the mini-

mum laser intensity as a function of particle composition and size for debris-

ignited breakdown and also to establish what the minimum lager intensity is

for sustaining a strongly absorbing plasma, especially if this intensity is high-
er than the breakdown threshold.




17.3 Electron Injection

Another approach to igniting plasmas is to seed the air in front of the
target with electrons by electron injection. However, as mentioned earlier,
the initial concentration of electrons appears to h