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INTRODUCTION | ‘

The phenomenon of fluorescence has been recognized since the mid-nineteenth

IRTPYRTRY RPN PSR

century, when it was first correctly described by Sir George Stokes (1 ). Even

the measurement of fluorescence lifetimes was successfully approached as early as

1926 by E. Gaviola (2 ).

ok B, B TR 0 R

However, only quite recently has instrumentation be-

Pt skies

come available to permit the devel. .ient of fluorimetry into a useful chemical

tool.

.

In particular, the Jevelopment of practical techniques for time-resolved
fluorescence measurements only became possible after about 1950, when radiation
detectors and signal processing electronics with high sensitivity and nanosecond
time resolution became commercially available. Since then, there has been 2

tremendous amount of activity in this field. Not only have several methods for

’ the measurement of fluorescence lifetimes been well developed, but they have already
ki :
been applied to many interesting problems in several areas of chemistry.

In this chapter, the measurement of luminescence lifetimes is treated

»

from an unusual vantage point, specifically that of linear response theory.

It will be shown how linear response theory can be employed to relate essen-

N

e PP YA i st AN
e D L R e

S

tially all commonly used methcds for time-resolved fluorimetry. Perhaps more 3
) ks
importantly, it will be demonstrated that new approaches to sub-nanosecond %
Z§E lifetime measurement can be derived from information theory concepts. No %
;i attempt will be made to be exhaustive in the coverage of time-resolved mea- g
;% surement techniques, nor will an exhaustive review of the literature be pro- g
A 5
;ﬁ ; vided. Rather, the goal of the chapter will be to provide a framework within E
%; % which essentially all lifetime measurement techniques can be unified. To %
i i
;
1
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begin, let us briefly examine the nature of time-resolved fluorimetry and

learn how it can be viewed from the standpoint of linear response theory.

BASICS OF TIME-RESOLVED FLUORIMETRY

Fluorescence is a linear process (i.e. is proportional to the power: of
exciting radiation), and a unified understanding of the techniques for the measure-
ment of fluorescence lifetimes can be obtained by viewing tiqe-resolved fluori-
metry from the standpoint of linear response theory. Therefore, let us digress

i

a bit to introduce the basic concepts of linear response theory.

Linear Response Theory

In linear response theory, any system is descrited by specifying its
transfer function.

The transfer function completely describes the system's

response to any time-dependent perturbation. These basic ideas are illustrated
schematically in Figure 1. Clearly, the transfer function is itself an important

system property. Moreover, various other system parameters can be determined
from it.

There are two ways of specifying the transfer function of a system or
network:

by its frequency response function or by its impulse response function.

The frequehcy response function gives the attenuation and phase shift caused by

the system as a function of frequency. It can be measured by applying a sinusoidal

perturbation to the system's input and measuring at the system's output the rela-

tive amplitude and phase of the resulting sinusoidal response.

A plot of this
amplitude and phase behavior as a function of frequency then consti‘utes the

A schematic illustration of the determination of a
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frequency response function is shown in Figure 2. Amplitude and phase fluorimetry ar
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techniques which rely upon the frequency response function, as discussed later.
The impulse response function, on the other hand, gives the time response of
the system to a delta function (impulse) perturbation. An ideal delta function
can be thought of as an infinitely narrow spike of infinite amplitude. Conse-
quently, an approximation to the impulse response function can be measured by
applying a short duration pulse of large amplitude to a system's input and
monitoring the resulting time response at the system's output. Figure 3 schemati-
cally illustrates such a measurement. Notice that the impuise response is a
function of time, unlike the frequency response. As we shall see, these two func-
tions are mathematically related. Understandably, the impulse response function
is related to the pulse techniques for measuring luminescence lifetimes.
According to Fourier theory, an ideal impulse contains all frequencies.
Therefore, applying a delta function input to a system is equivalent to simulta-
neously sending ali frequencies into it. The impulse response function must then
also contain all frequencies superimposed on each other, but each frequency
component will have been attenuated and phase shifted according to the system's
frequency response. Therefore, the impulse response function contains exactly
the same information as the frequency response function. In fact, the two functions
are entirely equivalent and can be simply related by Fourier transformation.
Accordingly, if a system's impulse response function is known, its frequ :cy
components can be unscrambled by Fo;rier transformation to yield the frequency

response function. Similarly, the impulse response function can be calculated

4 '(iy*;m;-mammmeﬁmma&m&mmimxmmmmﬁwm:xmw;m,mmmmmm‘wmﬂ:ém.ofxw, 3 b i S A T A S A b B

from the frequency response function by inverse Fourier transformation.

i

Either the frequency or impulse response function completely determines

AR DL DI e 1 O

the response of a system or device to any arbitrary input. In terms of the
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frequency response function, the frequency spectrum of a system's output is related

to that of the corresponding input signal by:

RS R

Y(£)

X(£)A(E) ) (1-2)

B(E) = a(f) + 4() ’ (1-b)

In these equations, Y(f) and B(f) are the amplitude and phase portions of the
output frequency spectrum, X(f) and «ff) are similarly the components of the input
signal's frequency spectrum, and A(f) and ¢(f) are the amplitude and phase of the
system's frequency response function. In words, Equation (1-a) says that the
amplitude of any frequency component in the output signal is equal to its amplitude
in the input signal multiplied by the system's transmission at that frequency.
Similarly, the phase of each frequency component in the output is just equal to

its phase in the input plus the characgeristic phase shift of the system at that

R R A A SR R e R

T

frequency. These relations make sense intuitively; moreover, they are quite
familiar for electronic systems, such as RC filter circuits and amplifiers.
In terms of the impulse response function, on the other hand, the response

of a system, R(t}, to an input perturbation, P(t), is given by the convolution

of the input perturbation with the system's impulse response function, I(t). ‘%
This convolution process is described mathematically by the relation: é%
R{t) = P(t) * I(t) = L P(TYI(t-7)dT ‘§

o

where thc asterisk denotes convolution, t is time, and T is just a dummy in-

tegration variable. A simple explanation of the form of the convolution integral
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f« is possible if one analyzes more closely the convolution process itself.
{ Convolution. Let us intuitively derive the mathematical expression for ‘
’ convo .ion by considering a series of experiments with some hypothetical _§
test system; Figure 4 illustrates this approach schematically. In each experiment §
’ the system is perturbed with a specific input signal, P(t), and we try to, describe %
mathematically what the system's response, R(t), will be in each case. 2
1) The system is perturbed at time t = 0 with a delta function input of ”’;E
: amplitude P(0). The response of the system after time t = 0 will be, by _defini— ;j
tion, the system's impulse response function, I{t) scaled in amplitude b}; that f;
of the perturbing impulse. This experiment is illustrated schematically in E
Figure 4(a), and is described mathematically by
P1(t) = P(0)S(t) ‘ (3-a) :
: Ri(E) = P(O)I(E) (3-b)
: i 2) The system is perturbed with a delta function input of amplitude
% P;(t) at time t = T. The response of the system wili again be just the impulse
% response scaled by the amplitude of the input pulse; however, the response is now
1 displaced in time to t = T. Figure 4(b) schematically illustrates this experiment,
} and its mathematical description is

&
”

Po(t) = P3(Ns(t - T (4-a)

Rz(t) = Pi(MI(t - T) (4-b)
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3) The system is perturbed with a train of delta-function pulses. Specifi-

cally, let the system be perturbed by the following series of impulses: a delta

function of ampiitude P{0) at time t = 0, a delta function of amplitude P(T:),
as time t =T1, a deltz function of amplitude P(T,) at time t = T,, étc. From

the preceding discussion, each of these input impuises induces a response from

the system in the form of the system's impulse response function, séaled by the
amplitude of the input pulse and displaced in time by the pulse's time of occurrence.
The total response of the system to the train of perturbing impulses is then just
the sum of the contributions from all of the impulses; i.e. the amplitude of the
system's output at any time t will be equal to the sum of the amplitudes at that

time of the responses induced by all preceding input impulses. This experiment

is illustrated schemati:ally in Figure 4(c), and it is described mathematically

by

P3(t) = P(0)5(t) + P(T1)8(t - T)) + P(T)8(t - Tp) + ... (5-2)

R3(t) = P(O)I(t) + P(T{)I(t -~ Ty) + B(T)I(t - Tp) + ...

‘ (5-b)
+ P(TI{E - T)) =, P(DI(t - T)

< > .
where Th < t, but Tn+1 t

4) Finally, let us consider a perturbation of the system with some real
signal of finite duration, whose amplitude-time profile is given by P(t)
fcf. Fig. 4(d)]. 7his input signal can be viewed as a train of delta function
pulses, just like that of the preceding example but the interval between
successive pulses has become infinitesimal and the amplitude of the pulses

follows the shape of the function P(t). Therefore, the response of the system

s Wb )b
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in this the general case is also described by Equation (& »), with just one
minor modification: the summation must be replaced by an integral, since
successive pulses in the imiginary train of delta function pulses are now in-
finitely close in time. If this. substitution is made, one does in fact arrive at

the convolution integral given in Equation (2).

Practical Considerations

From the foregoing discussion, it should be apparent that either the
impulse response or frequency response function can be employed to describe
the temporal response characteristics of a system we wish to test, and that
both methods provide the same information. However, dependiﬁg on the par-
ticular experimental situation, one method or the o‘ner might be superiof.
Therefore, it is appropriate to briefly consider the experimental requirements
for measuring each kind of function.

Obviously, to determine an impulse response function, the system under
test must be perturbed with a source of energy which appears temporally as
a spike. Ideally this spike or impulse should approach a mathematical delta
function; that is, it should possess infinite amplitude and zero width and
have an integral of unity. In practice, however, the perturbing source must
emit a spike which is narrow with respect to the temporal characteristics

of the transfer function being measured. Moreover, the maximum the amplitude

of the spike will be limited practically by the linearity of the system being
t?sted, while the minimum amplitude will be bounded by the sensitivity of
the system to the perturbation and the required magnitude of the response
which it elicits. Measurement of the elicited impulse response function

simply requires a detector capable of monitoring the response and of follow-

ing faithfully its temporal behavior.

Obviously, severe constraints exist in the choice of a real perturbation

source for impulse response determinations. Often, the perturbing scurce is

Rl
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not brief enough in duration, which results in a distorted response trace.
Alternatively, the source might be too weak to evoke a measurable response
or so intense that non-linear behavior is produced. As will be indicated
later, all these limitations exist in time-resolved fluorimetry and great

care must be taken to overcome or avoid *“hem.

PNy

In the measurement of a frequency response functionm, severaf alternative
approaches exist. The simplest such approach, and one which produces the
highest signal-to-noise ratio, simply involves perturbing the system under
test with a sinusoidaliy modulated energy source and observing the resulting
response with a tuned, phase-sensitive detector. A linked frequency sweep
of source and detector then provides both parts (phase ard amplitude) of the

frequency response function. Alternatively, several fixed-frequenty sources

s ALt O EA A o LA

s

can perturb the system simultaneously, with the resulting response being
examined either by a series of individual frequency and phase-sensitive de-
tectors or with a single frequency-swept device. This latter kind of device
is termed a "spectrum analyzer." Of course, the second method for frequency
response measurement results in measurements at only specific, d.screte
frequencies and limits the res lqtion of the resulting response _urve.

To improve resolution on the curve, additional perturbing sources

By R P

could be added, with an attendant increase in complexity. In the limit, one
could envision an infinite number of discrete sources, to enable the entire
spectrum to be resolved. Intercstingly, this seemingly exotic limit is rela-
tively simple to implement practically. White noise sources are available
which emit energy over enormous frequency ranges (d.c. to GHz) and provide
outputs which, for most purposes, appear to have originated from just such

an infinite array of sources. Thus, with a white noise source, a system

can be perturbed simultaneously over a broad frequency range, with the re-
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sulting response being simply monitored by a swept-frequency spectrum analyzer.
Frequency response measurements, be they swept, multi-frequency, or noise

input approaches, are often superior to impulse response measurements. Whereas

the impulse requires all energy which elicits a measured response to be concen-
trated in asingle instant, the perturbing energy can be spread out in time
when the frequency domain is employed. This capability often results in greater
detectability, signal-to-noise ratios, and less dange:r from saturation (non-
linearity) than is found in the pulse techniques. As a result of this limita-

tion, engineers employing linear response theory have devised a simple way of

]

obtaining impulse response functions using multi-frequency or white noise per-

turbing sources. The basic idea behind these measurements is outlined in

Figure S.

As shown in Figure SA, there is a fixed mathematical relationship between

white noise and a delta function. Specifically, the delta function is obtained

by autocorrelating the noise. That this result arises can be appreciated from

the basic nature of the correlation process (3 ). In particular, the process

of autocorrelation produces a phase registration of all of the frequency compo-

nents in any complex (non-sinusoidal) wave form. That is, each frequency

component in the wave form is converted to a cosine wave and therefore has
its maximum value at a location equal to zero on the horizontal axis. Consequently
all frequency components in the complex wave form align at this phase-related

point, causing their amplitudes to add. At all other points on the horizontal
axis, however, the different frequency components in the original waveform
will be out of phase by varying degrees and, when summed, will produce a re-
sultant which is probably lower than the amplitude of the "zero" point. For a

-wave form like white noise, which contains all frequencies, there will be an
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infinite number of such waves, so that for every one vhich has a large positive
value at some horizontal axis location, there will be another which has an
equal but negative amplitude, causing the resultant to be zero. Consequently,

for a completely random wave form such as white noise, all frequency components

ST a——

add only at the ''zero” point and produce everywhere else a value of zero.

n

R o P

How these concepts can be applied to the measurement of an impulse
response function is illustrated in Figure 5B. In thic case, white noise is

not correlated with itself (autocorrelation), but rather is correlated with a

il B B S b

version of itself which has been passed through the device we wish to test.

iyt

Intuitively, one would imagine that the random waveform would be altered

upon passing through this device; in particular, that some of its frequency

¥t AR s 2,

components would have been attenuated or phase-shifted somewhat, in accordance ¢

with the system's frequency response function. For simplicity, let us assume

i

here that this system attenuates the high-frequency components in the random

o
(]

waveform. As a consequence, one would expect these high-frequency components

TR,

t
.

also to be absent from the cross-correlation function calculated between the

“‘},
D

v
W

v

two waves. Loss of these high-frequency components would strip the impulse

it

i
Ll

s

response function of its rapidly changing features and would yield a smoothed

»,‘L-‘

oy
AR

b3

waveform rather than the delta function which would otherwise have been pro-

il

i

R Y

duced. Although this discussion has centered on the transnission of 2 random

waveform through a device to be tested, it should be clear that the same considera-

tions apply to a response elicited by such a wave form.

-

—~
d

This alternative scheme for the measurement of impulse response functions

o ,)" “n‘ i

has several attractive features. Like the frequency response measurements, it

o
(R .';TM'

applies tlLe perturbation to the system under test over an extended time period,

T A B S S A A A A S S NEMI o R A 1Ml

rather than all at once. The system is thus less likely to be strained or driven

i

into non-linear response. In addition, this alternative method is relatively

2
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immune to a constant offset in the input perturbation. This feature is a sub-
stantial advantage in some applications. For example, the impulse response
function of a large electrically driven turbine can be obtained while the

turbine is running, simply by adding a small random electrical variation to

S SUSHULE sosst s S

the constant drive current and by cross-correlating that random wave form with

the minute fluctuations in the turbine's velocity which result. Finally, this

A

e

method can prove advantageous just because of the ubiquitous nature of white

s
&

S TN R e

noise or random processes. Recognizing that most things we examine are perturbed

.
B

L]
T

R

by the natural, often stochastic events in their environment, scientists have

v
i

SR

devised extremely clever ways to measure response functions without the need

e R S e i 4

iy

nr external perturbation (4-7).
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Many examples could be cited where impulse or frequency response functions

e

e
o
g

> -

are used in science. Because of the simplicity of their inte}pretation, the
impulse techniques are the most widely employed. For example, Fourier transform
nuclear magnetic resonance spectrometry is essentially an impulse technique,
wherein a pulse of radiofrequency energy is used to elicit a response from nuclei
(their free induction decay). Impulse methods are also used in perturbation tech-
niques for the measurement of rapid kinetiés. (e.g. pressure-jump and temperature-
jump approaches). Finally, analytical gas and liquid chromatography are impulse-

type measurements, and involve the application of a pulse of sample material,

which yields as an impulse response function the desired chromatogram.

TR B P S e A e o S S £ S A O i b et S

These examples hopefully reveal the importance and scope of impulse and

frequency response measurements and also suggest that perturbing soucces need

u AT AT SRR Y Y e 22

not be electrical in nature but might consist of energy input in the form of a light

pulse, a temperature variation, or an increment of chemical sample. Let us

T

now turn our attention to an area in which these approaches become especia’ly

useful--time-resolved fluorimetry.
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Lincar Response Functions in Time-Resolved Fluorimetry

How can the concepts of linear response theory be applied to time-resolved

fluorimetry? In such an application, the generalized system discussed in the

preceding section is specifically the flucrescent sample under study. Applying

a time-dependent perturbation correspondirngly translates into illuminating the

LA b Oy
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sample with a source whose output radiance varies as a function of time. Similar-

ly, monitoring the response of the system to the perturbation now implies measuring

the time-dependent intensity of the resulting fluorescence. Again, the response

and the input perturbation are related via the system's impulse response (transfer)

function. For a fluorescent sample, this transfer function is determined by the

decay kinetics of the probed excited state.

The objectives of time-resolved fluorescence studies are the measurement

of excited-state lifetimes and study of the decay kinetics of species in excited

states. From the standpoint of linear response theory, an experiment in time-

resolved fluorimetry involves measuring the transfer (impulse response) function

of the molecular system being studied; from this function the excited-state life-

time or decay rate constant of interest can be calculated.

Because there are two ways of specifying a system's transfer function,

there are two classical approaches to time-resolved fluorimetry. The pulse

7
)

techniques for the measurement of fluorescence lifetimes ( 8-10 )} constitute one

approach. With these techniques it is the impulse response function of the molecular *

e

.
R

system being studied that is measured.

&

The other classical approach to time-

resolved fluorimetry employs the measurement of points on the frequency response

(A

function of the flwrescent system. This approach includes the modulation and

phase-shift (8,11,12) techniques for the measurement of fluorescence lifctimes.

A

I

PIRTE

Finally, a group of new techniques has recently arisen which revolves around

the use of a stochastic or noisy perturbation and either cross-correlation or

i
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solution from an excited singlet state: the radiative process of fluorescence

spectrum analysis to generate, respectively, the impulse response function or
frequency response function of a fluorophore.

Let us now take a closer look at these appraoches to time-resolved fluorimetry;
In particular, let us consider what the impulse and frequency response functions

of a fluorescent sample look like and how they are related to the excited-state

s

lifetime of the fluorophore. Also to be discussed are the experimental measurements
involved and how lifetime values can be calculated from the data in each case.
Finally, new methods based on correlation will be examined, and their capabilities

compared with the classical schemes.
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Pulse Fluorimetry

In the pulse techniques for the measurement of fluorescence lifetimes,
the sample of interest is illuminated with an intense, brief pulse of light

and the intensity of the resulting fluorescence is recorded as a function of

Sdante gl

time, If the exciting light pulse is sufficiently short, the measured fluorescence

decay curve will be a good approximation to the sample's impulsc rcsponse func-

tion.

In general, several processes contribute to the relaxation of molecules in
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as well as such nonradiative processes as internal conversion, intersystem crossing,

i

and quenching by other specics present in the solution. Fluorescence, internal
conversion, and intersystem crossing are unimolecular processes; therefore they
follow simple first-order kinetics. In addition, quenching by other species,
although a bimolecular process, can in most cases be described in terms of

pseudo-first-order kinetics., Therefore, for most fluorescent samples, the
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excited-state population established by an impulse of exciting light will decay
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exponentially, §ccording to the familiar decay law for first-order kinetics.
The rate of this decay is determined by the sum of the rates of all contributing
relaxation processes. Because the intensity of fluorescence from a sample re-
fiects its excited-state population, it follows that the impulse response
function of such a sample is just a simple decaying exponential; moreover, the
decay constant of this function directly gives the overall relaxation rate for
the probed excited state of the fluorophore.

To be more quantitative, for most fluorescent samples the impulse response
function, I(t), will have the form:

kt

I(t) = Ige (6)

where I, is just a scaling factor representing the peak fluorescence intensity,
and k represents the overall relaxation rate for the probed excited state. 1ae
value of k, in turn, is given by

k=%k.+k,.+k. ,+k (7

where kF’ kIC’ and ka are the first-order rate constants for fluorescence,

internal conversion, and intersystem corssing from the probed state, respectively,

and kQ is the pseudo-first-order rate constant for bimolecular quenching of that
state,

Often, the decay kinetics of an excited state are described in terms of
its lifetime. The fluorescence lifetime of an excited state is by definition

the time required for the excited state population to decay to l/e, or ~37%,

* of its initial value, following excitation by an impulse of light. Therefore,
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the lifetime, 1, is simply the time corresponaing to the 1/e point of the fluoro-

phore's impulse response function. From Equation (6) it follows that
v = 1/k : (8)

which indicates that the lifetime of an excited state gives the reéiprocal of the

state's overall decay rate constant.

Clearly, for any fluorescent sample which exhibits such exponential decay
behavior, the lifetime of the probed excited state can easily be calculated
from the sample's impulse response function, i.e. its experimental fluorescence
decay curve. In practice, one can simply prepare a semi-logarithmic plot of the
fluorescence decay data and determine the slope of the resulting straight line.

Taking the logarithm of Equation {6), one obtains
log I(t) = -kt + log I, &)

which represents a straight line with slope k. This procedure ccnstitutes the

so-called graphical slope method for the evaluation of fluorescence lifetimes

from pulse fluorimetric data.

Although most fluorescent samples exhibit the simple exponential decay
behavior discussed above, there are some important exceptions. Specifically, any
sample which contains more than one fluorescent species will exhibit non-exponen-
tial decay in pulse fluorimetry. For such a sample, the impulse response function
is a sum of exponential terms, with one term for each fluorescent species present.
In general, it then becomes difficult to extract valid excited-state lifetime

values for the individual components from the sample's fluorescence decay func-

tion.
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In addition, not always can bimolecular quenching be described in terms of

pseudo-first-order kinetics. Therefore, some one-component fluorescent samples

might also exhibit non-exponential decay behavior. Study of the form of the
fluorescence decay function for such samples can, however, reveal much about the

mechanism of the quenching process involved.

The relaxation rates for excited singlet states are oftein greater than 10° sec™

accordingly, fluorescence lifetimes fall in the nanosecond and subnznosecond time
range. Therefore, the measurement of fluorescence lifetimes by pulse vechniques
poses some difficult instrumental problems; sources capable of generating
nanosecond or subnanosecond light pulses are required, and sensitive detectors
and signal processing electronics capable of responding on this time scale ~re
needed. Significantly, many fluorophores have excited-state lifetimes which are

of the same order or even shorter than the time-resolution capabilities of

available instrumentation. If the duration of the light pulses provided by the

excitation source is not negligible relative to the 1fietime of the fluorophore being

studied, the sample's measured fluorescence will not be an accurate representation
of its impulse response function. Similarly, if the response of the detection
system is limited in the time ~range of interest, then the measured fluorescence
signal will be distorted. In such cases, the measured fluorescence decay curve
will be the convolution of the excitation light pulse and the impulse response

of the detection system with the desired impulse response function of the sumple.

Therefore, the determination of very short fluorescence lifetimes requires

deconvolution analysis (13) in order to extract the true impulse response func-

tion of the sample from the experimentally measured fluorescence decay curve.

Modulation and Phase Fluorimetry

Let us now consider what the frequency response function of a fluorescent
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sample looks like. Recall from the earlier discussicn that a system's impulse

and frequency response functions can be simply related by Fourier transformation.

R

jorut?

A
3

5

Therefore, for any fluorescent sample that exhibits simple exponential decay behavior

N AT

in pulse fluorimetry, the frequency response function is just a Lorentzian, i.e.,
the Fourier transform of an exponéntial. The amplitude, A(f), and phase, 6(f),
of a Lorentzian obtainec by Fourier transformation of an exponential with decay

time T, are given by

A A AR A

i‘;

1
T
(1 + 472f2:2)7

i

A(f) (10-a)

AR

3t

TR

I

$(£) = arctan(2nfl) (10-b)

The relationship of a fiuorophore's frequency response function to its excited-

state lifetime, T, can be expressed in terms of the frequency at the half-maximum

PR A B

point of either the amplitude or phase position of the frequency response func-

tion. From equations {10-a) ana (l0-b) one obtiins the following relations:
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D S (11-b)
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where f% denotes the frequency at the nalf-maximum point of the amplitude response

function [i.e. the frequency at which A(f) = %], and f45° is the frequency at

e et S

the half-maximum point of the phase portion of the frequency response function

[i.e. the frequency at which ¢(f) = 45°1 Notice that T is simply the reciprocal
of either f; or fusc times a constant. A Lorentzian {requency response function
2

and its relationship to thc cxcited-state lifetime of the coxresponding fluoro-
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phore are illustrated in Figure 6.

In the conventional modulation and phase-shift cechniques for the measure-
ment of fluorescence lifetimes, the sample of interest is illuminated with a
source whose output is sinusoidally modulated at some frequency. The resulting
fluorescence is observed and will also be sinusoidally modulated as the source
frequency. In the modulation techniques, the modulation depth of the fluorescerce
relative to the exciting light is determined. In the phase-shift techniques, on
the other hand, the phase shift of the modulated fluorescencg relative to the
exciting light is measured. From the standpoint of linear response theory,
these techniques simply involve ithe determination of single points on the.
frequency response function of the sample. In either case, the excited-state
lifetime of the fluorophore can easily be calculated from the experimental data.

Modulation fluorimetry involves the measurement of one point on the sample's
amplitude response function, namely the value of A(f) at the particular modula-
tion frequency used in the experiment. Therefore, solution of Equation (10-a)

yields the expression

3
.= _7_1_0 (A_%.z-]_) (12-2)

for the excited-state lifetime of the fluorophore, where Ay is the measured
relative modulation depth of the fluorescence and fy is the modulation frequency.
In phase fluorimetry, on the other hand, the value of ¢(f) is measured at the
modulation frequency of the experiment, i.e. one point on the phase portion of
the sample's frequency response function is determined. In this case, T can

be calculated from the measured phase shift, ¢g, between the modulated fluorescence

and the exciting light from Equation (10-b), viz.,
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=1
T = 77Eg tan ¢p (12-b)

where fo again represents the particular modulation frequency used in the
experiment.

Note that the Lorentzian frequency response illustrated in Figure 6 agrees
well with our intuitive feeling for how a fluorophore should repond to modulated
exciting light. At low modulation frequencies we would expect the excited-state
population in the sample, and therefore the intensity of sample fluorescence, to
closely follow the variations in exciting light. Thus, there should be little
attenuation or phase shift of the modulated fluorescence compared to the exciting
: light. This behavior is reflected in the Lorentzian frequency response function
by amplitude values near unity and phase values near zero at low frequencies.

In contrast, at higher modulation frequencies we would expect the excited-state
population in the sample to no longer follow faithfully the variations in
exciting light, because of the finite lifetime of the excited state. This behavior

is seen as a phase lag and decreased modulation depth in the observed fluorescence.

Accordingly, the phase of the Lorentzian frequency response function increases
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from 0° toward 900, and its amplitude decreases from 1 toward 0 as frequency
increases. Furthermore, we would expect that a fluorophore with a short excited-
state lifetime could follow closely higher modulation frequencies than a fluoro-
phore with a longer excited-state lifetime. In fact (as stated earlier), the
frequencies at the half-maximum points of the amplitude and phase spectra (cf.

Pig. 6) are inversely proportional to the excited-state lifetime of the fluoro-

i

phore.
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Because fluorescence lifetimes are ordinarily very short, high modulation

frequencies are required to provide a measurable phase shift or attentuation in
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the detected fluorescence signal. Accordingly, the measurement of fluorescence

.

lifetimes by modulation and phase-shift techniques can best be accomplished

with light modulated in the megahertz to gigahertz frequency range. Therefore,

R T A o

this approach to the measurement of fluorescence lifetimes, like the pulse
method, requires sophisticated instrumentation.

As indicated earlier, a phase-shift or amplitude measurement at 2 partic-
ular modulation frequency corresponds to the determination of just one point
on the frequoncy response function of the fluorescent sample. In theory, the

whole response function of the sample could be determined by repeating these

R N AR A

measurements over a broad range of modulation frequencies. In practice, how-

ever, the difficulties associated with light modulation at frequencies in

%
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the megahertz-gigahertz range have limited conventional modulation and phase

fluorimeters to the use of only one, two, or three discrete modulation fre-

quencies. If the sample of interest is known to exhibit simple exponential

¥

decay behavior, this limitation is not serious. However, non-exponential
decay behavior, i.e. deviation of the frequency response function from the

not detectable from a singie phase or amplitude measure-

ment. If measurements are made at two or three modulation frequencies,

deviation from Lorentzian frequency response character is still defined by

only two or three data pointc. Therefore, study of the decay kinetics of

samples which exhibit non-exponential decay behavior is difficult with con-

ventional phase or modulation fluorimeters. Recently, a mcdulation fluorim-
eter has been constructed based on a CW laser as a multifrequency-modulated

source (14,15). This instrument should be applicable to the study of complex

e bR R AR B

fluorescence decay behavior, for it enables amplitude measurements to be made

at a large number of frequencies, thus accurately defining the sample's entire

frequency response function.
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Although pulse fluorimetry is bettér suited for the study of complex
decay behavior than are modulation or phase fluorimetry, these latter tech-
niques possess advantages in the measurement of very short fluorescence life-
times. Because the determination of such short lifetimes requires the use
of extremely high modulation frequencies, the modulation of the measured
fluorescence signal is usually distorted by the limited frequency response
of the detection system being used. Conveniently, correction for the response
characteristics of the detection system is straightforward in modulation and
phase fluorimetry. In the frequency.domain (unlike in the time domain), "de-
convolution" involves a simple division [in modulation fluorimetry, cf. Eq.
(1-a)] or subtraction [in phase fluorimetry, cf. Eq. (1-b)]. In contrast,
pulse fluorimetry requires correction for instrument characteristics by

actual deconvolution analysis [cf. Equation (2)].

Correlation-Based Methods in Time-Resolved Fluorimetry

As indicated earlier, either the impulse or frequency response functions
can be generated through use of a randomly varying perturbation source. If
the impulse response function is desired, the source's fluctuations must be
cross-correlated with the elicited response; if the frequency response is
desired, it is only necessary to employ a swept frequency analyzer. Let us

now examine how these concepts can be applied to the measurement of luminescence

lifetimes.
Figure 7 illustrates schematically the kind o instrumentation which would

be required to obtain a luminescence lifetime using the correlation approach.

As before, the system being perturbed is the fluorescent species under study;

its perturbation is a time;varying light flux and its observed response to this

perturbation is the observed luminescence. However, in the present case,
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the light flux is randomly modulated either internally or by means of an exter-
nal modulator as shown. Excitation and emission monochromators isolate the
wavelengths of interest and a high-speed photodetector converts the fluctuating
luminescence to a proportional current for processing. This processing involves
either the measurement of a frequency response function by means of a spectrum
analyzer or an impulse response (decay curve) with a cross-correlation computer.
Unfortunately, the hypothetical instrument in Figure 7 cannot be simply
implemented in the laboratory. For the displayed impulse or frequency response
function to accurately reflect the kinetics (time dependence) of the fluorophore
under investigation, the correlation computer must be capable of displaying
subnanosecond-level data, the spectrum analyzer must be able to register fre-
quencies in the GHz regime, and the light source must be randomly modulated
over a frequency range from dc to several GHz. If these conditions are not
met, extensive deconvolution procedures will be necessary and the resulting
calculated decay kinetics will be less precise. Let us then examine the kinds
of devicés which might be realistically employed for, respectively, the source,
spectrum analyzer, and correlation computer:
For the source, what is needed is a device whose emitted flux varies ran-
domly over a broad frequency range. Obviously, the simplest such device is a
CW lamp. Although we ordinarily consider such a lamp to be just a source of

dc light, its beam is actually comprised of a photon flux; the random nature

of photon emission and detection produces in the source emission a white noise
character. Unfortunately, this noisy component is a relatively small fraction
of the dc level of the source and the dc level contributes strongly to the shot
noise produced upon detection of the beam. Consequently, calculations show

that a luminescence decay curve obtained through use of this source in a cross-

correlation scheme would exhibit at best a signal-to-noise ratio of 1, hardly
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a desirable situation. &
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To generate higher signal-to-noise ratios, what is needed is a source 2

8

whose amplitude is modulated at a greater depth than that of a CW lamp. In-

cluded in such sources might be free-running or randomly driven flash lamps,

electro-optically or acousto-optically modulated CW light sources, and C¥

lasers. This latter source deserves further comment and is the one most

1
often employed in this cross-correlation approach.

Noise in a CKW laser arises not only from the random generation and arrival

of photons, but from a phenomenon termed '"mode noise." Mode noise originates

in a laser's spectral structure :nd results from beating of individual modes

with each other. It will be recalled that modes in a laser are separated by

c¢/2L, where c is the specu of light and L is the laser's cavity length (the
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distance between the laser's mirrors). These modes will extend over the entire

emission bandwidth of the lasing medium; for an argon-ion laser this range

is approximately 4 GHz whereas for adye laser it can be larger than 200 GHz.

Beating of these modes with each other then produces a series of frequencies,

7
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spaced by c/2L, at which the laser is simultaneously modulated. Moreover, these

discrete frequencies will extend as high as the emission bandwidth of the lasing

medium (i.e. 4 GHz for an argon-ion laser). Thus, for a 1 meter argon-ion laser,

c/2L will be 150 MHz, and the laser will appear to be amplitude modulated at

all discrete frequencies from 150 MHz to approximately 4 GHz in increments of

150 MHz. The laser will therefore not be a truly random source, but its output

will appear to be random and will in fact be modulated over a sufficiently broad

frequency range.
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The use of laser mode noise in a frequency response function approach to deters:
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mining luminescence lifetimes was rccently described (14,15); a schematic diagram
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of the instrument is shown in Figure 8. In this work, a CW laser served as
a multi-frequency modulated source and a spectrum analyzer was employed to

display the frequency response function of several fluorophores which were

investigated.

From Figure 8, one can derive an intuitive feeling for how this
scheme works. The top spectrum on the right side of Figure 8 displays the

spectrum analyzer output which would be expected if the sampled cell contained

simply a scattering medium. In such a case, the spectrum would indicate the
amplitude of fluctuations in the laser's output. As described above, these
fluctuations extend to extremely high frequencies and are present at discrete

intervals. In contrast, the bottom spectrum in Figure 8 indicates the spectrum

g
3
)?2-‘
analyzer output when the scattering medium is replaced by a fluorophore capable ;
of being excited by the fluctuating laser radiation. To understand this spec- :
trum, recall that the laser is, in essence, self-amplitude modulated at each ;:
of the discrete frequencies indicated in the upper spectrum. Obviously, the é
excited state of the fluorophore can follow the slowest of these fluctuations :
quite faithfully and accordingly will yield a strong amplitude modulation in fluore- %
scence at those frequencies. However, the finite exited-state lifetime of the f
fluorophore prevents it froa fluctuating at the highest laser beat frequencies, é
to produce a gradual roll-off. As described in the section on linear response j

2
theory, this roll-off should follow a Lorentzian pattern, betraying the exponential g

exited-state decay behavior.

In reality, displayed spectra are never as clean as those shown schematically
in Figure 8. Real plots, reproduced in Figure 9, reveal that the discrete
flucutations in laser radiation are not all equal in amplitude, requiring the
beat-frequency spectra from fluorophores to be normalized by the amplitudes

of individual beat frequencies. Thus, the two right-hand spectra in Figure 9 would
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be divided by that shown in Figure 9A, As <uggested earlier, this
division is especially meaningful here, since data are displayed in the fre-
quency domain. Therefore, this normalization actually constitutes deconvolution.
Normalization of the spectra in Figure 9 results in the frequenry response
curves shown in Figure 10. As illustrated, the resulting data points.(apam
circles) for the two fluorophores Rhodamine B and Rose Bengal agree quitg well
with the Lorentzian curve (solid line) corresponding to the literature lifetime
(3.2 N, 0.9 ns, respectively). In the case of Rose Bengal, that data are
observed to be skewed to higher frequencies than the literature lifetime would
suggest. In fact, the true lifetime for the solutior. Hcing employed in these
investigations was founcd by an independent technique to be 0.5 rather than
0.9 ns, because of the presence of an unexpected quencher. This shorter life-
time is in excellent agreement with the recorded data.

To obtain the impulse response function from a fluorophore using a CW

b
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laser or other randomly modulated source, a nanosecond correlator must be
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constructed. Unfortunately, such devices are not commercially available, and

must be constructed in the laboratory. To appreciated how such a device might
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be constructed, let us briefly examine the correlation process itself.
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- Cross-correlation can be expressed mathematically as

lim 1 T
. C1,2(7) = 0,0 57 . £1(t) £, (t21)dt

In this expression f;(t) and f,(t) are two time-dependent wave forms which are
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to be correlated, T is the I:ngth of each and C; ,(t) is the cross-correlation
function itself. Because f, has a parameter (t) added to or subtracted from its

time position, it has been delayed somewhat with respect to the tempural lncation
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of f;. To cross-correlate these two wave forms, they must be multiplied,

their products integrated over all time, and the result divided by the inte-
gration interval. In other words, the product must be time-averaged. This
time-averaged product is then displayed in terms of the displacement or
delay (t) between the two wave forms,

Instrumentally, then, one can cross-correlate two time-varying wave forms
by delaying one of them, multiplying it by its undelayed partner, and expressing

the time average of this product as a function of the delay. Such an instrument
is illustrated schematically in Figure 11. T

To implement cross-correlation on a nanosecond time scale, both the multi-
plier and time delay must have nanosecond time response (GHz frequancy response)
characteristics. A device having these characteristics is illustrated schemati-
cally in Figure 12. In Figure 12, fluctuations in the laser are cross~correlated
with those in the fluorescence it induces by directing a small fraction of the
laser radiation into a fast photodetector (PDI)‘ The fluctuating photodetector
output is then cross-correlated with the output from another fast detector
(PDZ) by means of a correlator consisting of a microwave mixer serving as a
high-speed multiplier and a time averager constructed from a low-pass electronic
filter. Conveniently, the delay'between the two signals can be implemented with
a movable retroreflector system. Moving the reflector lengthens the path hetween
laser and PDl’ so the radiation arrives at the detector a bit later. Knowing
the speed of light to be approximately 3 ns/m, one canderive an accurate time
scale (3 ps/mm) by measuring the mirror displacement. The resulting cross-
correlation (luminescence decay curve) can be traced out on a strip-chart

recorder if the retroreflector movement isat constant velocity.
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Significantly, instrumentation used to implement this approach is not
much more complex than that shown in Figure 12 (16,17). Both CW (16)
and mode-1c ked (17) lasers have been employed in this kind of application
i and both have yielded high-quality time-resolved decay curves. A range of
fluorophores were investigated and life-time resolucion dgwn to 10 ps has

already been obtained, using deconvolution procedures. A similar approach,

3 e A Y N R R P e M e ey R L oo

but using auto-correlation and an electronic rather than optical delay line

o

has been applied to the measurement of picosecond laser pulses (18).

Clearly, these new correlation-based approaches to luminescence lifetime

measurements offer exciting alternatives to conventional techniques. No matter

AR

whether the frequency response or impulse response functions are measured,

the perturbing radiation can be applied to the sample over extended periods of
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time, rather than in a single pulse. Aiso, when implemented using laser mode

3 'g‘
S noise, no exotic mode-locking laser accessories are required. Finally, the %
[

instruments are inherently simple and inexpensive to construct and possess i

an inherently high degree of temporal resolution.
However, the methods exhibit several drawbacks as well. Unlike the time-
correlated single-photon technique, entire detector response times enter into

the measured luminescence curves, requiring extensive deconvolution (the time-

correlated single photon technique is limited in time resolution by the
photodetector's leading edge uncertainty rather than by its pulse width). Also,
they inherently require a higher light flux than the single-photon method,

a situation which can lead to sample photodecomposition. However, the high
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speed signal processing which these new methods permit and their other advantages

urge that investigation into their use be continued and that they be applied to 2
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new fluorescent systems to explore their range of applicability.
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Figure 1.

Figure 2,

Eigure 3.

Figure 4.

Schematic illustration of the concept of a system transfer function.
P(t) - Time-dependent input perturbation; T = transfer function of
the system (T is a function of system properties A, B,....);

R(t) = response of the system as a function of time (R is a function

of the perturbation, P, and the transfer function, T).

(a) Schematic illustation of the measurement of a system's response

at frequency f. P0 = amplitude of the sinusoidal input; RO =

amplitude of the resulting sinusoidal output; ¢ = phase lag of the
response, R(t), relative to the input perturbation, P(t).

(b) The system's frequency response function.. A(f) = ;g—-=
amplitude of the system's response relative to the input perturbation

as a function of frequency = amplitude portion of the frequency response;

function; ¢(f) = phase shift of the system's = _sponse relative to
the input perturbation as a function of frequency = phase portion of

the frequency response function.

Schematic illustration of the measurement of a system's impulse
response function. P(t) and R(t) are the particular time-dependent
input and output functions to the system being perturbed. 4§(t) =

delta function input; I(t) = the system's impulse response function.

Schematic illustration of the convolution process. P(t) - amplitude-
time profile of the input signal; R(t) = response of the system as a
function of time; I(t) = impulse response function of the system.

See text for explanation. )
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Figure 9.

Generation of an impulse response function using a noisy
perturbing source. Top: autocorrelation of a random wave-
form produces a delta function. Cl,l f~) = autocorrelation
function. T = autocorrelation displacement. Bottom: cross
correlation of a random perturbation with the response it

elicits to generate the impulse response function. C1 2(1) =
2

cross-correlation function.

Illustration of the amplitude, A(f), and phase, ¢(f), of the
lorentzian frequency response function of a fluorophore with

excited-state lifetime T.

Hypothetical instrment for measuring luminescence lifetimes

using a randemly modulated light source.

Obtaining luminescence lifetimes.using a CW laser as a multi-

frequency modulated light source. Top plot illustrates laser

-mode beats, which occur at discrete frequencies = c¢/2L (c =

speed of light; L = laser cavity length). Bottom plot illus-
trates attenuation of mode beats at high frequencies which

is caused by finite lifetime of fluorophore. See text for

discussion.

Mode beat plots obtained with the instrument shown in Figure
8. A. Mode beats in laser, measured with a scattering
suspension in the sample curvette. B. Fluorescence beat

plot obtained from Rhodamine B. C. Plot corresponding to
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Rose Bengal. Reproduced with permission from reference 14.

Normalized Lorentzian frequency-response curves of two fluoro-
phores, obtained from the data shown in Figure 9. Openm circles
denote data point3; solid lines represent Lorentzian curves
fit to the literature lifetime for each fluorophore (given

as T values). Reproduced with permission from reference 14.

Schematic diagram of a cross correlator. See text for dis-

cussion.

,@@‘ W

Instrument for obtaining luminescence lifetimes using a time-

4
b

varying laser source and an optical cross correlator. PM =
photomultiplier tube; BS = beam splitter; C = sample cuvette;

M = mirrors or reflectors; PD = high-speed photodiode, A =

AR e bR

3¢

amplifier; R,L,I = Reference (R) and Local oscillator (L)
inputs and Intermediate-frequency (I) output of a double-

balanced microwave mixer serving as a multiplier.
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