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MODELISATION DES FOYERS DE TURBOREACTEURS : POINT DE VUE D'UN MOTORISTE

Ph. GASTEBOIS
Chef du Département "COMBUSTION"

SeN.E.C.M.A
Centre de Viilaroche
77550 MOISSY CRAMAYEL - FRANCE

0 - RESUME

La modélisation des foyers de turboréacteurs doit répondre a deux objectifs :

- d'une part l'optimisation des foyers orientée & 1l'heure actuelle vers la réduction des émissions
polluantes mais qui peut s‘orienter vers ll'optimisation des performances de stabilité ou de
réallumage, et qui doit considérer les caractéristiques du systéme d'injection, de la zone rri-
maire et de la dilution.

- d'autre part la prévision des performances des foyers en projet qui doit permettre de prévoir
les caractéristiques des températures de sortie, des températures de paroi et des émissions
polluantes.

Pour répondre & ces deux objectifs, le motoriste souhaite deux types de modélisation, 1'une simplifiée
pour estimer les performances, l'autre plus approfondie pour optimiser l'architecture des foyers.

Dans les deux cas une meilleure connaissance des phénoménes physiques (rayonnement, transferts, ciné-
tique chimique), gréce & des mesures perfectionnées est indispensable.

1 - INTRODUCTION

La conception des foyers de turboréacteurs est restée pendant de ncmbreuses années un "art" pour lequel
1'ingénieur mettait & profit 1l'expéricnce acquisc ot la réflexion fondée sur des idées simples pour
approcher les résultats recherchés par étapes et modifications successives.

Néanmoins, il est apparu assez rapidement la nécessité de prévoir les performances des chambres de
combustion en projet. Des études nombreuses ont été entreprises pour tenter par exemple de prévoir le
profil radial des températures de sortie, le rendement de combustion ou les températures de paroi du
foyer en utilisant des modéles aérodynamiques et thermiques simples.

Cette tendance s'est accrue d'autant plus que le colit des essais partiels stest élevé avec 1'augmenta-
tion des niveaux de pression et de température a l'entrée des foyers.

La recherche du compromis nécessaire pour tenir compte simultanément des contraintes de performances
classiques et des contraintes de pollution a conduit en outre i rechercher a priori unc optimisation de

1’architecture des foyers grdce i une modélisation de ll'ensemble du tube A flamme faisant intervenir
des modéles plus perfectionnés intégrant les phénoménes de cinétique chimique et de turbulence.

2 « OPTIMISATION DES FOYERS GRACE A LA MCDELISATION

Les contraintes de réduction des émissions d'espéces polluantes par les chambres de combustion princi-
pales des turboréacteurs ont conduit, soit A reconsidérer l'architecture des foyers classiques en vue
dloptimiscr la répartition de 1'air entre les différentes zones du foyer et d'utiliser au mieux le
volume dirponible, soit & concevoir des foyers & injection &tagée ou A géométrie variable pour lesquels
il importe de connaitre la meilleure répartition de l'air et du carburant - Fig. 1.

2

La modélisation des foyers s'est révélée &tre 1'instrument indispensable A une telle optimisation.

Les difficultés rencontrées pour modéliser les foyers de turborgacteurs proviennent de la nécessité de
tenir compte simultanément des phénoménes de mélange turbulent et des évolutions chimiques.

De plus, il faut en outre pour slapprocher des foyers réels décrire la répartition spatiale et l'evapo—
ration du combustible,

Une premlere étape, simple et néanmoins déjad trds utile pour le motoriste, consiste & supposer que les
temps de melange et de vaporxsat:on sont négligeables par rapport au temps chxquue. Le foyer peut
alors &tre modélisé par un assemblage de foyers homogénes (Ref. 1, 2). On pourra concevoir par exemple
d'une part une modélisation de la zone primaire pemmettant de connaitre 1'évolution des indices d'émis-
sion 3 la sortie de la zone prxmaxre en fonction des paramétres aérothermmodynamiques et de la richesse
de fonctionnement et dlautre part une modélisation de la zone de dilution qui joue un rdle essentiel
dans lz processus de combustion méme dans les conditions du régime ralenti ou se forme la majeure
partie du monoxyde de carbone et des hydrocarbures imbrQlés.

La zone primaire est modélisée par un assemblage de. foyers homogénes en intreduisant une recirculation
de gaz brilés dans au moins un des foyers homogenes (PSR) encore appelés, foyers parfaitement mélangés.

Toutefois pour mieux approcher les performances du foyer, il est souhaitable d!inclure un "réacteur
piston" (PFR), pour ‘modéliser l'evolutxon des gaz recirculants.
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La zone de dilution est rcprésentée par un réacteur piston qui peut ,ifailleurs également &tre simulé
par une suite de réacteurs homogénes de faible volume unitaire - Fig. 2 et 3.

S$'il est vrai que l'apélioration de la qualité de la puivérisation par adoption d'injecteurs aérodyna-

y miques a permis de se rapprocher sensihlement du cas ol les temps de mélange et de vaporisation sont
faibles, les phénoménes de mélange ne peuvent &tre complétement négligés et nous pensons que la notion
de foyers "bien mélangés'" (W.S.R) dans lesquels le carburant et 1'air sont mélangés rapidement mais

; pas instantanément constitue une étape susceptible .d'apporter des améliorations notables (Ref. 3, &, 5).

L'un des avantages de ces modéles, hormis une certaine simplicité est que 1'ingénieur peut i partir de
considérations physiques simples, dtestimations ou de mesures du temps de séjour dans le foyer, déter-
miner les volumes de chacun des foyers homogénes entrant dans le modéle ; il contrdle donc relativement
bien l'exactitude des hypothéses d'entrée dans le modéle.

-

Dans le but dtoptimiser 1tarchitecture des foyers, 1l'introduction des.paramétres relatifs & 1l'injection
et notamment ceux relatifs & la répartition du carburant fans la zone primaire n'est sans doute pas
fondamentale dans une premiére étape. Néanmoins, si 1'on veut pa. exemple s'intéresser aux hydrocarbu-
: res imbriilés ou & la formation des fumées, il faudra, nous semble-t'il tenir compte effectivement de

: ces paramétres et modéliser alors de fagon détaillée les processus de mélange, d'évaporation du combus-
; tible ainsi que les premiéres étapes. de décomposition et de combustion du carburant.

La schématisation par foyers homogénes 'parfaitement mélangés" ou méme "bien mélangés" sera alors
insuffisante et une modélisation tridimensionnelle plus compléte sera alors nécessaire. Le degré de
complexité auquel on est alors conduit rend ces méthodes, A notre avis, d'un emploi systématique
difficile dans lt'industrie.

L'optimisation des foyers de rechauffe qui constitue également un objectif essentiel pour le motoriste
est accessible par une modélisation appropriée dé la zone de recirculation créée par 1'accroche~flamme,

1
; et de la propagation du front de flamme turbulent se développant en aval de l'accroche-flamme - Voir
. Fig. k.

H

; Cette modélisation doit permettre d'optimiser le nombre d'accroche-flammes afin d'obtenir le rendement

de rechauffe demandé avec une longueur de canal minimale tout en satisfaisant aux critéres de stabilité
et de perte de charge.

La encore, deux stades de complexité peuvent &tre cornsidérés, d'une part un modéle de combustion ot l'on
falt 1'hypothése que l'air et le carburant sont prérélangés en amont des accroche-flammes, dlautre part

un ~odéle plus sophistiqué od l'on prend en compte “us phéniménes de mélange et d'évaporation du combus-
H tible.

Les méthodes de calculs complétes couplant les moddles aérodynamiques turbulents aux modéles de cinéti-
! que chimiques sont sans doute les seules dans ce cas susceptibles de permettre cette optimisation.

3 - MODELISATION DES FOYERS EN PROJET

L'architecture générale du foyer étant définie, soit 4 partir de 1'expérience antérieure, soit A partir
de 1'optimisation par le calcul, il reste au motoriste & préciser le dimensionnement du foyer et a
calculer grdce & des modéles appropriés les perférmances du foyer, telles que :

- répartition de l'air dans les différentes zones,

-~ pertes de charge,

- températures de paroi dans divers cas de fonctionnement,
| - - performances de stabilité,

' - répartition des températures de sortie,

estimation a s performances de pollution.

Pour chacun de ces modéles, le motoriste est confronté & deux problémes ; d'une part il doit choisir le

niveau de comnlexité auquel il va s'arréter pour rendre compte avec un degré de confiance satisfaisant
; des performances du foyer ; d'autre part, il doit dans tout modéle rentrer un certain nombre de données
; initiales ou de coerficients empiriques qu'il est parfois difficile de connaftrz 3 priori.
i
i

Pour exemple, dans le calcul de la répartition des débits d*air dans le tube & ilamme, outre la géomé-
trie du tube 4 flamme et des orifices on pourra ou non tenir compte des profils de vitesse et de pres-
sinn & la sortie du diffuseur, on pourra calculer ou non 1l'écoulement autour de la téte de chambre pour
introduira lés profils de pression et de vitessé entre tube i flamme et carters, etc. mais il faudra

dans tous l@s cas-entrer les coefficients de débit des orifices et parfois les profils jinitiaux s'ils
sont pris en cumpte.

! Ce programme pourra &tre couplé avec un modélé de combustion plus ou moins simplifié afin de calculer la
st répurtition des débits d'aiv en combustion.

2 L'expérievce acquise Hous a montré que des variations géoméiriques de détail pouvaient avoir des consé-
C. quences importantes sur talle ou telle performance et ceci nous incite & penser que, méne des modéles
‘trés sophistiqués auront beaucoup de peine i permettre des prévisions quantitatives trés précises.

2

C'est donc, méme au niveau du développement du foyer, principalement pour prévoir l'effst dtune varia-
h _ tion de tel ou tel paramétire, le résultat de telle ou teile modification, ou rechercher quelle modifi- %
i . cation permettrait d'atteindre tel objectif, gue lo constructeur utilisera la modélisation des foyers.
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Citons par exemple 1'importance relative des échanges par rayonnement et convection dans 1l'équilibre
thermique des parois du foyer, la modification du profil radial d'un foyer par modification des per-

? cages de dilution etc.

-
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Une méthode séduisante permettant’ d'aboutir au degré de complexité minimal, consiste i partir d'une
modélisation trés sophistiquée, prenant en compte dans la mesure ¢u possible, tous les phénoménes aéro-
thermochimiques, puis i rechercher quelles simplifications peuvent &tre réalisées sans remettre en

i cause le résultat finai.

Cette technique est employée dans la modélisation des phénoménes de cinétique chimique pour lesqueis
1tingénieur peut reconnaitre sans difficultés les réactions trés rapides des réactions lentes et
établir des modéles " équilibre partiel" ou "i état quasi stationnaire".

@ T BB N ] kg
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o

Son emploi sera certainement utile dans les modéles aérothermodynamiques tridimensionnels pour lesquels
les temps de calculs sont trés longs et peu compatibles avec une utilisation fréquente comme peut en
avoir besoin le constructeur.

P

La connaissance des valeurs initiales des variables d'entrée dans les problémes de combustion turbu-
lente d'un mélange air-carburant liquide reste un des problémes importants ; en effet, plus la modéli-
, ) sation des phénoménes de mélange turbulent est poussée plus lfaccés aux paramétres dlentrée est diffi-
. cile. Ceci est dtautant plus vrai que l'on st'éloigne des montages expérimentaux de recherche pour
s'intéresser aux foyers réels des turbomachines.

P U s wet e
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Un effort particulier doit donc &tre porté sur les techniques de mesure, d'une part pour acquérir
expérimentalement les données de base nécessaires au calcul mais aussi d'autre part pour n'introduire
dans les modéles que des paramétres auxquels on sait avoir accés ou dont l'ordre de grandeur est suffi-

samment bien connu.
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Le motoriste est évidemment trés méfiant devant des modéles trés élaborés pour lesquels certaines
"variables" sont choisies en fonction de chaque cas d'application pour que le calcul recoupe ltexpé-
rience sans que les lois ou les régles définissant ces variables soient bien connues,

B N

L - ETAT ACTUEL A LA SNECMA

e e s e ot .

¢ Nous ne décrirons pas ici le contenu des modélisations utilisées a la SNECMA mais tenterons plutbt de
! décrire le processus de conception et de mise au point des foyers pour mettre en évidence les réussites
et les lacunes des modéles proposés ainsi que 1'énorme travail qui reste a faire.

Connaissant les conditions de fonctionnement et les performances du foyer recherchées, le motoriste va,
A partir d'un certain nombre de critéres déduits soit de l'expérience antérieure soit des résultats des
études d'optimisation dont nous avons parlé, se fixer une répartition des débits d'air dans la zone
primaire, la zone de dilution, les films de refroidissement, le systéme d'injection ...

Un modéle de calcul aérothermodynamique, avec un schéma de combustion simplifié va permettre de calculer
les pergages du tube & flamme pour obtenir les caractéristiques recherchées.

' Un programme de calcul inverse, permettant A partir de données géométriques du tube & flamme de calculer
i la répartition des débits dtair dans chacune des zones du foyer ainsi que sa perte de charge sert de
base aux modificaticns éventuelles sur celui-ci.

Des modéles de calcul de "performances' peuvent &tre alors utilisés. Ceux que nous présentons sonu soit
opérationnels, soit en cours de mise au point, soi* objet de recherches en vue de leur é&laboration.

Un moddle de calcul des températures de paroi des foyers refroidis par convection, film-cooling ou
multiperforation permet de prévoir les températures de paroi en fonction des diverses conditions de
fonctionnement et de s'assurer de la tenue thermique et de la durée de vie du tube & flamme. Toute
recherche aboutissant & une meil.eure connaissance des cavactéristiques de vayonnement des flammes
13 ainsi que la description des phénoménes d'interaction couche-limite-jets transversaux permettra de

perfectionner ce type de modélisation.

ot s o s g i o ot

Un modéle de calcul de la répartition des températures de sortie du foyer est particuliérement utile au

; motoriste puisqu'il lui permet d'adapter la répartition des pergages de dilution du tube a flamme afin
d'obtenir le profil radial nécessaire a la tenue thermique de la turbine. Les &études portant sur le

mélange des jets turbulents et sur les méthodes de calcul tridimensionnelles permettront d'affiner les

modéles existants.

Enfin, essentiellement dans le domaine des moteurs civils, la prévision des niveaux de pollution peut i
dtre effectuée gréce & un modéle de calcul faisant appel soit 4 l'assemblage de foyers homogénes, soit i
a une modélisation globale tridimensionnelle. Dans ce domaine les recherches fondamentales concernant

) la formation des polluants (CO, HC, NOx, fumées) sont indispensables concurremment avec le développe-

f ] ment des techniques de calcul, afin dtune part de mieux décrire les étapes du combustion du produit

' complexe qulest le kéroséne, d'autre part de mieux connaitre les constantes de vitesse de réaction dans

' . une large gamme de température.

R

¥

{’ 3 Kous pensons qu'une modélisation basée sur 1‘'assemblage de foyers homogénes (PSR) ou bien mélangés (WSR),
! 2 constitue une base de départ intéressante puisqu'elle permet dtenvisager des assemblages dont la comple-
xité ira croissante au-fur-et-a-mesure que -le besoin s'en fera sentir et que la connaissance de 1'aéro-
dynamique du foyer et de la répartition du carburant dans le foyer s'amélioreront.
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CONCLUSION

La modélisalion des foyers est un outil trés utile au motoriste pour la mise au point des fovers,
d'autant plus que le colit des essais partiels s'accroit avec 1'élévation du taux de compression des
moteurs. L'intérét porté aux problémes de pollution a accru le besoin en modéles.comportant aussi
bien une modélisation des phénoménes aérodynamiques et thermiques qu'une modélisation des évolutions
chimiques.

Le constructeur souhaite digposer de deux types de modéles :

- d'une part une modélisation globtole du foyer permettant d'optimiser les répartitions d'air et
de carburant entre les différentes sones du foyer, pour utiliser le volume minimal tout en
assurant un niveau de performances satisfaisant, Ces modéles tout en restant assez simples pour
8tre utilisables industriellement devront & l'avenir tenir compte de maniére plus approfondie
des paramétres liés i l'injection.

- d'autre part des modéles permettant i partir de l'optimisation précédente de définir les données
géométriques du foyer et d'en estimer avec une bonne précision les principales performances.
Dans ce but des modéles élémentaires spécifiques et simplifids se révélent trés utiles pour le
motoriste au cours du développement du foyer.

Cependant dans les deux cas la prévision cu l'optimisation des niveaux de pollution aménent & envisa-
ger des modéles dont le degré de sophistication ira croissant en méme temps que la modélisation
détaillée des processus aérothermochimiques progressera.

En tous cas le motoriste insiste sur la nécessité de connaitre A priori ou par l'expérience antérieure
tous les paramétres d'entrée figurant dans ces modéles. I1 nous parait donc indispensable que les
moyens de diagnostic et de mesures progressent en paralléle avec les moyens de calcul.
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DISCUSSION

C.Hirsch, Be
(1) Quel est le contenu (degré de_ complexité, variables entrée-sortie, représentation de la turbulence, . . .) des
modéles partiels utilisés (FPM: foyer parfaitement mélangé; RP: réacteur piston)?

(2) Sur quels critéres sont basés le choix du nombre de modéles partiels entrant dans la modélisation d’un foyer?

Réponse d’Auteur
(1) En ce qui concerne les foyers homogénes (FPM) nous utilisons une cinétique simplifiée en ce qu’elle comporte
une réaction global de décomposition du carburant, les données de cinétique chimique nous sont fournies par
des organismes de recherches, comme "'ONERA par exemple. En ce qui concerne les modéles utilisés dans les
réacteurs pistons (RP) nous utilisons des constantes de cinétique déduites de nos essais partiels ou de la
littérature. ’

(2) Le choix du nombre et de la nature des foyers élémentaires résulte d’cssais partiels décrivant les différentes
zones, les temps de séjour et les volumes de chacune de ces zones; le débit d’air entrant dans chacun de ces
foyers résulte du calcul global de la répartition des débits d’air et des données précédentes.

M.Pianko, Fr
A t’on des preuves expérimentales, que dans les foyers des turbo-réacteurs, le temps physique et nettement inférieur
au temps chimique?

Réponse d’Auteur
Nous avons comparé les résultats expérimentaux obtenus avec un foyer représentant une zone primaire seule et les
résultats de calcul en assimilant cette zone d un foyer homogéne. L'accord qualitatif entre ces résultats lorsque
'injection est du type aérodynamique est assez bon pour justifier cette hypothése en premiére approximation,

M.Pianko, Fr
Quels sont, de fagon précise, les besoins d’amélioration des techniques et procédés de mesure?

Réponse d’Auteur
11 ne suffit pas de vérifier que Jes résultats de la modélisation sont en ..ccord avec ceux obtenus 3 Ia sortie due foyer,
il nous parait indispensable de comparer les répartitions de vitesse, les intensités de turbulence, les fluctuations de
température et de concentrations obtenues par le calcul avec les valeurs mesurées dans les foyers. C'est dans le
domaine des mesures optiques des vitesses, température et concentrations au sein des foyers en combustion que doit,
4 notre avis, étte porté ’effort.

N.Peters, Ge
Je crois a 'avenir des méthodes traitant de 'interaction turbulance-réactions chimiques. Pour la turbulence on
dispose des modeles & deux équations k—¢ ou du type lengueur de méienge. Pour la cinétique chimique des
réactions A température d’activation élevée on peut utiliser les métnodes de développement asymptotique qui ont
donné de bons résultats pour la prédiction de I'allumage d’une flamme de diffusion et la prédiction des oxydes
d’azote. En général ces problémes ne sont pas couplés (écoulement turbulents non réactifs ou flammes laminaires).
Pouvez-vous commenter ces nouvelles méthodes de calcul?

Réponse d’Auteur

Nous sommes trés intéressés par ces nouvelles méthodes; mais comme vous le dites elles ne sont applicables qu’i des
flammes simples alors que nous traitons, dans nos foyers, d’écoulements tridimensionnels avec injection de carburant
liquide.
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FUNDAMENTAL MODELLING OF MIXING, EVAPORATION ANf AINETICS IN GAS TURBINE COMBUSTORS

. * + * .
J. Swithenbank , A. Turan , P.G. Felton and D.B. Spalding
* Department of Chemical Engineering and Fuel Technology, Ur .rsity of Sheffield, Sheffield, S1 3JD.
+ Science Applications, Inc., Woodland Hills, California, 91364, U.S.A.

7 Department of Mechanical Engineering, Imperial Collage, Kensington, London. S.W.7.

SUMMARY

The objective of this review is to highlight past achievements, current status and future prospects
of combustor modelling. The past achievements largely consists of detailed studies of idealized flames
which have given an understanding of the relevant fundamental processes. However, gas turbine combustor
computations must include the simultineous interacting processes of three~dimensional two-phase turbulent
flow, evaporating droplets, mixing, radiation and chemical kinetics. At the present time numerical predic-
tion algorithms are becoming available which can model all these processes to compute the hydrodynamic,
thermodynamic and chemical quantities throughout a tnree~dimensional field, Complementary stirred reactor
network algorithms permit the prediction of minor constituents (pollutants), again including such cffects
as droplet evaporation and unmixedness. Experimental verification of these various predictions reveals re-
markably good agreement b fwecn measured and predicted values of all parameters in spite of ti.e physical
and mathematical assumptions currently used., Future problems include: more accurate modelling of turbulence/
kinetic interactions, numerical procedure optimization and detailed measurements of residence time distri-
bution and two-phase parameters in real, hot combustors.

1. INTRODUCTION - PAST ACHIEVEMENTS

Presently the aviation industry produces a wide variety of engine designs,ranging from simple 1ift en-
gines to sophisticated multispool by-pass engines. In so doing the combustion engineer has the important
task of selecting the combustor design which yields maximum overall efficiency, while minimizing the emis-
sion of pollutants,

Gas turbine combustors involve the simultaneous processes of three-dimensional turbulent flow, two-
phase evaporating droplets, mixing, tadiation and chemical kinetics, The complexity of these interacting
processes is such that most current gas turbine combustor design methods depend largely on empirical corr-
elations. However, current pressures to minimize pollutant formation, together with the foreseeable re-
quirement to use move aromatic fuels, and even synthetic shale or cocal derived fuels, suggest that the
initial stages of combustor design would be greatly facilitated by a comprehensive mathematical model
based on fundamental principles,

Fortunately, the past achievements in combustion science, which large consist of detailed studies of
simple laminar/turbulent, pre-mixed/diffusion, and single droplet flames, have given an understanding of
the relevant fundamental processes., In modelling combustors, the problem is to write down a set of govern-
ing differential equations, which correctly, or at least adequately, model interactions such as those be-
tween turbulence and chemical kinetics, whose solution is within the capability of present computers.

It is beyond the scope of this paper to present all the models which have been developed, and the
approach uged is to present some modelling procedures which are typical of the current 'state of the art',
A Yoy feature of this presentation is a critical comparison of the results of the prediction procedures
with experiment. Whilst this does not necessarily prove the validity of the mathematical models used, it
does indicate the present capability, and future potential and promise of the techniques.

Previous studies of turbulent flow fields have predominantly considered two-dimensional isothermal
flow, “implifying assumptions which are made in the mathematical and physical stages of modelling will
certainly introduc2 errors and it has been demonstrated that the inherent constants used in the equations
cannot craim true vniversalism. Nevertheless, although there are uncertainties associated with their use,
many studies have shown that isothermal flow fields can be predicted with sufficient accuracy to be of
practical value,

Models of turbulence employed in combustion situations have, on the other hand, frequently assumed
extended forms of the isothermal cases, the flame/turbulence interaction being represented by simple ex~
pressions lacking rigorous rprmulation. Turbulence models are required because it is not possible to solve
the unsteady versions of the transport equations analytically, and their numerical evaluation is well be-
yond th. capabilities of present computers. Since we normally only require the time averaged flow for en-
gineering purposes, the problem reduces to the representation of the statistical correlation terms, which
appear in the time averaged versions of the transport equations, in terms of known quantities. In the first
part of this paper, the two equation (k,:) model of turbulence has been used although its validity in hot
reacting flows has not yet been firmlv established, Whilst higher order models would probably be required
for strongly swirling flows for example, in the present case the two equation model was considered to be
the lowest -level of closure which would give.adequate accuracy.

In the second part of the paper, coutrary to the rigorous description employed in the finite difference
modelling by partial differential equations of heat, mass and momentum transfer, the "Chemical Reactor
Modelling" approach concentrates on the representation of the combustor flow field in terms of interconnected
partially stirred and plug flow reactors. This approach has the advantage that the complex, time-consuming
solution of the equations is veplaced by simple flow modéls and the computational requirements are generally
minimum, These features enable the attractiveness of chemical reactor modelling to be exploited during the
development phase of combustor design.

2. FINITE DIFFERENCE PROCEDURE FOR AERODYNAMIC AND THERMAL PREDICTIONS

The finite difference procedure employed in this woxk is derived from the pioneering work at Imperial
College, (1,2,3,4,5) It uses the cylindrical polar system of coordinates to predict the complex fhree-
dimensionai swirling and reacting £low inside a combustor.

aw & e SR mLss e o

e S e e a

93
A

X

<
.



¥ The numerical scheme for solving the governing non-linear equations with arbitrary boundary conditions
“ coupled with mathematical models of turbulence and combustion has the pressure and velocities as the main

flow variables; facilities exist to treat both physically~-controlled and kinetically controlled combustion.
The latter can be formulated in terms of either ome or two steps.

The present algorithm is also capable of predicting the local distribution of droplets in any speci-
fied number of distinct site ranges for the investigation of two-phase combustion. Means are provided to
account for the vaporization-plus-combustion processes around the droplets if required, however no signifi-
cant interphase drag and consequent modification of the evaporation rate has been considered. Techniques
developed to overcome this limitation in the near field of the injector are discussed below. Radiation
effects are incorporated by means of a six flux model.

H (a) Equations of Continuity and Momentum
i
i 1 9 19 9 - 1
! T 37 (Prv) + = =5 (Pw) + 5= (pu) = O (1
X - momentum:~
: 3, wou, du 3p .13 du , dv 13
P LA _.P. L9 u .9V i du 3
! [5— T3 " “T} "rar<“’{’&7*ax})+r%("[ge+i]>+.?_(zui‘i) (2)
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For turbulent flows which are generally encountered in combustion studies, it shall be assumed that ,
the same equations are also valid provided that all the flow variables and fluid properties are represented ]
by the corresponding time-mean values and u is now the effective viscosity which is the molecular viscosity

H
i

augmented by the turbulent contribution. The local variation of the latter is assumed to be of the following
form:

3)

BT P A W T M AP oo

2
M, = Cp p ke 5) ,
where cD is a universal constant,

The hydrodynamic turbulence model adopted here is a two-equacxon model of turbulence known as the
k %~ ¢ model. (2) It entails the solution of two transport equations for turbulence characteristics, namely
that of k, the local energy of the fluctuating motion and €, the energy dissipation rate. Knowledge of k

and € allows the length gcale to be determined and also the effective viscosity (as above) from which the '
turbulent shear stresses can be evaluated.

The differential transport equations for k and € are expressed as:
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Ly { In the above equations the generation term for K,G is given by: }

2 2 2
- 2 v 3w w, 2 dv LW _w .
; g = Ve [2 <3x> ot 2( 3r> * ( > ( > ‘(3: * rﬁg ) ‘( T r)? ® i

i In equatwns (6) and (7), I‘ and I‘ are taken to be the effective exchange coefficients; C

3 1 and Cz
H are assumed to be constants. )
N Recommended values for the above constants are:
{
Sl % ! %
Ty 0.09 1.43 1.92 ©)

- (b) Reaction Models

: Couservation Equation for a Chemical Species Ji-
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In a multi-component system, simplifications can be introduced through the use of the concept of a
simple chemically reacting system. This assumes fuel and oxidant react chemically in a unique proportion.
Furthermore, the effective diffusivities of all the chemical species are taken to be equal and “he reaction
is a single step with no intermediate compounds.

These supposivions enable various concentrations to be determined by solving only one equation for the
mixture fraction vuyriable f£ (Fig. 1.), defined as the mass fraction of fuel in any form, for diffusion
flames. Treatment of kinetically influenced flames is affected via equations for the varizbles f and Wy,
where mg, is the mass fraction of fuel. Thus the evaluation of myy in kinetically irnfluenced flames is
achieved via:

£f-f
Tox = rmfu -(1—_%)]% where St: is the stroichiometric constant. (11)

The influence of turbulence on reaction rates is taken into account by employing the eddy break up
model of Spalding (3). The reaction rate in this case is taken to be the smaller of the two expressions
given by the familiar Arrhenius formulation and the eddy break~up model. The latter is conveniently des-
cribed as:

- - 4
Reu,EBU Croe” €/k (12)
where Cp is a constant and g represents the local mean square concentration fluctuations.

(2) Two-step Kinetic Model

Predictions of the local mass fractions of fuel, COy, CO, Hy0, Oy and N, are provided by a slightly

more sophisticated kinetic scheme proceeding via the following steps:
012H2& + 1202 + 1200 + 12H20 ] (13)
120 + 60, * 12c0, (14)

Three differential transport equations are solved for the species f, mgy and CO employing the partial
equilibrium model of Morr and Heywood for concentrations of CO. In addition algebraic equations for the
atomic balance of C,H, and O together with a trivial relation involving the total sum of the species mass
fractions completely specify the problem.

Manipulation of the algebraic expressions involving the individual element mass fractions, and the in~
herent assumption that the effective turbulent exchange coefficients for all the species are equal through-
out the field, yield mgy, IH,0 and mCOp ast

K
576 16 < 576
mo= FeE ome 4+ o2m o+ 0,232 ~| 0,232 + 228 )¢ - 0.232 (15)
ox 168 “fu’ 78 P¢o 168 %4,d
Jel
216
Mo T Tes (- mg) e
. 22 - 44 17
®co, 7 (=) - 5o, o
In the above, % n is the liquid fuel mass fraction prevailing in the field.my,is found from
4
).
J=1 —
t * Pco * "o, T Mo *Tox T he * }jd,d =1 (18)

(d) Treatwent of droplet (particle) coambustion
Assumptions involved in the analysis:

(1) In the course of diminution of size by vaporization, the heat absorbed is proportional to the mass of
material changing phase.
(2) The specific heat of the liquid phase fuel is taken as identical with that of the vapour-phase.
(3) It is presumed that the droplets are small enough in size for Reynolds number of relative motion be-
tween phases to be negligible (N.B. see later discussion).
(4) Under turbulent conditions, the mode of diffusion for droplets is taken to be identical to that of the
gaseous phase; however relative dispersion effects for near-dynamic equilibrium cases can be incorporated
without much difficulty (6).
(5) The temperature and concentration fields surrounding the droplets are spherically symmetric. (Forced
convection effects are neglected in this analysis).
(6) The droplets are of uniform density and spherical in shape.
(7) The mode of mass transfer depends on either:

The driving force due to a temperature difference between the local gas mixture and the presumed drop-
let surface temperature.

Of:  The oxygen concentration in the local mixture.

The above restrictions are convenient rather than necessary and can be removed should the extra com-
putational effort and cost be justifiable,

In the following analysis, the size of a particle is characterised by S, which is identified with the
square of the particle radius. Choice of S as the size parameter offers considerable simplification in
that the rate of change of size with time emerges as a constant independent of S.

"n" defines the number of particles in unit volume having sizes between S and S+dS; M is the mass of
a single droplet in this size range, while m signifies the mass of droplets in this size range per unit
volume. Finally, £J denotes the mass of particles in the size range Sj+] to a larger size Sj pe. unit mass
of local gas~droplet mixture.
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A control volume analysis for a balance of .droplets entering, leaving and changing size together with
hypotheses, about the interphase mass transfer:yields the following governing equation for f3: (7).

53
d & - - 3, m a0
s (DfJ) =S {(wJ mJ+1) [ IZS dsz (19)
. - P4
S1e1

This study empioys the commonly used supposition that the mass transfer rate from the condensed phase
to the gaseous phase per unit surface area is expressible in the form:

7= Lin (ew)
For distillate fuels, B is evaluated from:
Ig Tg
B=(f £ CpdT "1,/ Cpar) /L (21)

Even though the actusl m~s variaticn of a two-phase mixture can only be described by a smooth curve,
it suffices for purposes of this study to discretiZe this distribution. Arrangement of the droplet sizes
is in such a msaner that J=1 signifies the largest size and J=K the smallest, This is done for the consid-

erable simplification that this arrangement offers in the linearization of the source terms. The final
equations are expressed in the following form:

f £
d . or J-1 J _3 fJ}
It (efy) o in (1+B){s = 75 for J <K

(20)

o (22)

P 175 S5 S
£

:—t(pfl) -~-§£ln (1+B)[S—:é—+'§ f_l} for J= 1 (23)
) 1752 205

d £ )

= ol K=1 £

at (Pf) = o= 1In (148) {*_-2.5 for J= K 2

pP { K‘l-sl( 2 Sk 0 (24)

Tn view of the fact that the concentration of droplets in an intermediate size range is influenced
only by the behaviour of larger droplets, not of the smaller ones,(equations (22) to (24), a specific drop-
lets treatment can be devised, This offers extremely economical uge of storage while permitting an ex-

tremely sophisticated representation of the droplet size distributions. The essential feature is stated
as follows:

It suffices to provide storage for just one droplet concentration array. The computation is so
arranged that the integration proceeds through the droplet -size distribution from large size to small, over-

wricing the contents of each concentration store as it does so. This is particularly valuable when storage
is a near prohibitive factor,

The incorporation of the droplet size distribution equations and the corresponding source term mani-
pulations are discussed in great detail in Reference (7).
(e) Radiation effects

The effect ef radiation in the mathematical model are accounted for, by reference to the six flux model
of radiation. The differential equations describing the variations of the fluxes are:

d S
axF D =r { -(a+SC)I+%'+ aE + 7; (I+J+K+L+H+ N)}

(25)
Loy - (a¢s)J+-‘1-aE--s~°-(I+J+x 6
ar ¥ r c 3 6 +L4+M+N) (26)
d Sc
= & “—(a*SC)K+aE+-6—(I+J+K+L+u+u) 27
4w = (ass L - &: i
A% b -aE - = (I +J+K+L+H+N) (28)
ae . "
¥ (a+Sc)M + aE + % T+I+K+L+H+N) 29)
d(N) 5
e - (a+S¢\N - aE - < (T+I4K+L+M+N) (30)
The couposite fluxes defined as:
R ) (31)
R =2 K+ 1) (32)

R® = 3 G+ ) (33)

are employed to eliminate I,J,K,L,M and N from the previous equations to yield three second-order ordinary
differential equations.
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The recent radiation model developed by Lockwood and co-workers (8) where the inherent grey gas
assumption of the above formulation is relaxed by employing a pseudc-grey approximation for the local
emissivity, could be used for improved radiation predictions.

(f) Solution Procedure . !

The previous governing partial differential equations for mass, momentum, energy, droplet and species
are all elliptic in nature and can be conveniently presented in the genéral form:

div (8"¢ - 7, grad ) =S (34)
The equations are first reduced to finite dxfference equations by integrating over finite control
volumes (5) and then solved by a procedure described inh detail in Reference (1) for three-dimensicnal flows.

It will be sufficient for the purposes of this paper to Summarize the pertinent features of the solu-
procedure.

The numerical scheme is a semi-implicit, iterative one which starts from given initial conditions for
all the variables and converges to the correct solution on the completion of a number of iterations.

Each iteration performs the following steps:
(i) The u,v and w momentum equations are solved sequentially with guessed pressures.
(ii) Since the velocities at this stage do not satisfy the continuity equation locally, a "Poisson-type"
equation is derived from the continuity equation and the three linearised momentum equations. This
pressure-correction equation is then solved for corrections to the pressure field and consequent corrections
of the velocity components are established.

(iii) The "Sectional balance" (7) technique is applied to the velocity field before and after the solution
of the pressure correction equation.

(iv) Thé k and e equations are then solved using the most recent values of the velocities.

(v) The iteration is completed upon solution of the droplet, species concentration and all the remaining
equations, .

One point to note here is the implementation of the cyeclic boundary condition in the & direction com-
patible with the nature of the swirling flows.

(g) Current physical modelling limitations and future improvements

Some of the problems fac1ng the mothomatical modeller have already been indicated above. Primarily, the
flame & turbulence interaction, represented in the first part of this study by the tentative eddy brenk~up
model, needs to be critically assessed. It should be emphasised that the adopted eddy break-up expression
falls short of a probabilistic description for the temporal variation of the turbulence energy and dissi-
pation, i.e. the delay time associated with the oreak-up of eddies to provide adequate interfaces with the
hot gas, as a consequence of the processes initiated by the turbulence energy, seems to have been neglected,
A cross-correlation analysis might be profitubly adopted for this purpose.

The local Reynolds number insensitivity of the model, together with the fixed eddy states presumed in
the derivation have already been pointed out by Spalding (3). However, the latter influence can probably
be accounted by reference to a differential equation which has as the dependent variable the root mean-
square fluctuation of reactedness.

The solution of a concentration fluctuation equation, especially for diffusion flewes, should be
viewed as a problem of utmost urgency. The implications of employing a particular wavesorm for the instant-
aneous variation of the composite mass fraction needs to be explored in detail. The treatment of "unmixed-
ness'" for premixed flames can be developed via a similar approach.

It is the authors' belief that in predicting turbulent combusting flow situations recourse has to be
madé to more fundamental apprcaches, initially free from all the obstructive sophistications one could en-
visage. Recently there appeared in the literature a number of encouraging attempts aimed at fulfilling this
task (e.g. Ref. 9,) Chemical reacto¥ modelling formulated in terms of a "population balance" coupled with a

"mecianistic” approach to predict the gross profiles could yet initiate a new era in modern combustion re-
search. It is thén a relatively simple matter to introduce gradually any desired level of complexity.

Space precludes a detuiled discussion of potential improvements in numerical methods. However, issues
related to grid optxmlzatxon, del\neatjon of two and three-dimensional combustor zones, effective "restart"
procedures, devising of convergence-promoting features without changing the basic structure of the algor-
ithnm, should be considered to achieve a computationally more "attractive" model, Further recommendations
for improvements .are to be found in Reference (7).

3. THREE-DIMENSIONAL FINITE DIF”EREVCE ANALYSIS. RESULTS OF THEORY AND EXPERIMENTS

In order to asséss the prediction algorithm specified above, a simple 70 mm dia. gas turbine can com
bustor ‘shown in Fig., 2. was tested- experzmentally and modelled analytically., The experimental tests were
carried out ot atmospheric pregsure using a total air flow rate of 0,1275 kg/s both cold and at overall
air/fuel ratios of 30 and 40. The computations ware carried out -using the grid network of over 3000 nodes
as shown in Figs. 3 and 4, botn ¢old aud with overall air/fuel ratio§ of 68 and 40. The flow was divided
as follfws: swirler 7.8% (swzrl No., 0,8), primary jets 25.5% (6 jets), secondary jets 29,9% (6 jets),
dilution 36.8% (6 jets). The told flow computations were carried out first yielding the radial, axial and
tangential velocity profxles including the recirculation zone, as shown in Figs. 4,5 and 6. Good agreement
was ‘found betweop the meagired and predznted profiles as illustrated in Fxg. 7. Computations were then
carried out with dxffus1v6 combustxon using the cold flow pattern to initiate the iteration procedure,
This case was axmulated exnurlmen:ally using rich premixed propane/air mixture introduced through the
swirler. s a rrlatively -severe test of the modelllng procedure, the exit turbulence levels were measured
with a photon correélation laser anemormeter with the results shoym in Fig. 8. Again the agreement is re-
markably good conszdetxng the “1ff1cu1ty of the experimént and the complexxty of the prediction, however

“the results suggest that the model slightly overéstimates the turbulence intensity.

The morée cowplex computatlonal procegure including the droplet spray and two stage kinetics was then
tested. using thie previocus results to start the iterations. In both the computraticns and experiments the
tiquid fuel wds introduced as a spray of 80° included angle from the ax1a11y located fuel nozzle. The
dioplet size distribution used for the apalysis was divided into 10 size ranges as shown in Fig. 9.
Although it would be preferable to use about 20 size increments, considerahle saving in computer time is
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achieved by a more modest model at this stage. The problem of representing the upper 'tail' of the size
distribution curve is met by placing ali the larger droplets in the upper size band. In practice, these
droplets would usually impinge on the combustor wall and evaporate there as indicated in Fig. 10 (Ref. 10).
The associated study reported in Ref. 9. is based on the fact, shown clearly in Fig. 11, that the flow in
the vicinity of the fuel injector is 2-dimensional even though the main combustor flow is 3-dimensional.
The detailed spray trajectories can therefore be analysed in detail by the 2-dimensional computation. It
can be seen that, for the relative initial droplet/air velocity ratios associated with conventional atom
izers, the droplets tend to travel in straight lines. In general, as a droplet becomes small enough to be
deflected by the hot gas flow, its life is so short that it quickly vanishes. The dashed lines in Fig.10
show that the inclusion of finite droplet heat-up time in the computations only contributes about 107 to
the droplet range. Thus, the evaporation constant B should be adjusted. to compensate for the relative vel~
ocity of the droplets and their actual shorter residence time in each grid cell.

The predictions of the droplet concentration distribution is shown in Fig. 12, whilst Fig, 13 illus~
trates the mass fraction of fuel evaporated but unburned assuming kinetic control of the reaction. Such
information would be invaluable to a designer concerned with quenching and the minimization of unburned
hydrocarbon formation at engine idle conditions. Our experiments indicated about 0.17 unburned hydro-

carbons near the wall at the combustor exit, and were thus consistent with the predictions although de-
ta'led quenching mechanisms were not modelled in this study.

When the fuel gpray and two-stage kinetics are included in the model, the computation is close to the
limits of present day computers, both with regard to fast memory capacity and speed. The approach of the
computational iteration to convergence can be monitored by the normalized error in the sum of the modulus
of the mass sources as shown in Fig. 14, Although the figure shows that there is little improvement in this
error after about 80 iterations, it was found that the temperatures and associated concentrations were
still evolving slightly even after 240 iterations. Fortunately, the trends were clearly established and it
was not econcmic to continue the computation to its ultimate precision. The results for exit velocity and
temperature are given in Fig. 15 and 16 respeccxvely where it can be seen that the predicted and experiment-
al values are in remarkably good agreement., The hot exit velocity profile should be compared with the cold
case shown in Fig. 7. The true exit temperature would be slightly higher than shown, since the experimental
results are not corrected for radiation, and the computation would have finally converged on a slightly

higher profile. Nevertheless, it is considered that the prediction of pattern factor would be most useful
to a combustor designer.

The predxccad and measured exit concentration profiles of oxygen, CO and COp at an air/fuel ratio of
40 are shown in Fig. 17. Again, allowing for the fact that the kinetic part of the computations have not

completely converged the concentration profiles are in good agreement. The agreement between the measured
and predicted profiles at the exit from the primary zone is illustrated in Fig. 18, where the large radial
changes are again apparent. In the experimental studies it was found that the fuel nozzle gave a slightly

skew distribution which precluded a valid comparison of the predicted and measured circumferential vaiia-
tions in concentration.

The location of the highly stirred regions within the combustor may be obtained from the predictions
of the turbulence dissipation rate since mixing occurs by the movement of molecules between adjacent eddies
which simultaneously dissipates the velocity difference between the eddies. The major stirred reactor re-
gions can be clearly identified on Fig, 19.

4, STIRRED REACTOR MODELLING

This second stage of the calculation consists of a procedure which represents the combustor as a net-
work of interconnected stirred-and plug flow reactors and includes a detailed kinetic scheme for the chemical
species to be considered. A model of the fuel evaporation and mixing rate is also built into this part of
the computation since only the fuel which has evaporated and mixed with the air can take part in the chemi-
cal reaction. The objective of this stage of the computation is to quickly predict the combustion efficiency
and pollution levels produced by the particular combustor design., As with the 3-dimensional modelling, an
important aspect of the procedure is that it should be capable of predicting the trend of dependence. For
example, it is important to be able to predict the effect which a finer fuel spray may be expected to have
on the production of nitric oxide at some particular combustor throughput.

To set up the uetwork of stirred reactors, we require a sub-model for a well stirred reactor which
includes the internal processes of fuel evaporation, mixing and complex chemical kinetics. In addition, to
model the sections of the flowfield where no mixing is taking place, a plug flow reactor is required. This
can be achieved as a sequence of differentially small well stirred reactors or in some cases as a larger
poorly stirred reactor.

Previous stirred reactor models of combustors have been mainly confined to homogeneous combustion
with “global" reaction kinetics, and encouraging results weve obtained within the limitations of this
approach (11). Evaporation effects were later included with some success (12).

Alchough the three processes of evaporat1on, nmixing and reaction must occur sxmultaneously in a comr
bustor it is convenient to consider that in a steady state condition these processes occur in series,This
approach allows us to calculate the reactor gaseous phase composition after evaporation and mixing have

caken place, this constitutes the homogeneous feed to the reactor, A general combustion scheme which
summarizes this is shown in Teble 1. (13)

The feedstream to, or product stream from any reactor is assumed to be composed of any or all of the
eight species in the above scheme. Fig. 19 shows the.composicion of the general two phase steady state
reactor with the liquid phase shown coalesced for convenience. Transfer from the liquid phase to the gas
phase is represented by the mean fuel evaporatxon rate, FE.In addition it is assumad that the mean resi-
dence time of each phase in the reactor is the same. This assumption is incompatible with the existence of
a relative velocity between the gas and the fuel droplets but greatly simplifies the analysis and caleu-
lation of fuel distribution around any particular reactor network. It is not essential to assume this
however, and the analysis could be modified to 1ncorporate unequal phase residence times., Transfer of
fluid from the unmixed state to the mixed state is assumed to take place at thé rate (mass of unmixed
£luid)/tp., where t, is the characteristic turbulence dissipation tim:,

Total reactor mass = m + ¢ (35)
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achieved by a more modest model at this stage. The problem of representing the upper 'tail' of the size
distribution curve is met by placing ali the larger droplets in the upper size band. In practice, these
droplets would usually impinge on the combustor wall and evaporate there as indicated in Fig. 10 (Ref., 10).
The associated study reported in Ref. 9. is based on the fact, shown clearly in Fig. 11, that the flow in
the vicinity of the fuel injector is 2~dimensional even though the main combustor flow is 3-dimensional.
The detailed spray trajectories can therefore be analysed in detail by the 2-dimensional computation. It
can be seen that, for the relative initial droplet/air velocity ratios associated with conventional atom-

izers, the droplets tend to travel in straight lines. In general, as a droplet becomes small enough to be

deflected by the hot gas flow, its life is ¢o short that it quickly vanishes. The dashed lines in Fig.10

show that the inclusion of finite droplet heat-up time in the computations only contributes about 10% to
the droplet range. Thus, the evaporation constant B should be adjusted, to compensate for the relative vel-
ocity of the droplets and their actual shorter residence time in each grid cell,

The predictions of the droplet concentration distribution is shown in Fig. 12, whilst Fig. 13 illus-
trates the mass fraction of fuel evaporated but unburned assuming kinetic control of the reaction. Such
information would be invaluable to a designer concerned with quenching and the minimization of unburned
hydrocarbon formation at engine idle conditions. Our experiments indicated about 0.17 unburned hydro-

carbons near the wall at the combustor exit, and were thus consistent with the predictions although de-
ta’'led quenching mechanisms were not modelled in this study.

When the fuel spray and two-stage kinetics are included in the model, the computation is close to the
limits of present day computers, both with regard to fast memory capacity and speed. The approach of the
computational iteration to convergence can be monitored by the normalized error in the sum of the modulus
of the mass sources as shown in Fig. 14. Although the figure shows that there is little improvement in this
error after about 80 iterations, it was found that the temperatures and associated concentrations were
still evolving slightly even after 240 iterations. Fortunately, the trends were clearly established and it
was not economic to continue the computation to its ultimate precision, The results for exit velocity and
temperature are given in Fig., 15 and 16 respectively where it can be seen that-the predicted and experiment-
al values are in remarkably good agreement. The hot exit velocity profile should be compared with the cold
case shown in Fig. 7. The true exit temperature would be slightly higher than shown, since the experimental
results are not corvected for radiation, and the computation would have finally converged on a slightly

higher profile, Nevertheless, it is considered that the prediction of pattern factor would be most useful
to a combustor designer.

The predxcced and measured exit concentration profiles of oxygen, €O and COp at an air/fuel ratio of
40 are shown in Fig. 17. Again, allowing for the fact that the kinetic part of the computations have not
completely converged the concentration profxles are in good agreement. The agreement between the measured
and predicted profiles at the exit from the primary zone is illustrated in Fig. 18, where the large radial
changes are again apparent. In the experimental studies it was found that the fuel nozzle gave a slightly

skew distribution which precluded a valid comparison of the predicted and measured circumferential vavia-
tions in concentration.

The location of the highly stirred regions within the combustor may be obtained from the predictions
of the turbulence dissipation rate since mixing occurs by the movement of molecules between adjacent eddies

which simultaneously dissipates the velocity difference between the eddies. The major stirred reactor re-
gions can be clearly identified on Fig. 19,

4. STIRRED REACTOR MODELLING

This second stage of the calculation consists of a procedure which represents the combustor as a net-
work of interconnected stirred-and plug flow reactors and includes a detailed kinetic scheme for the chemical
species to be considered. A model of the fuel evaporation and mixing rate is also built into this part of
the computation since only the fuel which has evaporated and mixed with the air can take part in the chemi-
cal reaction. The objective of this stage of the computation is to quickly predict the combustion efficiency
and pollution levels produced by the particular combustor design. As with the 3-dimensional modelling, an
important aspect of the procedure is that it should be capable of predicting the trend of dependence. For
example, it is important to be able to predict the effect which a finer fuel spray may be expected to have
on the production of nitric oxide at some particular combustor throughput.

To set up the uetwork of stirred reactors, we requxre a sub~model for a well stirred reactor which
includes the internal processes of fuel evaporatzon, mixing and complex chemical kinetics, In addition, to
model the sections of the flowfield where no mixing is taking place, a plug flow reactor is required. This

can be achieved as a sequence of differentially small well stirred reactors or in some cases as a larger
poorly stirred reactor.

Previous stirred reactor models of combustors have been mainly confined to homogeneous combustion
with "global" reaction kinetics, and encouraging results weve obtained within the limitations of thi»
approach (11). Evaporation effects were later included with some success (12).

Although the three processas of evaporatzon, mixing and reaction must occur stmultaneously in a com
bustor it is convenxenc to conszder that in a steady state condition these processes occur in series.This
approach allows us to calculaté the reactor gaseous phase composition after evaporation and mixing have

taken place, this constitutes the homogeneous feed to the reactor. A general combustion scheme which
summarizes this is shown in Teble 1. (13)

The feedstream to, or product stream from any reactor is assmnmed to be composed of any or all of the
eight species in the above scheme, Fig. 19 shows the composicion of the general two phase steady state
reactor with the liquid phase shown coalesced for convenience. Transfer from the liquid phase to the gas
phase is represented by the mean fuel evaporatxon rate, FE.In addition it is assumed that the mean resi-
dence time of each phase in the reactor is the same. This assumption is incompatible with the existence of
a relative velocity between the gas and the fuel droplets but greatly simplifies the analysis and calcu-
lation of fuel distribution around any particular reactor network, It is not essential to assume this
however, and the analysis could be modified to xncorporate unequal phase residence times. Transfer of
fluid from the unmixed state to the mixed state is assumed to take place at the rate (mass of unmixed

- fluid)/tp., where 7p is the characteristic turbulence dissipation tim:.

Total reactor mass = m + g (35)
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1, = o/, = e/é2 (36)
Using (35) T, = V/(mz/oc + 52/92) (37)
Gaseous phase mass balance &1 - 62 + FE = dm/dt (38)
Liquid phase mass balance él -€, - FE = de/dt (39)
Mass balance on the unmi.~d fluid in the gaseous pgase -
- - ~u " - - Y
d(m ¢, )/dt = 1 m2 ¢ m $u /1 +FE,. . m & 4 dt = o ¢'u m, oy 7 + FE (40)
. dé m¢
U 41 . .
sing (41) o _3% = m (¢tg - éu) - ?;3 +FE (1 - ¢u)
dm _ by _
At the steady state —— T _EE. =0
o o m/m2 Tg . $',(1-8) + 8
Thus E; = (&2 - FE) = a= “/ﬁ’ﬁ (1-8) (41) ,vhere 8 = FE/m 62), S ¢ ——-—-—-———(1 e (43)

Sh
where Tep = TS/TD (unmixedness parameter)

Thus for a given FE, T
gas phase which is unmixed.
follows:

and feed conditions (43) defines the propor.ion of the steady state reactor
Therefore the reactor composition prior to reaction may be expressed as

* * *
Co=d 0, * a- ¢U)Yx (where x = £, 0, or N,), Cuo = (
* *

N, " Yos T (44)

1= 67

= % YCS

N.B + + ey

.B., w w . =y Y, +Y
£" %, “uz £ Y,

The concentrations of the unmixed species can be obtained by performing the relevant species macs
balances. For example, unmixed fuel vapour mass balance is as follous:

d(md w,.) mé¢ w
a0 f . . : u £
——dT—-—- = ml ¢'u (d'f - m2 ¢u wf + FE "dw—',—rn—" d¢ (45)
= * —— U gﬂ_ "
At the steady state d(m % wf)/dc o, .. m¢u +mup et ¢u We JE 0
As duwc/dt = 0, (1-8) ¢'u w'f S, 0p B we Ty = O
¢', (1-8) w'f + 8 b, (BJu'e + B8
SO T U g e, B T E (“e)
u sb u

using (43).

The expressions for the intermediate concentrations of the mixed reactants and combustion products are
obtained by performing similar mass balances on the mixad portion of the reactor gas phase.
*
. = - At [} -
.e Yf cQ 8)(1¢U)Yf+°u We TSD)/(I ¢u)
Using (43) and (46)

Y = (AR A DIyt + T (@1 1-B)0'y + 8) ) 7 ( (1) (1-8') + 1gp)
Similarly:

Yo = By Q8" ) (gt + T 7 (=8)0' ) [ ( (1-8) (1-9) +

Having defirned the intermediate composition of the gaseous phase, i.e. after mixing and evaporation,
two further balances must ‘e made to determine the final reactor composition. These are the species and
energy balances for the PSR for the steady state., During the reaction stage the mixed gaseous phase concen-
tracions,ﬁ*; are transformed to the final concentrationy; the unmixed gas phase concentrations,w, do not

?
change of course although they do contribute to the physical properties of enthalpy, specific heat and
density.

47)

Chemical reaction, mixed species mass balance:-

m, % .
‘—-T“E-_— v, =~ v.)@-96)+p, =0, (48), where i = 1, MI. MT = total number of mixed gaseous
PV W. i 1 u i .
G species,
Chemical reactxon, gas phase energy balance:-
m2 m, NT .
E T W 1=1(Y (hy §7YsR)A¢)) + EE—-—— L, (h - b)), = By (49)
1 1= 5? .
ﬂL = 0 for adiabatic operation. NR
The species kinetic production term is given by: éi =.é (a.. - 6..)(F. - Bj) (50)
The foxward and backward reaction rates are related to the reactor gas phase species concentrations by
the following:
MT s oM
3 s [¢3] ij
= J B, = “ . - 1)
Fy= £ X, n(pc a-¢) yi/wi> 13 (s1), By = by X; H(PG a-¢,) Yi/wi)“ (52)
i=1 i=1
where Xj is a third body in a dissocation reaction.
MT n.
XJ 151 d . ( (1-¢u)Yi/Wi), (53), The forward reaction rate constants are: fj=Aj 13 exp (-Ej/RT) (54)

The backward reaction rate constants are fixed by the equilibrium constants:-

MT
bj fJ KJ 1=1(6 - oy ) » (55) K. = exp ( (a.. 8, ) F, O/RT)  (56)
The system of equat1ons is completed w1th the aquatxon of state'-
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Po= P W i=MT 'u W,
+1 1

- The final reactor gas phase composition has thus been defined and the final overall conceni: :tions
may.be expressed as: - -
Ce=d 0t (=0 Y (58)
and similarly for the other species.

The complete set of equations characterises a heterogeneous stirred reactor in steady state operation,
they reduce to the equations for the homogeneous case if B is set to zexo. These equations are very non-
linear due to the exponential dependence of the reaction ratres in temp:rature, additionally FE is a complex
function of temperature and staytime, T ! hence the WSR equations must be solved iteratively.

The technique which we have used prev1ously is the numerical method of PSR solution developed by
Osgerby (14), in which a Newton-Raphson correction procedureis employed to converge cnto the solution from
an initial guess. An alternative methcd of solution due to Pratt (15) has several sdvantages and is now
preferred. This method uses Newton-Raphson correction equations in terms of the 1cg4 variables and a self-
adjusting under relaxation technique suggested by Gordon & McBride (16) which gives improved convergence
and stability. The data required for the solution are a kinetic scheme, rate data, thermodynamic data and
feed conditions. An initial guess is provided by an equilibrium calculation.

Fuel evaporation rates are obtained by numerically integrating the two simultaneous differential
equatious describing single droplet evaporation and viscous drag on a droplet. The spray is assumed to cen-
sist of a number (usually 20) of size intervals, each of which is represented by the interval mecn diameter.
The spray mean evaporation rate is obtained by integrating the equations over the staytime of the reactor to
obtain the total fuel evaporated in the reactor and dividiug by the staytime. Initially the droplets have a
velocity relative to the gas stream, however, as the drag forces acting on the droplets are inversely pro-
porticnal to the diameter, the small droplets rapidly assume the local gas velocity whereas the larger drop-
lets tend to retain their own velocity. There are two modes of combustion possible for an evaporating fuel
droplet; droplet diffusion flames and droplet wake flames. The wake flames are generally blue due to good
mixing prior to combustion whereas diffusion flames are typically yellow due to soot formation, The velocity
necessary to cause a transition from diffusional to wake burning is a strong function of the local oxygen
concentration and falls to zero at oxygen concentrations in the range 14 - 16%, thus at such oxygen levels
a diffusion flame cannot exist. This is generally the case in gas-turbine combustion, Using the evaporation
model of “ige et al, (17), we can derive the static evaporation rate:

. 4 1 Arg, -5 2/5
m, = -—:—-——- in (14 B ) ; where B = C (T, - Ty )/L and A = 1,432 x 10 Cp(T—bh 67) ¥ m K

V' (59)
v To allow gor the effects of droplet dynamics an empirical correlation of the type suggested by
Frossling is used (18):- "
“Vrel T

p

B g =B (140,204 Re), (60);  where Re = —XE_8  (g)

]
G

In order to incorporate drag effects into the model an expression is required for the acceleration ex-

perienced by an individual droplet, the expression derived by Vincent (39} is usedi-
d Vrel 3 cD pa Vrei +85

dt = 5T 5 p =0 48 + 28/Re (62)

The only information needed to al&ow calculation of the evaporation rate is the initial droplet size
distribution and the droplet initial velocity, these are normally provided by correlations derived experi-
mentally for the atomizer in use. In our studies, we use the lager diffraction drop size distribution
meter which we have developed, to characterize the spray accurately (20).

-1

where C

Before vaporized fuel and oxidant can react, the respective molecules must be brought into intimate
contact, the physical processes involved are termed mixing. Mixing is important under combustion conditions
since it is usually the rate determining step, however it is the most difficult process to model mathemati-
cally. The principle source of mixing energy in a gas turbine combustor is the pressure loss across the
turbulence generator, that is the combustion can. Since the velocity and concentration fluctuations decay
simltaneously it is proposed that the degree of mixing is equal to the degree of turbulence dissipatiorn
within the flow system, An energy balance is performed:

Pressure drop across baffle = Energy "held" in flow velocity profile + turbulence kinetic + dissipation
&5y chérgd

apfq KE /4 S /)2 /g (63)
It is ptopcsad that a characteristic d1ssxpat10n time 1p = ¢k /u ay? vhere €* = constant (unity),
%o = mean size of energy containing eddies (0.2Y), u' max = maximum value of the r.m.s. velocity fluctuations
But t5 = X/U (X =10y) .° 15D = 50 (u' /U)max’ thus using the energy balance (62), this yields tgp = ﬂO(AP/3q\§

Thus the unmixedness parameter, Tgp, used from equation (43) onwards can be related to the system geo-
metry. This parameter has high values for good mixing (> 200) and low values (< 5) cause "blewout" due to
inadequate mixing (fig. 20). A mathematical model of each process has now been dascribed and theose are com-
bined using the equations derived earlier (35 + 58). The equations are solved in the following way, firstly
a gas temperature is estimated So that an initial evaporation rate for the reactor can be calculated. Then
using thé above equations the homogeneous feed to a reactor can be calculated and an equilibrium caleculation
performed to generate the starting values for the iterative calculation. Severai iterations of the chemical
species equations are performed until the mass convergence test is satisfied, then the energy comvergence
test is applied. If this is not satisfied then the temperature is corrected by (H' - H)/Cp followed by re-
calculation of the fuel evaporation rate and homogeneous feed condition, after which the Newton-Raphson
scheme for solving the chemical species equatzons is re-entered. This decoupling cf the energy equation is
used to avoid oscillating non-convergence caused by the non~linearity of the temperature terms. Pratt 15)
suggests that a more efficient prccedure is to solve the fully coupled set of equations and if oscillating
non-convergence occurs to partxally decouple the energy equation, that is, variations of temperature do not
affect the distribution of species concentratlons, but concentration changes are allowed to affect the
temperature, by setting che appropriaté terms in the correction equations to zero. It was found that if the
fuel evaporac1en rate was recalculated every time the tepperature was corrected then a slight instability
is introduced into the iteration; therefore the evaporation rate is only calculated for the first ten
iterations by which time the correction is less than 5K,
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We have now derived a method for solving an individual reactor:— we have to devise a sequence of re-
actors to represent the combustor under consideration. There are several methods which can be used to de-
termine these sequences:— a) Qualitative observations of combustor performance, e.g. for a typical gas

turbine combustor this leads to a series model consisting essentially of a stirred reactor followed by a
plug flow reactor.

b) The distribution of "macro scale mixing", derived from theoretical and experimental tracer response
functions (e.g. water modelling and Argon tracer studies.) c¢) The distribution of 'micro mixing' energy
within the flow; in this method the stirred reactors are placed in the flow regions where high levels of
turbulence energy exist. As already discussed above, the 3-D finitn difference procedure is used to deter-
mine flow patterns and turbulent energy distridbution and hence derive the volumes, flow rates and inter-

connections of the appropriate stirred reactor network. An example of a gas turbine combustor is shown
in fig. 21,

As a simple illustratior ~' the stirred reactor network approach we will discuss its application to
a novel design of "blue flauwe”, low pollution burnmer built at Sheffield (fig. 22). Air is added via a
Coanda ejertor. which causes controlled recirculatijon of combustion products thus reducing the oxygen
concentration in the vicinity of the spray leading to wake burning. WSRL is the main flame zone, its
volume is set equal to that of the truncated cone bounded by the dotted line (240 cm3). The unmixedness
parameter, tgp, for this reactor was estimated to be 300, i.e. virtually perfect mixing. The secondary
flame zone is represented by a poorly mixed WSR2 (volume 280 cm3), this WSR2 was estimatad to have TSD
of 10, (fig. 22). 4 cooling of the recirculation flow around the narrow coanda unit annulus is to be ex-
pected and vas apparznt from temperature measurements carried out. Jonsequently a heat exchanger unit was
incorporated into the recycle path to ~ake account of this (fig. 23). The kinetic scheme used for the
calculatiors ii shown in table 2, the rate-of reaction 1 is given by :~

afc., H -

- — 22 247 2 550 x 10% exp (-12000/T). [C}, 6, b [o,). 270820 (64)

In the experimental system water was condensed in the sampling system therefore for comparison pur-
poses the predicted water concentration was reduced by a factor of 10 and all other concentrations adjusted
accordingly. The initisl droplet size distribution was described by the Rosin-Rammler expression based on
our own experimental results. The spray initial velocity was calculated using discharge coefficients based
on Tipler's results (21), assuming that all the droplets were projected with the same initial velocity.

6. RESULTS AND DISCUSSION OF THE STIRRED REACTOR ANALYSIS

The predicted values of NO and £O at the burner exit (after WSR2) are plotted against airflow rate
(and hence ¢) for a given set of operating conditions ‘Figs. 24 and 25) together with the corresponding
experimental values. The effect of fuel pressure on NO emissions is shown in Fig, 26 and in all cases

good
agreement for both trend and magnitude was obtained,

We have described a program capable of predicting th: performance of any sequence of reactors using a
detailed evaporat1on model, the Tgp mixing model and a detailed chemical kimetic scheme which may be ex-
tended as is necessary. However, several difficulties remain, these are maxnly associated with the data
available rather than with the computational method. The principal problem is concerned with the chemical
kinetic schemes available. The kinetic mcdel currently in use involves a global initiation reaction :

C H + & 2 02 +X CO + X H using the rate constant due to Edelman et al (22) eyn., (64) followed by a set

of rad:cal reactions leadxng to complete reaction., This rate constant has recently been revised (Edelman

& Harsha 23) the previous value being too fast by several orders of magnitude. This approach deals well
witii the lean combustion situation but rich combustion still presents a problem as hydrocarbon fragments,
radicals and oxygenated species are produced and must be accounted for in the kinetic scheme. In summary
there is a need for kinetic information concerning the break-up of higher hydrocarbons (x = 10) under both
rich and lean conditions. In spite of these difficulties, on the lean side of stoichiometric the program
works well, Other areas of improvement invplve refinement of the model as follows :@
a) The evaporation model. At present, this is the Wise et al (17) model with a correction for droplet
dynamic effects. Further refinements to this model based on the work of W, Sirignano (24), together with
relxable data on transport proper:ies and thermodynamxc properties at the temperatures of interest for
higher hydrocarbons are the hoped for developments in this area.

b) In the mixing field, studies of the interaction of reaction and turbulence and how this is related to
combugtor design are needed.

¢) A further weakness of the stirred reactor program is that it cannot, at present, predict the forma-
tion and agglomorat1on of soot. This prcblem can be approached from two directions. In the first, we
assume that soot is an undesirable product from gas turbine combustors, and the foregoing design procedure
may therefore be used to avoid the_local rich conditions under which soot is formed. In the second, an
appropr1ate set of rate equat1ons for soot formation, such as those advocated by Magnussen must be
used, and these equationr may thén be 1ncorporated into the existing computer prograw with a simple change
in the input data, If the fuel to be employeu were residual oil or coal which burn with a more complex
process than simiple evaporation, then the approprxate module of both the computer programs would have %o
be modified. However, the modular nature of the programs and simple physical form of the variables allow
guch changés to be made relafively easily.

d) At this poiat, a-brief discussion of the relationshlp between the tgp stirred reactor mixing parameter
¢oncepts used, above and the coalescence/dxsperSLOn micromixing model of Curl (26) is relevant, Curl's model
regards' the reacting mass as being typically made up of a large number of equally sized 'eddies' behaving
as small batch reactors. Eddies undergo collision from time to time and equalize concentrations when this
happens, The model does mot claim to be an exact description of the processes occurring in a stirred re-
actor, but predicts a decay 'in concentration of the same exponential form as that known to exist in stirred
systems. The general form of the equation for the rate of change of the concentration probability density
function p(c), is given by Pratt (27)

c
-7 p(c) =alp (e) - p(e)] - —[‘t ple)] + 88 J p(e') ple - c'de’ - 28 ple) (65)

vhere @ = 1/(mean residence txme) and B is one half of the fractional number of cells coalescing per second.
This equation has normally been solved us1ng Monte Carlo methods, however, in well stirred systems the method
of Katz et al (28) may also bé used convenientiy to compare the predictions of the coalescence/dispersion
model with those of the Vulis (29) tgp model used here. For a single stirred reactor the results are
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conveniently expressed as the degree of completeness of combustion (1 - 9} vs temperature and a typical
result is shown in Fig. 27 (see Ref, 30 for further details). It is quite clear from this figure that
the same results are obtained with either method. The tgp method has two advantages however: (a) it is
much quicker and simpler to calculate, and (b) the asymptotic value of combustion efficiency, limited by
unmixedness is simply 1/(1 + 1/tgp).

It may be argued that the Monte Carlo methods are more advantageous for predicting the effect of local
(fluctuating) high temperatures in produc1ng high NO, due to the high activation energy of the reaction.
However, to make these predictions, the joint probab111t1es of the concentrations and temperatures are re-
quired and these are not yet available. We must therefore judge by results, and for the situations shown
in Figs 24 and 26 it appears that the method used here gives acceptable results, Indeed, if the rate con-
stants for the reactions are obtained in well stirred reactors, then the errors may be self compensating.
(There is a similar anomely in the use of mean temperatures to evaluate the radiant heat flux from flames.
Whilst the temperature fluctuations should exaggerate the heat flux due to averaging the non-linear T4
term, however, it i3 well known that results acceptable for engineering purposes may be obtained neglec—
ting this effect.) The value of a dimensionless time mixing parameter in assessing gas turbine com-
bustor designs has beer demonstrated by Mellor (31). In the preceding discussion it is suggested that
t5p ~ 7 (AP/q). A related expressxon is given by the eddy break-up model Eq. 12, whilst Pratt (27}
suggests that the local mixing intensity 8~ e/k. Due to the computational simplicity of reactor network
mode]lxng and hence its complementary role to finite dlfference models, more effort is required to evaluate
a mixing parameter tp (or B) and residence time tg(or 1/a),and to define the intercomnnections within a
network., It is also possible that the statistical variations in micromixed Tgp between macromixed regions
could be represented by a larger number of cells in the network. This approach would then allow for the
limitations of the simple tsp model, The advantage of this approach compared to that proposed by Pratt (27)
is that it eliminates the computer generated random selection procedure required by the coalescence/dis-
persion approach and is therefore much more efficient in the use of computer time,

Evangelista (32) suggested an interesting experimental method of estimating the mixing intensity factor
B based on the variance of the response to a step function tracer, A new technique is presented in the
next section to determine the residence time distribution in a complex geometry, This allows the size of
each sub-reactor and their interconnections (network) to be determined, and by a relatively simple exten—
sion would also permit a micromixing intensity factor tp (or B) to be determined for each sub-rcactor.

6. IDENTIFICATION OF STIRRED REACTOR NETWORKS

Mixing in combustion systems is clearly of prime important since it is usually the rate-limiting step.
It is alaso one of the most difficult processes to model mathematically since present day theories cannot
deal with the behaviour of individual molecules. The value of the residence time distribution (RTD) analysis,
presented in this section, can be appreciated fully when use is made of such practices in the ultimate re-
fining of the inherent mixing hypotheses of a finite difference formulation,

The link between the finite difference and reactor modelling consists of identifying the appropriate re-
actor network from the computed flow pattern. The field distribution of turbulence dissipation obtained by
the solution of equation (7) iy utilized to define possible stirred and piug flow regions with the degree
of stirring or mixing rate being determined from the total dissipation within the reactor. Previous work by
Swithenbank et al (11) can be utilized extensively in such an analysxs. The finite difference part of the
predictions can also supnly the local flow rates, temperatures aniinterconnections between the reactors
forming the network.

Once an appropriate reactor sequence with associated initial and boundary conditions is decided upon,
the full complexity of kineties, evaporation, mixing and other phenomena are introduced. Thus this
"piecewise" approach to predicting turbulent combustion circumvents the conventional problems encountered
in physical and mathematical modelling areas and computational requirements, The overall model can be
said to share in principle, several aspects of the currently available '"refined" models,

Due to our limited understanding of the reactor network and turbulence/kinetics interactions, an =2x-
perimental technique which can be applied to the complex three-dimensional flows in gas turbine combustors,
is plaxnly required to investigate the phenomena. Water flow visualization has been used extensively as a
qualitative method of studying the reaction zones, mixing zones and the interconnecting flows (but not at
present, the micromixing parameter tp)., Clearly this method is related to the concept of the stirred re-
actor network discussed above, One important difference between water models (or air models) and hot com-
bustor flows is that the former are isothermal, If geometrical similarity is maintained and Reynolds
Numbers are chosen to ensure that the model flow is turbulent, then as a result of the well known jet
similarity characteristics, the flow patterns in the water model and prototype will be closely related.
Using "partial modelling" (33) methods in which the diameters of the holes in the combustor are increased
in proportion to the square root of the cold jet to hot chamber gas density ratio, the relative velocities
and flow patterns are even more closely modelled. ‘The technique is not able to take full account of the
effect of heat release on the turbulence structure, nor the effect of the turbulent fluctuations on the
local heat release rate. Nevertheless water (or air) modelling has proved to be an invaluable tool for the
combustor deslgner, and Clarke (34) for example, was able to pred1;t quantitatively the component pressure
losses, flow distributions and, with the introduction of a chemical traucer, the exhaust temperature profile.

Theoretical analyses by Dankwerts (35) and Zweitering (36) showed how departures from the assumptions
of perfect mixing and-ideal plug flow, could be explained in terms of distribution functions for residence
times. Novel hypotheses about segregation, hold-up, dead-space, macro and micro-mixedness and age distri-
butions were introduced and related rigorously to reactor performance.

In the present experimental studies, highly specialized identification techniques have been used to
investigate their applxcabxllty to gas turbine combushor design. These methods are based on correlation and
generalized least squares parameter estimation techniques and associated diagnostic tests. In a different
context these techniques have been used by Cummins, Briggs anu Eykhoff (37) to estimate the dynamic system
response of a heat exchanger and a distillation column.

The method is based on the introduction of a tvacer in a pseudo-random binary sequence cf pulses. In the
experxments des<ribed belcw, the tracer was saturated salt solution introduced through a hyprdermic needle
into a water model of the gas turbine combustor. The response of the system was measired by means of a
conductivity probe which could be traversed throughout the chamber. The experiments could be conducted
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similarly with a hot or cold combustor using tracers such as mercury vapour (38) or helium (39). S1m11ar1y,
by modulating the fuel flow, (or air flow), an infra-red measurement of the CO and €0y could be used to in-
vestxgate the dynamics of the kinetic processes. Since only the a.c. response signals are required, a simple
I.R. emigsion or absorption signal would suffice.

The interpretation of the measurements is carried out as follows:~ The output signal fram a practical
system is almost invariably corrupted with inherent micro-mixing noise in the system. Assuming the validity
of linearity, application of superposition yields:

2(t) = y(t) + n(t) (66)
where Z{t), y(t) and n(t) represent the output signal, response signal and noise respectively. The mathe~
matical expression relating the process response and the applied input, i(t), is the familiar convolution
integral, i.e. ©

y(t) = i h(tl) i (t—cl) dt1 . 67
Here h(t) is thec weighting function (or impulse response) of the process.

Combining equations66 and 67 the measurable output to an arbitrary input signal is given by: (inputs
occurring at times greater than Tg in the past are assumed to ha . no effect on the present output):

Z(t) = f h(tl) i (t-t ) dt + n(t) (68)
The deconvolution of the above when a short duratxon pulse is used yields:
z(t) th(t) + n(t) (69)

where K; is a constant determined by the energy in the input pulse. The approximation becomes more accurate
as the pulse duration becomes shorter. A step function input yields the step response which is the integral
of the impulse response. The effect of noise on the system dynamics represented by n(t) in the above
equation can be substantially reduced via correlation techniques. .

It can be shown that (40) a relationship exists between the input-output cross-correlation funcrion
(cef) and the input auto-correlation function (acf), i.e.

8
Riz (1) = .g ho(e;) Ryy (- ¢)) dep + R, (1) (70)

(c.f. equation 9)
where Rlz(r), R (T) and R; (1) represent respectively the input-output ccf, input acf and the input-noise
ccf, Assuming R (r) can be represented by a delta function for random inputs, equation (70) reduces to the
fellowing sxmple form.

Riz (1) = h(1)
The practical implementationof a random signal as used in system analysis and identification is a

pseudo-random binary signal, PRBS,

The PRBS approximates to & truly random signal due to the properties of its acf. For a periodic PRBS,
this can be shown to comprise a series of triangular spikes of width 2 t where t denotes the bit interval.
Furthermore, due to its constant spectral demsity the PRBSis persistently exciting - a desired quality of
the input signal for parameter estimation and identification studies, as the variance of the estimated
system parameters is generally proporticnal to the inverse of the power input.

Amongstche generally available identification techniques including correlation methods, instrumental
variables, maximum likelihood, etc, the generalised least square, GLS, algorithm has proven to be statist-
ically sufficient and is linear in its formulation. The algorithm can provide unbiased estimates, a de-
sirable feature, as data acquired for the formulation of simple dynamic models is almost always corrupted
with correlated noise and the need to evaluate unbiased estimates of the process model and of the noise
becomes apparent. Additionally, means exist to apply various diagnostic checks.

The algorithm is applied to discrete input/cutput data sequences ig, 2y (t=l .,... N) to produce op-
timal models of the form:

kpwh O
Z = -—-——-———- + '———'— £t (72)
©owPaeh e T C(w‘ )

vhere p is the number of integrations in the system and noise models. W represents the forward shift
operator and k is the system time delay. V is identified as the differencing operator (1-W-l) and A,B,C
and D are taken tc be polynomials of the form:
A(W'l): 1+a1w'1 i au'“;n(w E le .....bw‘“
-1 n (73)
ez 1ecwW * e CWR DO )'1+dk"‘1 veee d W
In equation 72 the ra%1ona1 transfer"function driven by the uncorrelated sequence §, comprises the

entire extraneous behaviour.

Equation 72 can he re~expressed upon removal of the system intégrations by data differencing in the
following convenient form: k
Az, = 81 4+ A T &t . (74)
It is worth noting that unless ADC™ 1- 1, the process parameter estimates will be biased., Hence the
GLS aims to transform the term ADC™ 1;: iteratively to an uncorrelated sequence £y via the following steps:
i) The process paraneters (al,bl) are initially estimated by an ordinary least squares.
ii) The residuals, viz, -1 A
e, = AZt - W OBi (75)
(A denotes estimated values)
are analysed to be subsequently transformed by autoregression.

F e, = £
t
ii) The process input and output are filtered with the autoregression F to yield:
2 = FZ (76)
JF N -
i Fxc (77)
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iv) ig and Z are modified by a new least squares fit to commence another iteration cycle proceeding from
step i1. The final model is expressed in the form:

A(FZ ) = WKEB (Fi) + 5, (78)
The validity of the esclmated process and noxse models given by the GLS algerithm have fo be estahlished
by diagnostic checks for the statistical properties of the models, Currently available disgnostic algor-
ithms utilize model order tests including determinant-ratio test, F-ratio test, loss furnction analysis,
pole-zero cancellation and tests for independence. In addition, auto~correlations ~¢ the residuals and

cross-correlations of the input and the residuals can be employed to reveal the adequate of the fitted model.

Tentative values for the time delay and model order can be obtained via the impulse response evaluated
directly by cross—correlation of the input and output for white inputs, equation (69). An alternative means
of extracting the same information is to use the determinant ratio tests (41). The test is especially val-
uable in that it limits the number of possible model orders and associated time delays prior o parameter
estimation if the signal to noise ratio is reasonably high,

Loss function analysis and the associated F-ratio test are employed once the procesé and noise models
have been derived by the GLS algorithm. They are primarily concerned with the behaviour of the error
function in the neighbourhood of Ny, ctaken to correspond to the actual system order.

Additionally, residual manipulation in terms of acf's provides a critical assessment of the structure
and order of the estimated model. The acf of the residuals is employed to yield an indication of the

measure of the whiteness of the residuals. The ccf, on the other hand establishes the statistical inde-
pendence of the residuals and the process input,

The above ideas have been applied using the salt solution injection tracer technique to study the iso-
thermal residence time distributions in a watér model of the Lycoming combustor with the objective of
quantifying the stirred and plug flow reactor locations. The predicted aerodynamic patterns yielded by the
finite difference procedures are utilized in conjunction with the GLS algorithm to determine the local
mixing history. A detailed description of the experimental set up and the measuring environment is given in

.

The investigation employed PRBS and step signals respectively as the system mode of exeitation for
parameter estimation purposes, The particular PRBS adopted comprises a period 15, bit interval 1.1 see
which was fed to a solenoid valve introducing the tracer. A number of measuring stations, representative
of the distinct mixing zones in the ~ombustor, were chosen for identification and parameter estimation.
A typical sequence of operational steps adopted in such an analysis is summarized as follows:

A determinant ratio test was employed to limit the number of possible model orders for the range of
time delays suggested by the deconvoluted impulse response. GLS parameter estimation was then applied for
varying model orders and time delays. The optimum value for the latter was taken as that which minimized
the sum of squared residuals, Typically noise model orders of 10-15 were adopted in an iterative scheme of
5-10 steps., The loss function was recorded for all the different cases tried,

Diagnostic checks comprising mainly the evaluation of the acf of the residuals, ccf between the input
sequence and the residuals and pole~zero cancellation were applied for varying model orders and time delays.
Parameter estimation and subsequent validation was carried out in a strict iterative manner. Finally the
impulse response function corresponding to the estimated model was computed and this was compared with the
original weighting sequence obtained from the cross-correlation analysis of the input/output data.

Measurements were made at locations marked on Fig.2 using both the conventional step response method
and the p.r.b.s, technique. The results obtained using step changes in salt concentration are illustrated
in Fig. 28, The sharp cut off at atation 2 within the primary jets is clearly demonstrated, The recicula-
tion in the primary zone which behaves as a stirred reactor is illustrated by the response at stations 1,

7 and 8, The time constant of the exponential decay together with the known primary flow rate of 0.073 ¢/s
indicates an effective primary volume of 0.2 £ which is consistent with the anticipated value, The
secondary zone response is indicated by the results at station 12, Correcting the measured time constant

for the effect of the primary zone and the additional secondary flow gives the volume of the secondary
stirred reactor as 0+15 %

Turning next to the p.r.b,s technique, some of the results obtained are given as follows:~

Station Location Order Time Delay 3 a, b, b,
7 Primary 1 2 - 0,518 - - 112.9 -
13 Primary 2 1 - 0.7527 - 0.1171 3.157 - 116.5
9 Secondary 2 3 - 0.,2929 - 0.2929 - 78.3% - 61.83
14 Dilution 2 4 - 0.3389 - 02,5284 - 17.14 - 112.3

The corresponding response curves {ogether with Station 14 integral) are shown in Fxg. 29, which
represent the fitted value of the cross correlation function, Integrating these curves gives a repre-
sentation of the step response which can be used to determine the residence time distribution as dis~
cussed above, however it appears that the p.r.b.s. method gives greater resolution as can be seen by
vomparing the response at Station 14 with its integral. The experimentally determined cross-correlation
{pulse response) at station 19 is particularly interesting since this point is on the opposite side of the
axis to the trace injector. The response at this point is therefore due to turbulent transport rather than
convection. The fact that it is about identical to that sbove the axis shows the large scale of the turbu-
lent transport, and this is responsible for ‘the fact that the primary zone behaves as one large stirred
reactor rather than as six small reactors, The effect of the reactor size is to increase the throughput at
blow-off (i.e. large stability loop) as discussed in Ref, 11,

In principle the value of the mixing parameter B (or tp) can be crudely obtained from the location of
the maximum of the variance of the step respense (see Ref. 27), however in well stirred systems such as
this, the location of the maximum is so close-to zero that it cannot be clearly d1st1nguxshed This
characteristic is easily demonstrated by ingerting repreientatxve values of tg *1 and 8 in Evangelista's
Equation cl<< (t) >> max = (1/(8 -t =1 ) an ( (B + tg h)/2 &y 1y (79) «

Thus, taking a residence time tg = 1 sec and B > 100 gives the time of the maximum variance t‘<< (t)>>
seconds, Fortunately in highly stirred systems such as gas turbine combustors the results are y

insensitive to the exact value of tp(or B). In fact, -the combustion efficiency is more significantly influ-
enced by the uniformity of the fuel distribution and the production of NOy may be more influenced by the

<0.04
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P,

joint probability distribution of concentrations and temperature (which is at present unkacwn), than by the
exact value of 1p. Since probability distributions tend towards gaussian when they depend on the combination
of several other probability distributions, almost whatever the shape of the separate distributions, it is
likely that any effects of the p.d.f. on pollutant formation can te represented by a maximum of five para-
1lel stirred reactors (with recycle) in the model, the size and operating of each weighted according to a
portion . the gaussian curve.

1f an accurate value of Tp were required to determine the ultimate combustion efficiency achievable
by any given combustor npax = 1/(1 +1/Tsp)then i1t is believed that the noise term in Eq. 72 could be used
to ¢btain this parameter quite accurately, however we have not yet investigated this possibility.

7. CONCLUSION

RIS PO

I

An overall modelling procedure has been described, and by comparison with experiment it has been de-
monstrated that all the key physical and chemical factors controlling the behaviour of a real gas turbine

combustor were predicted with sufficient accuracy to be of engineering value. It is therefore considered H
wnat progress is being made in this complex and rapidly evolving subject. %
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: . NOMENCLATURE H
{ ; i) Finite difference equations H
' 3 N !
o { a Absorption coefficient for radiation. !
) . B Driving force for mass transfer (dimensionless,. g
: Cl' C2’ CD Constants in the turbulence model. y
t { . i
! . Cp Specific heat. ?
; CR Constant in the eddy break-up model. H
0 3
{ E Black body emigsive power, g
: g Mean square concentration fluctuation of fuel species. !
N GK Quantity in the generation term for k. ;
: ! ;
! Hfu Heat of combustion. !
t I,J,K,L,M,N Radiation fluxes in the r, x and 6 directions. %
i k Kinetic energy of turbulence. !
\ i ) Length scale of turbulence. !
¢ L Latent heat of vapourization,
. g my Mass fraction of a species J, mass fraction in size range J.
§ Meys Woys mpr Mass reactions of fuel, oxygen and product respectively,
}
. : n'’ Mass transfer rate.
t ¥ .
{ % m'te Rate of fuel injection per unit volume,
i : M Mass of a single droplet.
} % P Pressure.
| Q%, QY, @z Net radiative transfer in the coordinate directions.
i RJ Mass rate of creation of species J by chemical reaction.
Ly ; R, R, RZ A dependent variable for radiation fluxes in the three coordinate directions.
i' r Distance from axis of symmetry, instantaneous drop radius.
s Stoichiometric mass ratio.
I S Square of droplet radius.
i i Sc Scattering coefficient for radiation.
i ) .
i S¢ Source term. .
» ¥
| T Absolute temperature, !
; i 2 Tg Local gas phase temperature,
[+ { . : Ts Droplet surface temperature.
N } t Time,
o U, vV, W Velocity components in the x, r and z (or ©) direction.
i mp
S M )
; v Velocity vector.
; X, 2 coordinate distances.
i r Diffusion coefficient, gas phase transport property,
. FJ off Effective exchangu coefficient for J.
i »
i AV Injection cell volume,
; 3 € Dissipation rate of turbulence.
: n Viscosity,
} 0 Density.
i c Stefan-Boltzman constant,
i ¢ General dependent variable.
H éi“j Contribution of the injected mass to the variable
A € Coordinate in the cylindrical-polar system.
. b ii) Stirred Reactor equations
by Aj Pre-exponential factor of the jth reaction.
s Bj Reverse reaction rate of the jth reaction.
:g bj Rate constant of the reverse of reaction j.
%iz B, Transfer number in evaporation rate equation [EP(T~TL)IL]
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joint probability distribution of concentrations and temperature (which is at present unknown), than by the

exact value of t1p. Since probability distributions tend towards gaussian when they depend on the combination

of several other probability distributions, almost whatever the shape of the separate distributions, it is
likely that any effects of the p.d.f. on pollutant formation can te represented by a maxir — of five para-
1lel stirred reactors (with recycle) in the model, the size and operating of each weighted according to a
portion oI the gaussian curve.

If an accurate value of 1) were required to determine the ultimate combustion efficiency achievable
by zny given combustor ngax = 1/(1 *1/15D)then it is believed that the noise term in Eq. 72 could be used
to (btzin this parameter quite accurately, however we have not yet investigated this possibility.

7. CCNCLUSION

An overall modelling procedure has been described, and by comparison with experiment it .. been de-
monstrated that all the key physical and chemical facters controlling the behaviour of a res: :as turbine
combustor were predicted with sufficient accuracy to be of engineering value. It is therefc:: considered
-hat progress is being made in this complex and rapidly evolving subject.
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a Absorption coefficient for radiation.
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Cl’ 02’ CD Constants in the turbulence model.
Cp Specific heat.
CR Constant in the eddy break~up model,
E Black body emissive power.
8 Mean square concentration fluctuation of fuel spu-ies,
GK Guantity in the generation term for k.
Hfu Heat of combustion,
1,J,K,L,M,N Radiation fluxes ir the r, x and 8 directions.
k Kinetic energy of turbulence.
4 Length gcale of turbulence.
L Latent heat of vapourization.
n, Maas fraction of a species J, mass fraction in size range J.
Beys Wons mpr Mags reactions of fuel, oxygen and product respectively.
m'' Mass transfer rate.
AR Rate of fuel injection per unit volume.
M Mass of a single droplet,
P Pressure,
QX, QY, Q% Net radiative transfer in the coordinate directions,
RJ Mass rate of creation of species J by chemical reaction.
R¥, RY, RZ A dependent variable for radiation fluxes in the three coordinate directions.
r Distance from axis of symmetry, instantaneous drop radius,
s Stoichiometric mass ratio.
) Square of droplet radius.
Sc Scattering coefficient for radiatiom,
S0 Source term.
T Atsolute temperature,
Tg Local gas phase temperature.
Ts Droplet surfu-e cemperature.
t Time,
U, V, W Velocity components in the x, r and z (or ©) dirvection.
-+
v velocity vector.
X, 2 coordinate distances.
T Diffusicn coefficient, gas phase transport property,
rJ off Effective exchange coefficient for J.
i)
AV Injection cell volume.
€ Digsipation rate of turbulence.
u Viscosity.
I Density.
I} Stefan-Boltzman constant.
¢ General dependent variable.
¢'nj Contribution of the injected mass to the variable
€ Coordinate in the cylindrical-polar system.
ii) Stirred Reactor equations
Aj Pre-exponential factor of the jth reaction.
Bj Reverse reaction rate of the jth reaction.
bj Rate constant of the reverse of reaction j.
B, Transfer number in evapcration rate equation {fp(TvTL)/L]
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o

Overall gas phase mass fraction of ith species.

o1 6
© e

Mean heat capacity of gas phase. i

broplet drag coefficient.

o

Dissipation energy term.

Third body efficiency of species i in reaction j.
(usually assumed to be 1),

Activation energy of the jth reaction.

Mt SAE RN
T3 st O

g

L

8

'

Fuel evaporation rate.
Forward reaction rate of reaction j.

RO

e glas

Standard molar free energy of species i.

o g

s
[

Forward rate constant of reaction j.

Rate of enthalpy loss from the reactor.
Specific enthalpy of species 1i.
Equilibrium constant of jth reaction.
Mean kinetic energy.

)
<

Total number of mixed gaseous species.

Mass of reactor gas phase.

Total number of reactions.,

Total number of gaseous species,

Temperature exponent in modified Arrhenius equation,

Pressure. :
Concentration probability demsity function. .
Rate of production of species i by chemical reaction,

Dynamic head. .
Universal gas constant, :
Reynold's number of droplet.

Reaction rate,

Droplet radius.,

FETE AT

—
balial -] T v
e

0

N

Temperature.
Temperature of droplet surface.

3
Mean velocity, !
Fluctuation velocity. - !
Reactor volume, ¢
rel Velocity relative to droplet.

=3 -3
[

Molecular weight of species i,

poe

‘Third body concentration in a dissociation reaction j.

Lo

Reciprocal mean residence time,
Stoichiometric coefficient of species i as a product, in reaction j.

QR X X 4<ccl

[
s

FE/fh, non-dimensionalized evaporation rate, Mixing intensity factor,
Mass“fraction. of species i in reactor mixed gas phase,

e e
e

Stoichiomatric coefficient of spec'es 1 as & yeactant in reaction j.
Mass of reactor liquid pnase,

Mean thermal conductivity of gas phase,

Viscosity.

Density,

Index to indicate whether the third body participates.

Characteristic dissipation time,

QOVOE >Mm Ol

o ws

Reactor residance time,

e o Ao s e

Tser, unmixedness parameter.
Proportion of gas phase which is unmixed.
ws

1 Mass fraction of species i in reactor unmixed gas phase. :
Superscripts
t

O~ A~
(2]
<

[

winn

Feed conditionms.

o * Intermediate value (i.e. after mixing and evaporation).

Subscripts
Reactor inlet,
Reactor outlet.
Gas phase.
Liquid phase.
Fuel,

Nitrogen.

Oxygen.

s General combustion species.
Chemical species identifier,
Chemical reaction identifier,
Evaporation. o

»F Forced'evaporation.
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" Table 1. WSR COMBUSTION SCHEME i
1) Liquid fuel + Evaporated fuel (unmixed) EVAPORATION :
£ ) Evapotated fuel (unmixed) > Evaporated fuel {mixed) ) i
i Oxygen (unmixzed) > Oxygen (mixed) ) MIXING N
i Nitrogen (unmixed) - Nitrogen (mixed) ) i
v (3) Evaporated fuel (mixed) ) . %
+ ) ) i
i Oxygen (mixed) ) ’ . ‘
i Oxygen (mixed) ) + Combustion products CHEMICAL REACTION (
L + )
e Nitrogen (mixed) )
{
Table 2. Kerosine Combustion, Reaction Mechanism
Forward reaction rate data
i Reaction step Aj Ei(callmole) n;
§ 012H2ls + 6 O2 + 12 H2 + 12 CO "
! COo + OH = CO, + H 0.56 x 10 544 0
‘ H+ 0 =0 + 0 0.22 x 10% 8450 0
; O+ H, # OH + B 0.18 x 10t 4480 1
§ O + H, = HO + H 0.219 x 10t 2592 0
; O + OB = HO + O 0.575 x 103 393 0
E H+O + M = OF + M 0.53 x 0% -2780 0
{ HeOH+ M 2 HO + M 0.14 x 10% 0 -2
f Hef + M = H + N 0.30 x 10® 0 0
‘ 0+0 + M F o0, + M 0.47 x 10 0 -0.28
1 N+ o @ N0 + 0 0.64 x 10°° 3150 1
Ny+ 0 = MO+ N 0.76 x 10 38000 0 :
N +OH = NO + R 0.32 x 10t 0 0 ,
I ¢ N O M = N0 ¢ M 0.162 x 102 1601 0 |
, N0 +0 NO 4+ NO 0.458 x 10%* 12130 0
’ No +0 = N, + O, 0.381 x 10%* 12130 0 «
3 i
- NO +H o N, + OH 0.295 x 10% 5420 0 :
. (Backward reaction rates evaluated from equilibrium constants obtained from free emergy function), .
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DISCUSSION

R s

A.M.Mellor, US

Have you made any in situ spray drop size distribution measurements with the forward scattering apparatus? This
is actually desired for input conditions for the reacting finite difference code.

[PV

Author’s Reply
Using the laser diffraction dropsize distribution meter, we have carried out si.me measurements in emulsified fuel
flames and steam assisted atomizer flames, but not yet in gas turbine combustors. The effect of ambient tempera-
ture and pressure on dropsize distribution should be investigated urgently.

The input to the computations also requires the droplet velocity distribution. I wou:d like to emphasize that most
current methods of obtaining spray information yield spatial rather than temporal size distribution and it is now
becoming important that we take account of the difference. At Sheffield we are measuring the droplet velocities
by two techniques. In the first a modified laser doppler system is used, whilst the second employs a double flash
ruby laser to obtain a time lapse hologram of the spray. The diffraction pattern of the hologram yields the spray
velocity distribution directly. :

O T

J.H.Whitelaw, UK
Professor Swithenbank said that he would prefer to have 20 droplet size ranges in his finite difference culculations.

Our experience, in the Fluids Section at Imperial College, suggests that many fewer will be required with the range
of diameters discussed in the presentation.

The phrase “all trends have been correctly predicted”, used in the presentation van be misleading to the designer.
In this connection, the comparison of calculated mean velocity profiles, normalized with a centrelire velocity in a
confined flow, can hide important discrepancies. The phrase is probably best avoided and the preseatation of
comparisons, by the calculating community at large, requires greater consideration of the designers’ requirements.

‘ Author’s Reply
' My proposal that 20 droplet size ranges is generally satisfactory is based on spray evaporation computations which
we carried out, (M.W.Vincent Ph.D. Thesis 1976), in which we used 6, 20 and 40 size ranges at typical gas turbine

combustor operating conditions. The results for 20 and 40 dropsizes were identical whilst that at 6 sizes showed
significant errors.

With respect to predicted velocity profiles, I would suggest that both computational and experiemental mass balance
requirements ensure that the weighted mean values will agree: It is interesting to note in our results that the mass

4 , flow distribution does not change much with heat addition and the velocity profiles largely reflect the change in
temperature distribution. If this were a general trend it could be used to help speed up the convergence of the
cquations.

! A.Sotheran, UK
’ The processes which determine the various performance aspects of a combustor are known in most cases and
' empmcal correlations are already adequate to ensure that new designs achieve, for instance, specification light up
' characteristics. idling efficiency. . . whilst NO emissions are similarly predictable. Whilst modelling seems unlikely
¢ to iraprove design techniques in these respects, at least in the short term they can instnict the designer on how to
i engineer new concepts like staging. There are new problems and possibilities on whicl: present background
; experience is sparse or irrelevant and modelling might best concentrate on these. They include soot and particle
i formation, chariging’ fuel properties and their effects, liner temperature and life prediction with increasingly arduous
conditions and so oh. Models which ignore the major unknowns are seriously incomplete.

Author’s Reply
1 disagree with your claim tkat current correlations are adequate for all purposes. For example, the airlines find that
light-up reliability is far from ideal and scheduled flights are regularly delayed by light-up problems. Snmnlarly, the
idle efficiency of many engines stxll leaves much to be desired. Ialso expect the modelling techniques wilt help to
optimize staging, indeed the very concept of staging derives from a model of the combustion process. However, 1
agree that modelling techniques are not yet fully developed and my paper aimed to indicate the current state of the
“science”. With respect to soot and particle formation, the paper by Edelman et al. at this meeving shows how
progress is being made in deriving a sub-model-for this process which can be readily incorporated in the overall H
combustor models which were presented.

SRR
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I welcome your comments on the importance of liner temperature and life. The important feature to predict is

the peak liner temperature and in most cases this is associated with non-uniformities in the spray distribution. There
is relatively little fundamental work on the.atmoization process and-the factors which affect the variability of the
spray and mixture distribution and I certdinly advocate more work in this area.
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Comment by R.B.Edeiman, US
i} I will be talking tomorrow about the work that we are arguing in expanding the steps higher up in the mechanisms
L to include pyrolysis and partial oxidation particularly relevant to the question of soot formation.

CM.Coats, UK
How sensitive are the stirred reactor models you have described to uncertainties in the assumed reaction scheme,
particularly the representation of the hydrocarbon chemistry by a single global reaction.

Author’s Reply
The rate constants of the semi-global reaction are deterr:ined from stirred reactor experiments so the prediction
of stability loops, etc. is quite accurate. It is difficult to assess the accuracy of the assumed reaction scheme at a
wide range of conditions, although the results of network calculations carried out to date appear reasonably
satisfactory.

& w B0
appdp 2L R

e ak o Mo o e e Namem e t 4 e o

T % g

) : D.T.Pratt, US

(1) With respect to Figure 27: of course, both solutions agree, as they are both asymptotic solutions to the
problem; however, in poorly-mixed regions, they may not agree with the actual physics, much less with the
Monte Carlo solution.

v

e,

(2) The statement on p.2-10,§ 2, “However, to make. . . . are not yet available” is categorically wrong. On the
contrary, the joint PDF’s of C and T are predicted; that is in fact the object of doing the calculation!

ot 85 s e sres cmmrm i b
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Author’s Reply
I agree ‘'with these points and believe that in principle much more can be extracted from stirred reactor modelling
concepts than has been achieved to date. Much more experiemental and theoretical work is needed in this area.
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D.C.Dryburgh, UK

There is a large loss of resolution when one goes from a 3-D finite difference model with about 30 000 grid points to
. 3 a network of 6 or 7 well stirred or plug flow reactors. What is the advantage of using a reactor network instead of
ﬁ 7 , the detailed 3D calculation?

" e s ot e a5

i Author’s Reply
' There are two main advantages of the reactor network approach: Firstly, it is possible to include highly complex
P chemical kinetic schemes which would not be possible with our present 3-D scheme.

- Secondly, the computer time required for our reactor network programme is very simall. Other important
: advantages of the concept are discussed in detail in Prof. Pratt’s paper in this conference.

J McGuirk, UK
I would like to question your claim that the 3D numerical solution you have cbtained is converged. From the
residual source variation you show in Figure 14, if the procedure is convergir.g at all, it s.ems to be converging to a
solution with a mass sourcé of about 2%~ do you not find this disturbing? if the finite-difference solution ought to
do anything, it ought to obey overall mass conseivation,

prey

Author's Reply
It is madé clear in the paper that the 3~D computation was niot continued to ultimate convergence, nor were the
relaxation parameters optxmxzed as this would have consumed an unjustlﬁed amount of computer time. I guess
it’s a case of the common engineering approach of achieving 95% of the results with 5% of the effort.

T TTRECA T e SRR TN

J.P.Paturean, Fr
(1) Did you accoumnt for radlatxon heat transfer in the WSR computer model?

(2) How many iterations are required (on the average} for convergence of the WSR computer mode!?

Author’s Reply.
(1)+ Heat transfer.was included in-the blué flame Earner reactor network presented in the paper although i 1 this
case it was convective loss rather than radiation. There would be no difficulty in including a simplified zone
method of radiative heat transfer.
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(2). There.are various iterations carried out i the subroutines of the WSR network computation. Ican best
answer your question by saying that’ the overall computation only requires twe or three minutes on a
medium size computer.
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H.Wilhelmi, Ge

The equations for the computation or modelling of combustors became mcre and more complicated in the course

of the years, as there is a tendency to include additional parameters. It was inentioned in the presentaticn of the
paper that the time required for the solution of the procedure described is about six hours on a high speed computer.
How is this in accordance with the statement that it will be possible in the near future to perform the same calcula-

tions on a minicomputer without any simplifying assumptions in the basic equations but mercly using convergence
promoting features, grid optimisation etc.

R

Authot’s Reply

The possibility stems from the fact that whilst bulk storage (e.g. a disc) is necessary for the large number of variables
involved, with appropriate manipulations only a small number are actually required in “core” for computation at
any one time. In spite of the fact that the full computation would require a relatively los:z time on a mini-computer

with (FPP) the situation would be preferable to that at present where, at Sheffield, we can only obtain one turn-
around per week on a larger machine.

With respect to future developments, the problem of the slow “diffusion of inforination™ across a fine grid can
probably be solved by the super-position of coarser grids (the multi-grid approach). This would give about a three
fold increase in speed. A further factor of about two could emerge from the hybrid grid technique. The
optimization of the relaxaticn parameters could give a further two-fold increase in speed. The use of logarithmic
values of the concentration should make the composition equations more linear and further speed-up the conver- ,
gence. I therefore see about an »nrder of megnitude increase in speed in the longer term. '
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Mathematical Modelling of Gas-Turbine Cambustion Chambers

W.P. Jones and J.J. McGuirk

Department of Chemicai Engineering and Chemical Technology
Inperial College
Iondon SW7

SIMARY

A mathematical model for predicting the performance of gas turbine cambustion chambers is described.
The model is based on the finite difference solution of the averaged forms of the partial
differential conservation equations and turbulent transport is approximated via a variable density form
of the k-¢ turbulence model. The redctions associated with heat release are assumed sufficiently fa st
for chemical equilibrium to prevail on an instantaneous basis; and the influerice of local turbulent
fluctuations in mixture strength accounted for by a B—probability density function. Liquid fuel spreys
are represented by a transport equation for the probability density function describing the variation of
droplet mass fraction with droplet radius. Computations of 2-d axisymmetric and 3-d flows are carparvd

with experimental results and an assessment made of the adequacy of the various submodels embodied in the
prediction procedure.

INTRODUCTION

The majority of gas turbine combustion chamber designs in current use have evolved over many years of
largely -empirical development. Whilst this approach has keen relatively successful in the past, current
interest and legislation concerning the reduction of combustion generated pollutant emissions has imposed
additional constraints, so that large departures fram conventional design practice are becoming necessary.
In this case existing conventional design information is of restricted value and the development of low
emission carbustion chanbers is thus an expensive and tu-s-consuming process. In fact it is uniikely that
the necessary reductions in pollutant emission levels can be achieved by purely traditional methods while
at the same time maintaining the no less important requirements concerning such features as re-light,
stability, cambustor exit temperature pattern and durability; .a wore fundamental approach is needed. In
such circumstances the contributions which could be made by theoretical procodures for predicting combustor

pexformance are potentially substantial. The provision of suwch prediction procedures represents an area
of great current interest and is the subject of the present paper.

PREVICUS WORK

Mathematical models for predicting coambustion chamber performance can be considered in general terms
to fall within two groups: methods based on a wodular approach and those based on finite difference solution
of the appropriate partial differential conservation equations. The primary cbjective of the former
approach is in nost cases the prediction of pollutant emission levels whereas in the latter wider objectives
may be considered (e.g. prediction of outlet temperature profiles}. In the modular approach spatial
variations in t variables such as velocity-and temperature are largely ignored and no attenpt is
made at calculating the local detailed features of the flow and reaction, except insofar as complex kinetic
schemes may be included. Instead the conbustor is divided up into a number of regions each of which is
modelled globally using stirred and plug flow reactor concepts. Exhaustive reviews of such methods have
already been provided elsewhere, Mellor (1 & 2), and we will concern ourselves here only with their general
features, by way of illustration of which we may consider one of the more sophisticated models, namely that
described by Fletcher, Siegel and Battress (3) and Fletcher and Heywood (4). In this model -the combustor
primary zone is modelled by a partially stirred reactor with assumed AFR and residence time distributions
and 'unmixedness' déscribed via a single mixing parameter, the value of which must be assigned. The
prinary zone is followed by a one-dimensional plug flow reactor in which dilution air oh entry is assumed
to instantaneously distributé itself across the conbustor "fhus in adlition to the essential arbitrariness
involvedin- assigning the Various réactor vol\mes and residence times, for any particular combustion chamber,
a value of ‘the mixing parameter must bé chosen, = The midel parameters depend strongly on the geametric and
othér details of the particular canbustor be:Lng considered. They are invariable chosén so as to reproduce
some measured emission level:s -the only quantity which the fodel is capablé of predicting. Tt should be
appreciated that the above features are nét peculiar to the rodel of Fletcher et al; the deficiencies are
camon to all reactor nétwork models,  In ‘practice the use of such models appears to be restricted to
intérpolation along the opérating curve of individual combustors for which scme measured pollutant emission
level dataisavailableamimidxcanbeusedasabasis forselectingthemdelparameters Even in this

case it is often not possible to use fixXed npdel parameters if it is desired to ercompass conditions from
idle to full power. e.d. seé Mellor (S).

An alternative and much iore . approach is that based on use and fin'te difference solution of
the averaged forms of "the partial differential conservation equations for momentum, mass, chemical species
and energy This appréach is however “also not without' its difficulties as in the dveraging process inform-
ation is losi: so that the result:ing euaticns are not closed, Approkimatiohs must be introduced for unknown
temms réphésenting turbulent ‘diffusive’ transport and the énsemble averaged values of net formation rate of
the various:species before solitidn -is possible.  However in contrast to modular approaches approximations
have to be introdixeéd at & much nore “fundaméntal and soundly based physical level. In the conservation
equation approach appro:d.matim is' introducéd. to relate -well defined physical (i.e. directly measurable)
quantities whéreas in modular approaches the model parameters invariably relateé somewhat nebulous and ill
definéd global quantities, e.g. réactor mixedness. Whilst requiring a large computer the provision of
calculation methods for practical cambustion systems based on finite difference solution of the 3-dimensional
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forms of the conservation equations has in the past few years become viable. An assessment of the
appropriate models required is given, for examnple, by Jones and Whitelaw (6) and Bray (7) and the
has been used to predir~ the flow and cambustion in gas turbine cawbustors by Jones et al (8),

approach
_Serag-Eldin and Spalding (9) » Reynolds et al (10) and Jones and Priddin (11). The approaches are

generally similar with sams not inconsequential differences occurring in the modelling of reaction.
Such techniques are beginning to be used as design aids by industry and in cur view are the only ones
profitable to pursue,

Scme authors have attempted to canbine reactor models with finite difference flow solutions., For
example, Mpsier, Roberts and Henderson (12) modelled the cambustor primary zone recirculation with a well
stirred reictor and the remaining flow region was approximated by a set of reacting co-annular one-
dimensicnal stream tubes which exchange mamentum, mass and energy. Such modelling implies that the
combustor flow (excepting the primaxy zone recirculation) is two-dimensional with a preferred flow
direction and no recirculation. Clearly whether or not this is an acceptable approximation will depend
on the particular combustor weing considered. However i our view the mass and velocity of air entering
the combustor through dilution holes will in the vast majority of designs Be sufficiently large to ensure
that the cont wtor flow is three-dimensional and elliptic, i.e. downstream influences make themselves felt
upstream over most of the cambustor. Perhaps the most sophisticated attempt to combine reactor network
models and: finite difference solutions is that of Swithenbank, Turan and Felton (13). A computer code
and prediction method developed by Spalding and co-workers was used to obtain a full three-dimensicnal
solution to tfle velocity and temperature fields within the combustor, albeit with a conbustion model making
no allewance for fluctuations in mixture fraction. The velocity and turbulent solutions weré then used
to select the velumes and distribution of the various interconnected stirred and plug flcw reactors. The
selectiun of the reactor network is now less arbitrary tihan in a straight modular approach, though it still
depends on a subjective interpretation of the finit: aifference solutions. In common with other reactor
models, the technique allows only the calculation oi total pollutant emission levels and the problems in
assigning individual reactor parameters remain. For example Swithenbank et al modelled a low pollution
combustor with an jsothermal mixer followed by two well stirred reactors. These two stirred reactors were
assigned vamixedness parameter values as widely separated as 300 and 10 ~ the basis for these values was
not given - and the model then used to cbtain prediction of NO and 00 emission levels in quite good agreement
with measured values over a range of operating conditions. This was achieved in spite of the fact that the
rate constant for, the global fuel breakdown reaction was too large by several orders of magitude. In
general there can be no rational way of estimating the values of the unmixedness parameters and they will in
any case vary from cambustor to combustor and also with the precise reactor network chosen. Thus in the
case of, say; a new or novel combustor design one might well question whether one would be any better off
quessing values for mixedness parameters rather than estimating the pollutant emission levels directly after
a careful examination of the finite difference soluticn.

PRESENT OONTRIBUTION

The purpose of the present paper is to describe the work being undertaken by the authors towards
developing a ormputational procedure for predicting combustion chamber performance. As stated above this
is based on the finite~difference solution of the averaged conservation equations governing the transport of
mass, momentum and energy -within the cambustor., The computational aspects of the procedure (e.g. finite-
difference formulation, solution algorithms and techniques for handling irregular shaped geometries) are
not discussed here, rather enphasis is laid on describing the pliysical models used to approximate the
turbulent transport processes and chemical reaction; this foims the topic of the next section. Examples of
predictions in two and three-dimensional flows are then presented so that some assessment may be made of the
models currently in use., Finally, the concluding section cohtains same suggestions for possible improve:
ments,

MATHEMATTCAL MODEL

The. probléems associated with devising a mathematical model baged cn solution of the averaged forms oF
the governing transport equations for practical combustion systéms are many and varied. In general it my
be necessary to provide models. for a large number of separate but inter-related phencmena. Typically

models may. be requived +~ describe turbulent transport ir variable dénsity situations, to evaluate the time

{or ensemble) ave =+ Of thé net formation rate of éach of the chemical species being considered, and

to, describe radiac... neit transfer, and multi-phase phexmena ircluding the formation and consumption of
particulate matter including soot and liquid fuel sprays. _ In the case of gas turbine combustion chambers
not all of the above phehomena are of equal importance, For exaiple the heat loss to the surrounds by
radiative heat ‘txanifer is _rarely greater than 1% of the heat release by reaction and so its influence on
the combuistor flow, heat reléase and pollutant formation processes can be considered negligible. Of course
if the calculation of oonbustor wall tenperature i an objective then radiative heat transfer must be
included, but this cah be performed after camplétion 6f the main flow calculation, Also neglected in the
présent formilaticn is the formation and consumption of sodt part:.cles Here it/ mey be presumed that the
amounts present, especially in the newexr cabustor designs, are sufficiently small for their neglect to
introduce little error. In principle there appears no reascn why the presence of soot particles could not
be included in the formilation but, as far as tlie authors are aware, at the present time there does not
appear, to be available a tractable scheme for describing scot formation, The detexrmination of the mean
formation rates ‘of chemical species représents perhaps the central and wnresolved difficulg in develop
prediction methods for turbulent reacting flows, Essentially the problem arises because the formation
rates are invariably highly non linear functions of terrpe.rature and species mass fractions, Knowledge of
the mean valves Of these latter quantities (to be cbtained frdm the solution of the appropriate txansport
equations) is imufficient 10 determine the mean value of formatJ.on rate, Fortunately howevzr the reactions
associated with-the nigh tarperature oxldation of hydmcarbms usually have time scales very short compared
with those charactiristic of the transport processes and the assurption of (instantaneous). chemical
equilibrium thus provides a reasonable approximation under many circumstances. Of course it capnot be

)




b
S

4-3

appropriate under all circumstances. In particular the calculation of the formaticn and emission levels
of pollutants such as carbon monoxide, unburnt fuel and nitric oxide all require consideration of finite
rate reactions as do ignition and extincticn phenomena. M.vertheless the assumption does allow the
prediction of many of the major features of conbustor operation. If in ad3ition to the assumption of
fast reaction the diffusion coefficients for all species and heat are taken to be equal -~ an accurate
assumption in turbulent flow - and the heat loss to the surrounds is negligible, then the instantanecus
thermodynamic state of the gas is déterminable as-a nonlinear fimction of a strictly conserved scalar

) . variable. All the relevant conserved scalar quuntitities are linearly related and any one can be chosen:
! ! here we select a mixture fraction, £, defined as the mass fraction of fuel present both burnt and unbiurnt.
] Alternative choices would be the mass fraction of any element present or fuel-air ratio. With the fast

¢ reaction assumption described above the averaged forms of the appropriate conservation equations for high
: . Reynolds number turbulent stationary flows can be written * :-

e N

: Mass U - o o)) :
' g :

1 T . oam o
j Momentum P U, - P . p uj'_ uJ' 2)

; — —
axj Bxi axj

NN Ay v e €

Mixture fraction 95 UF1_ _ 2 pOjE" ‘ (3)

N e
5 9%y

For liquid fuslled systems the fuel droplets are described by :-

e o o P i Y g T n o

. - -~ )
; M R _"_{'gb_.._s}- e @
xj as s3 axj

* where b(s)ds represents the mass fraction of droplets in the dvoplet radius range s to s + ds and where $
; is the rate of change of droplet radius by a process such as evaporation. Amongst the approximations
implied by equaticn (4) is the assunption that the relative velo:.tty between the droplets and surrounding
! fluid is zero. While this is unlikely to be a good approximation for large droplets any improvements are
: likely to bring with them very considerable increases in complexity.

The averaged equations (1) to (4) are the fomms resulting from a density weighted decamposition and
subsequent averaging of the dependent varisbles where tildes represent density weighted averages and over-
bars conventional averages. It should be noted that equations (1) to (4) aré similar to their constant

! density counterparts. In contrast if conventional averaging were to be used then additional unknown
} correlations involving the fluctuating compenent of density would appear. Furthar details of both

averaging processes and their relative merits is given by Bilger (14), Jones and Whitelaw (6) and Jones (15).

Before solution of equations (1) to (4) is possible approxiisations are necegssary. The unknown terms
. involving the fluctuating component of velocity must be related to known quantities as must the mean values
' t of pand 8. The models to be described in the following section are essentially those used by Jones and

‘ Priddin (11) though there are here some differences in detail.

TURBULENCE MODEL

Bquations (2) to (4) contain turbulent fluxes of momentum and the scalar quantities £ and b which are
here approximated via a version of the two equation k - ¢ turbulence model introdiced by Jones (16) and
Jones and Launder (27) and cast in density weighted fon..

; The density weighted Reynolds stress is cbtained from i~

A
- al, |, ol au
pua = 2/34,.k - {1+ -268."2 (5) |
. 13 ¢ " h ®, W, 3 U=,

and the scalar fluxes given by :-

palEr = -M ¥ pEB ol (6)
°'1‘ axj O axj

* In order to obtain the results to be described the equations were cast in a cylindrical
-~ polar coordinate. system : for brevity. they are here written asing Cartesian tensor :
-notation, £
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The turbulent viscosity is expressed as :-
_ =2
up = Cupk/e (7)

where k and ¢ are the density weighted turbulence kinetic energy and dissipation rate of turbulence
energy, the values of which are cbtained from the solution of the transport equations :-

-7 aw o0, - Y5 B - B
RE R S AR Rt e
3 J k 3 3 9 177
1> - i ~_ =2
Pl - %x—.{oﬂm.‘g'clﬁ{“iuji‘i‘- 2% %ﬁ‘} -S % )
;| Y% ™ LTI !

Equations (8) and (9) differ from their constant density counterparts in that a temm involving the product
of the mean density and pressure gradients appears. An exact term comprising the product of a fluctuating
density~velocity correlation and the mean pressure gradient arises in the density weighted turbulence
energy equation. For this an approximation which can be inferred from Jones (15) has been used. A similar
tem has also been added to the e~ equation, Strictly both texms should be multiplied by a constant of

order unity. The remaining constants were assigned the following values, found to give good agreement in
a wide range of 2D shear flows (see e.g. Launder and Spalding (25) ).

CL=.09: C1=l.44; C2=1.92; Ok=1.0; O€=l.3and0T=0.9

COMBUSTION MODEL

With the 'fast' reaction assumption cutlined previously the instantaneocus chemlcal equilibrium gas
composition, temperature and density can in the case of gaseous fuelled systems be detemmined as a non-
linear function of the mixture fraction f. For hydrocarbons explicit expressions relating the species mass
fractions, temperature and density to £ cannot be cbtained and the instantanecus thermodynamic state was
obtained as a function of £ fram equilibrium calculations performed with the camputer programme described
by Gordon and McBride (18), For camputational convenience the results wrire then curve fitted via least
squares orthogenal polynandals. Now at any location £ will fluctuate with time and so knowledge of the mean
value, £, is insufficient to detemmine the local mean values of species mass fraction,msan temperature or

mean fluid density and it is necessary to know the prcbability density function (p.d.f) for £ (or some
equivalent information). Following rahy workers we here chose to specify a two parameter form of the p.d.f.
incemxsofthemeanf’ar ﬂxevariance%‘.

‘ The former is to be obtained from solution of equation (3)
whereas £72 is o be cbtained fram :-

L ~ 2 o)
‘_) A.j —3—12 = "T afuZ + 21’2 —a—f 1 - CDB e fuZ (10)
%5 'axJ ax i L 9%y %

Following Spalding (19) the constant Cp, was assigned the value 2,0.

The p.d.f. introduced is a density weighted quantity and the definition allows the determination of
both density weighted and ccaventional averaged suantities :

~ 1
e.g. ¢ = [ ${f) p(f) df

o

(11)

1
7S ¢(f) plf) af
o p(f)

4

where ¢ can represent any guantity uniquely related to f including species mags fraction or temperature.
The mean fluld dencity can be cbtained via the p.d.f. definition :-

- {} &) af} * (12)
o I;’Tf')'

Various forms of the p.d.f. have in the pact been proposed. A rectangular wave variation of £
corresponding to a double Dirac 6~ function p.d.f. was suggested by Spalding (19) and used by Gosman and
Lockwood (20) and Serag-Eldin and Spalding (9). The ¢-function form has the attribute of simplicity rather
than physical realism and nore realistic forms have been proposed and used, In the present work we will

utilise the g-p.d.f first suggested by Richardson, Howard and Smith (21) and used by Jonas and Priddin (11).
It can be written :-
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where

a = 'E{E’(l—?) -1} ;b = (-Da

£ £

For liquid fuels it is envis~ged that the fuel droplets evaporate to form gaseous fuel which on mixing
with air reacts in a similar mzmner to that assumed for gaseous fuels. However the mixture fraction £
previously defined now-inciudes fuel present both in liquid and gas phases. In order to determine the
equilibrium stace of the gas mixture it is thus necessary to know the mass fraction of fuel (burnt and
unburnt) present in gasecus phase. In order to do this it is necessary to establish scme instantanecus
relatjonship between the mass fractions present in liquid and gaseous phases. Here possibly the simplest
assumption is made, namely that the ratio of mass fraction of gaseous fuel (bumt + unburnt) to the mass

fraction of fuel (burnt + unburnt) in both liquid and gaseous phases does not fluctuvate with time. The gas
phase mixture fraction can then be obtained from :-

®
1- ,{;bds €
«©
1-£f/kds
4]
¥

Bquations (11) and (12)now refer only to the gas phase and the mixture fraction appearing therein

must therefore be interpreted as the gas phase mixture fraction. This quantity is also used for the
evaluation of the chemical equilibrium state,

For two phase mixtures the total fluid density is given by :-

: Y
p = g

(15)

0 -]

1-/bds + Pg s bas
0 P, ©

where pg and py, axe the densities of the gas and liquid phases respectively.

Finally to camplete the formulation, following Williams (22) the instantaneous rate of change of
droplet size through evagoration is taken to be given by :-

§=~ug R\{l+m}

(16)
pLS Pr Ahfg

where Pr is gas phase molecular Prandtl nurber and Ahfg is the latent heat.

The instantanecus-gas phase enthalpy hg and viscosity, “g are then expressed as a function of
mixture fraction and equation (11) then used to evaliate the mean value, g

COMPUTATIONAL DETATLS

The closed set Of differential equations outlined in the previous section has been solved by finite-
difference techniques for both: tm— and’ three—dimensional, reacting and mn-reacti.nq problems The
finite-diffetenoe formlation usége oentral differencing except in regions where néan flow odnvection
-daminates diffusive ‘processes in which case donor’ cell diffe.rencing As used.” The oatputational schame is
cast in’ temms of the primitive \iériables, ‘Velocity and pressure and 2 guess-and-correct procedure is used
£o obtain the: pressure ‘field, seé €.g, Chorin (23) and’ Patankar and Spalding (24). Lack of space prevents
a detailed description of ‘the- boundary oonditions used for’ each individual problem, but wherever possible
these were deduced fran the aqaerjmental neasurements To avoid the necessity of using fme grids neax, wall
boundaries the finite—differenoe solutions “wete patched onto fully turbulent local equilibrivy vail<law
profiles, sée e.g. Launder and Spalding (25) Infomation ¢n’the grid fineness and disposition is given
‘in"the next section for each pmblem discussed, as' is the ocmputer time and storage requirements where this
is deeméd rélevant: The -mivber of equations ‘solved’ obviously varies frcm preblem to problem; for the
most ocmplicated case ~ a liquid fuelled flare in a 3D cambustor - a total of 13 differéential equations:must
be solved, namely : ogntinuity, 3 momew'\,m equations, 2 turbulencemodsl equations (k, €), equations for

mean mixture fraction-f and its variance £%%'and 5 equations to rep.resent the droplet size distribution.

TheSe latter equations were obtained from equation. (4) by integrating over a given size range s; tos; to
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cbtain an equation for the mass friction of droplets within this size range. From information on the
droplet size distribution produced by the fuel injector considersd, 5 size range bands were judged
sufficient.

RESULTS AND DISCUSSION

As an example of predictions obtained in isothemmal flow in a two-dimensional model combustor
gecmetry, the measurements of Owen (26) are first considered. The flow configuration consists of a
central air jet surrounded by a faster-moving co—axial annular air stream, both streams exhausting into
a circular duct of slightly larger diameter - the flow is therefore axisyrmetric. At high velocity
ratios (anmulus/jet velocity) the central air stream is rapidly entrained by the annular jet and a
recirculation region is formed on the duct centre-line; a further negative velocity region is cbserved
near the outer wall caused by the sudden expansion of the duct radius. In Figure 1 the predictions
obtained using the two—-equation k-e¢ model are campared with the measurements of Cwen {1975). The Figure
shows the predicted and measured position of the separation streamlines which enclose the two recirculation
regions described above for a velecity ratio of 12 ; the predictions were obtained with a fairly fine
grid (40 axial x 20 radial grid nodes) and are believed to be grid indepdndent. The agreement is good
although both radial and axial dimensions of the central recirailation are under-predicted, a feature
which other authors have also observed in calculation of free recirculation regions with two~equation
turbulence models.

Measurements have also been made of reacting flow in the same gecmetry by Spadacini, Owen and Bowman
(27) ; in this case the ceniral air jet was replaced by a jet of natural gas, and the possibility of
introducing swirl into the amular air stream was included. The flow field which results under burming
conditions is shown in Figure 2 in temms of predicted and measured axial velocity contours. The velocity
ratio (air/fuel velocity) in this instance was 21, the overall equ.tvaé ence ratio 0.9, combustor pressure
3.8 atmospheres and the air and fuel inlet temperatures 750°K and 300~ K respectively. Figure 2(a) shows
results where the air stream had zero swirl velocity and Figure 2(b) gives the predictions and measurements
for the case where the annular air stream also entered with a swirl camponent of verocity (The swirl No
for the run considered was 0.3 (Swirl No = tangential momentum flux/axial momentum {lux x effective
annulus diameter) ). In the first case a central, spheroidal recirculation rerqion ¥ measured as in the
isothermal flow, and Figure 2(a) shows that this is also what is predicted. Again tae size of the ceatral
negative velocity region (shown shaded) is underpredicted. In the reacting flow case the strength of the
backflow is in addition found to be too weak, the maximum negative velocities being only about half of
those measured. Further the acceleration of the fluid along the centre-line is too slow, particularly in
the swirling fluw case. The qualitative effect of swirl is however reproduced correctly in that the
central negative velocity region changes in shape from spheroidal to toroidal, aithough again its volume
and strength are underpredicted., These calculations were made with a 20 x 20 finite-difference grid, and
finer grid solutions are being obtained to check the results. While it is possible that the discrepancies
result from numerical error a much more likely possibility is that the inlet conditions used (uniform
axial velocity and zero radial coaponent in both streams) are incorrect as the data clearly indicated
significant intermittent penetration of the flame into the fuel injector; excension of the calculation
danain upstream into the fuel jet and annular air ducts is also being investigated. Camparison of the
development of the swirl velocity is shown in Figure 3 which presents profiles across the duct at three
axial statlons, the agreement is quite good in the outer half of the duct but discrepancies exist near the
centre-line at. larger downstream distances. The . accuracy of the experimental data must also be questioned
however as measurements along two radil (open and closed symbols) show large asymmetries.

It can be seen from the above figures that lavge changes in the flow pattern occur in the immediate
vicinity of the fuel injector; the measurements of temperature and species mole fractions were also
concenttated in this region and figures 4 - 7 present camparisons for the same two sets of oconditions as
outlined above. Figure 4 presents pradicted and measured temperature contcurs and indicates that the
introduction of swirl does not change the temperature pattem stiongly from that typical of a turbulent
diffusion rlame with high temperatures occurring in the annular mixing region. Slightly higher
temperatures and larger axial gradients occur in the swirling flow case and this effect is reproduced by
the predictions, although the radial gradients are much steeper in the calculations than in the data,
indicating a too slow rate of mixing, The most noticeable discrepancy cccurs in the region near the
centro-line where the predictions show the cold fuel jet penetrating far downstream whereas the data
show high temperatures very close to the injector. Acain, this is attributable to too slow mixing,
possibly pointing to a twrbulence model inaccuracy; however, the penetration of air up into the fuel jet
would also lead to reaction and higher temperatures in this initial regicn, and as noted earlier, the
inlet conditions used did not allow.this., In our view this latter explanation is the more probable and,
as can be seen, its ccnsequences have far reaching effects on all predicted quantities over large regions
of the flow.

The effect of swirl on unbuxrnt hydrocarkbon and 00 concentration levels in the first 5 carbustor
diameters is wnfortunately not predicted correctly. Once more the slow mixing is in evidence gince the
UHC contours penetrate too far Sownstrean; however, when swirl iz introduced (Figure 5(b) ) the measured
réduction in unbumt fuel oonoent‘ration and ihcredse in 00 levels (see Figure 6(b} ) is not observed. If
anything UHC contours are shifted ddmstréam, ds is t{xe location of the High €O levels, In complete vontrast
to the measuvements. This behaviour is oonsistent with the predicted velocity fields for, although the
correct influence of "swirl was predicted Heat the inlet, quahtah.ve discrepancies in wclocities were
evident fm:ther JIownstieani. The ‘méasurements Show - gwirl to increase the rate of recovery {of velocity)
downstream of the xeﬂirculaum whereis the pred..ctions indicate little change. As a consequence the effect
of. swirl on the turbulent exchange COREFIC ents for' scalar transport 'is also nok reproduced. Similar dis-
crepancies occur in. the 002‘ contQuixs; although here the tendency “for higher levels to aypear at thé down-
stream stations with the introducticn of swirl is reprcdiced by the calculation. The predicted contour map
is more emplicatcd than the neasured indicating -relative maxima dlong the centre line, This results from
the sinplif;ed eqm.l:.brmn analysis used for the 2D natural gas/air calculations, which is slightly inaccurate
for mixtiires with. eqtuvalence ratio greater than .about: 15

" The caladation. of- 20 reactJ.ng flows such as that described in the previous paragraphs is, it is
believed, essential to' the déveloprent of the mathematical rodel. Only in such relakrively simple gecmetries
can the detailed méasurements be made which afe sd inportant if the weak links in the mathematical model are

to.be isolated; additionally, for 2D recitculating flows the ‘possibility of obtaining £ine-grid solutions
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not marred by numerical errors is feasible, whereas this is very difficult with present core-store
limitations for 3D recirculating flows. It is still wortiwhile however to apply the mathematical rodel

to 3D flows as uceful information can be gained. The mod2l described earlier is at present being applied
to the combustor in Figure 8; at the time the calculations were performed not all details concerning the
fuel injector were known, so only preliminary results are presented liexre. The carbustor is basically
eylindrical in shape with eight rows of air holes, the first ¢ontaining 4 (regularly spaced) holes and

all others containing 8 holes. The symmetry properties of the gecmetry meant therefore that only a 90°
sector had to be considered if cyclic boundary conditions were used on the two extreme circumferential
planes. Four separate air feeds enable the air supply to each row of holes to be calculated, and also
that to the vaned swirler (the protrusion of the swirler into the cambustor was neglected). Liquid
kerosene fuel was injected using a swirl atamiser which in the exmeriments produced a spray angle of 95°
with a mean dxoplet dianeteroof about 50 um ; finally the coolins air tenperature was set at 500° K and
the swir\ Number at 0.38 (30~ vane angle). The calculation was performmed using a 25 x 15 x 10 grid

{axial x radial x circumferential) which meant that details fo the flow through the swirler and the dilution
holes could not be resolved accurately. Canputational time and storage requiraments were approximately
28 minutes CPU time per 100 iterations and 150 K words central memory (IBM 360/195).

o Pigure 9 shows the predictad and measured temperature fields on a circunferential plane displaced
22.5° from the vertical vlane of the cambustor as it is sketched in Figure 8 ; this plane contains neither
the dilution air holes, nor the gaps between the swirler vanes, but these are indicated in the figure for
reference purposes. In the measurements the high temperatures in the primary zone extend right out to the
tiner wall, indicating camplete penetration of the fuel, probably with impingement of some fuel droplets on
the outer wall. At present the predictions display a quite different behaviour resulting from a much too
shallow spray angle; the droplets evaporate too slowly and show little spread causing local equivalence
ratios to be everywhere much richer than measured. Accordingly the temperature is everywhere too iow and
the existence of fuel in the vicinity of thé centre-line right to the exit of the combustor is qualitatively
Incorrect, Same high temperatures are predicted in the outer regions interspersed with cool areas near
the dilution air entries, but, in the initial part of the combustor, these are cauced by recirculation of
burned products from downstream between the air jets, and the observation that the fuel does not penetrate
into the cuter areas remains valid: Predictions of UHC and CO concentyacions display similarly incorrect
features when compared with measurements. The reasons for the campletely incorrect spray angle are at
present under investigation; it may be that the conditions assumed at the injector exit are inaccurate or
that the method of inputing the spray angle is inadequate, Alternatively the assumption that the droplets
follow the instantanecus gas velocity may be at fault - further calculations are being undertaken to isolate
the cause of error.

CONCLUSION

The paper has given a description of the work being undertaken towards developing a mathematical model
for gas-turbine combustion chambers based on finite-difference solution of the averaged equations governing
the transport of mass, romentum and heat. The models for approximating turbulent transport and chemical
reaction are being tested by calculating isothermal and reacting flows in 2D combustor geametries, and the
application of the present scheme to a mowe realistic 3D cambustor is under way, although only preliminary
results could be ghown hare; a complete report of the performance of the model in this 3D gecmetry will be
presented elsewhere. The predictions for the 2D gaseous-fuelled combustor indicate that the presently usad
models are capableof calculating the flow pattern and heat release falrly well, although lack of knowledye
concerning inlet conditions often makes definitz conclusions difficult to make. Wwhilst this uncertainty in
the inlet conditions can account for a large part of any discrepancy between measured and predicted quantities,
there are-also some indications of a fallure of the k-e turbulence madel to provide a sufficiently accurate
representation of turbulent transport., This is particularly so in the case of fiows with swirl, If these
inlet condition and turbulence model uncertainties could be removed then a substantial improvement in the
prediction of, say, the temperature and species concentration fields would undoubtedly result. It appears
likely that the cambustion model used here would then be adequate as far as the calculation of major species,
temperature and heat release is concerned. However, the accurate prediction of pollutant emissions will
undoubtedly necessitate same improvement in the present scheme. For example, although the primary zone CO
levels are quite well predicted, oombustor CO emission levels under idle power conditions would certainly be
in error with the present equilibrium model. The first improvement would be to allow for the finite-rate
oxidation of 00 to 0, ; this will involve the inclusion of an assumed form for a two-dimensional joint pdf
and the solution of aaditional differential equaiions for the mean and the variance of the CO mass fraction and
for the 00 and mixture fraction covariance. Other extensions to the presnt model planned are to include
the prediction of nitric oxide emissicns using the model cutlined in Jones (15) and to apply the 2D calcula-
tion procedure to the liquid-fuelled flames mewztured by Spaducini et al (29) in the same axi-symmetric
combustor as investigated hexe; this will enab)r: the droplet model to be adequately tested.
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DISCUSSION

D.T.Pratt, US
On p.2, you overstate the case when you state “in general, there can be no rational way” etc. .. This is true of
Fletcher and Heywood parameter which is really a standard deviation of a Gaussian (F/A) ratio distribution.

However, Swithenbank’s § (or 7gp) is easily estimated by ~+/AP or €/k ; the former of course from experi-
mental measurement, the latter perhaps from such a model as you propose.

Author’s Reply .
In our view the construction of stirred reactor models necessarily involves a very large number of essentially
arbitrary and ad hoc assumptions related to the selection of reactor volumes, and their locations, residence time and
‘mixedness’ parameters. At what stage the maximum uncertainty arises will in goneral depend on the particular
model] being considered. However to tum to the ‘mixedness’ parameter 7gp to which Professor Pratt refers I am
afraid that I simply do not agree that there is a rational basis for selecting its value. Relating 7gp to VAP involves
a number of what appear to be extremely dubious assumptions which, for example, take no explicit account of the
system geometry, In any case one is still left with the problem of determining the constant of proportionality and
how one does this while still leaving something to predict is not at ali clear. The alternative suggestion of relating
7gp to the local turbulence time scale k/e which could be extracted from a finite difference solution does not
remove the difficulty. The turbulence time scale is a local quantity which will have different values at each spatial
location. However for a stirred reactor model some average single value aprropriate to the total reactor volume is
required — but how precisely is this average to be formed? This is in addit.on to the arbitrariness introduced via
the estimation of mean residence time.

J.H.Whitelaw, UK
It is possible that, in the comparisons which you presented the turbulence model is more at fault at a swirl number
of 0.3 than at higher or lower values? Our experience* with a swirl number of 0.23 and a similar geometry, suggests
that there is a region of flow with swirl numbers which give rise to small regions of central recirculation, where the
eddy viscosity model gives rise to more significant errors than at higher or lower swirl numbers.

*M.Habib and J.H.Whitelaw
Measured velocity characteristics of confined coaxial jets with and without swirl. To be published in J. Fluid Eng.

Author’s Reply
The experiments quoted by Professor Whitelaw certaitly confirm our contention that, as in the comparisons shown
in our paper for reacting flow, a two-zquation turbulence model does not adequately account for the effect of swirl
on the turbulent transport as the swirl number is increased from zero to an intermediate value of 0.2-0.3. Other
calculations we have performed at a higher swirl number (0.6) also indicate the same inadequacies, and, as far as we
are aware, there is no evidence that the turbulence model performs any better at even higher swirl numbers.

R.B.Edelman, US
Do you establish grid independence and convergence of your solution? What was the grid network you used?

Authot’s Reply
We have grid independent solutions and convergent solutions in 2-D calculations. In 3-D calculations, I think it’s
not generally possible to establish wheiher or not a good independent solution is obtained. Indeed I think it’s
unlikely that you can get a true good independeni solution. We used a mesh of 25 x 10 x 15. We used about 150
words in the central memory. We did not use any secondary storage. The calculation time was 28 minutes. Good
independent solutions in 3-D calculations are a major problem.
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A PREDICTION MODEL FOR TURBULENT DIFFUSION
FLAMES INCLUDING NO - FORMATION

J. JANICKA
Lehrstuhl fiir Techn. Thermodynamik, RWTH Aachen,
D-51 Aachen, Schinkelstr. 8, Germany
W. KOLLMANN
von Karman Institute for Fluid Dynamics,

Ch. de Waterloo, 72, B-1640 Rhode St Genése, Belgium

Abstract

A prediction model for turbulent diffusicn fiames burning gaseous fuels is developed
and applied to Hy-air flames. In the (simplified) system of chemical reactions the fast
reactions are assumed in partical equilibrium whercas three-body recombinations are treated
in non-equilibrium. For the H,-air flames this assumption leads to a description of the
reacting system with only two variables f and r. Twc methods of treating such a system in

a turbulent flow are discussed :

(1) modelling and solving tiansport equations for first

and second order moments of these variables and prescribing the form of the pdf of f and
r as a function of the selected moments, or (2) modelling and solving the equation for
the pdf of f and r. Both sets of equations are complemented with a modified version of

the k-¢ turbulence model. The NO-formation in

such flames can be calculated using the

non-equilibrium values (mean valuesand covariances) of ithe 0 ard H radicals. The results
obtained with both models are compared with experiments and show good agreement.

LIST OF SYMBOLS

A, coefficient of pdf 0 oxygen
oy Arrhenius coefficient P probability density function
c mass fraction P pressure
CpiCe,y1Ce,1Ce, turbulence model R transition probability
ceu,cpul,cpvl,cpvz constants q a priori probability
ch,cTz R gas constant
D nozzle diameter r reaction variable
Da,i Arrhenius coefficient Re Reynolds number
E entropy S source term
Fa,j Arrhenius coefficient Sc Schmidt number
f mixture fraction s value of r
9, acceleration of gravity T temperature
g variance of mixture fraction t time
H hydrogen u longitudinal velocity component
h enthalpy Vo velocity vector
Ka,i reaction rate expression v radial velocity component
k kinetic energy of turbulence W kinetic source term
L number of statistical moments Xi component symbol
M inert component X, Cartesian coordinate
My molar mass X longitudinal coordinate
m number of scalar variables y radial coordinate
N nitrogen b4 atomic mass fraction, value of f
n number of components in mixture
Greek symbols
« ‘Arrhenius éxponent (forward step), 3 flow variable
exponent of beta-function . product
s Arrhenius exponent (bmckiard steph, demsity
y coefficient of pdf g Prandt]/S?hmid? number
8 Dirac pseudofunction ¥ dynaTic.v1scos1ty
$us Kronecker symbol '™ s?atlstfcal‘mome?t of order n
c dissipation rate v kinematic viscosity
r molecular transport coefficient ¥ time scale
X source term of r-equation <> ensemble average
] concentration
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Superscripts

nozzle exit - instantaneous
© ambient u unburnt
- unweighted mean value v burnt

fluctuating part

Subscripts

backward

b 3 component in mixture
D turbulent viscosity [ component in mixture
e equilibrium, ambient 0 reference value

f forward t turbulent

i component in mixture o Cartesian component

dJ jet pipe exit 8 Cartesian component

1. INTRODUCTION

The prediction of the turbulent and chemically reacting flow in gas turbine combustors
is an extremely complex problem and far from a satisfactory solution. The investigation
of turbulent diffusion flames is a step in gaining predictive capabilities for such com-
plex phenomena. Diffusion flames contain all the important physical and chemical processes
but are structurally simpler than combustors. The mathematical treatment of turbulent
diffusion flames leads to the well-known closure problem for moment equations which is
aggravated by an increased number of fluctuating field variables due to the heat release
and different molar masses of mixture components. For this reason the complete predic-
tion model is built up from : the thermo-chemical nodel describing in a reasonably sim-
plified way the instantaneous transfer of mass and energy, the turbulence model descri-
bing the turbulent fluxes of mass, momentum and energy, the coupling model which 1inks
thermo-chemical and turbulence modesl by providing the information about the probability
density function of the scalars in the thermo-chemical model that are described by dif-
ferential transport equations. The pdf plays a central role in this model because it is
essential for the calculation of the mean thermodynamic state of the flame at any point
of the flow field. The thermo-chemical model for H,-air diffusion flames is based on a
simplified (Ref. 30) reaction mechanism for H,-combustion and assumes partial equilibrium
for fast reactions but treats the slow three-body recombinations kinetically (Ref. 5).
The turbulent model is based on the k-¢ model of Jones and Launder (Ref. 18) and is
written in terms of unweighted statistics. To include properly density fluctuations the
modelled equations for the density-velocity correlations are added to it. For the coupling
model two different approaches to obtain the (two-dimensional) pdf are discussed and the
computationally most efficient method is chosen for the current prediction model. The
model is then applied to several Hy-air diffusion flames, for which experimental data
including NO-formation are available, to evaluate its properties.

2. THE CLOSURE MODEL

The flow in turbulent flames burning fossile fuels is extremely complex and a compliete
mathematical description involves an infinite set of nonlinear partial differential equa-
tions. This complexity is due to the turbulent nature of the flow and the complicated set
of chemical reactions essential to the description of the instantaneous transfer of mass
and energy in gaseous systems. Consequently, the development of a closure model will
consist of two parts, one devoted to the thermo-chemical processes and the other to the
turbulent fluxes. The link between them will be provided by the pdf of certain scalar
variables which will be constructed from a small set of statistical moments.

2.1 The thermo-chemical model

The assumptions concerning the instantaneous transfer mechanisms for mass and energy
are loosely termed thermo~chemical model. The dispersion of liquid fuel in sprays and its
vaporization will not be considered here and attention will be restricted to the gas2ous
phase. The following assumptions are put forward : all participants in the turbulent and
combustible mixture are assumed ideal gases with possibly temperature dependent thermal
and caloric coefficients. Thermal equilibrium will be assumed locally and Soret/Dufour
effects as well as volume forces and volume viscosity will be neglected. The molecular
diffusion in the multi-component mixture will be treated crudely by relations of the
Fick-law type. In addition, the diffusivities for all components and energy will be con-
sidered equal. Radiative energy transfer will not be taken into account and the Mach
number will be significantly smaller than unity. The set of these simplifications is
usually referred to as Shvab-Zeldovich assumptions (Ref. 1) and has found frequent appli-
cation to the mathematical analysis of flames. For the description of the combustion of
hydrogen with air the following system of reactions is considered :

H+ 0, ZO0H+O (R1) H+ OH + M % Ha0 + M (R5)
0+H, < oK +H (R2) H+0+M ZTOH+HM (R6)
Hy + OH T H,0 + H (R3) 2H + M THy # K (R7)
20H > H0 + 0 (R4)
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This mechanism was suggested by several authors (Refs. 2, 3, 4) as a reasonable descrip-
tionof diffusion flame kinetics. Its range of validity was estimated (Ref. 5) in laminar
test calculation and it was found to be a good approximation of the H,-air kinetics for
temperiatures T > 1200 K and conditions close to stoichiometric. In this range the reac-
tions (R1)--(R4) are much faster than the relatively slow three-body recombination reac-
tions (RZ)--(R7) This Teads to the hypothesis (see Refs. 2, 6) that the fast reactions
(R1)-(R4) arc in partial equilibrium. The slow reactions (R5)-(R7) are in general not in
equilibrium and have to be treated by means of rate equations. In order to make efficient
use of this hypothesis combined variabies are introducued according to Dixon-Lewis et
al. (Ref. 2), {2 such a way that the kinetic source terms of the new variables do not
coatain contributions fromthe fast reactions (R1)-(R4). They are given by

0, 0, 0
CF =y + 2 — Gy 4 —Cy + L2 (1)
0, 0, 2 M OH "y 0 2 M K
OH 0 H
. L "y My, R
CHp, = Oy * S Cop * —— Cp t S — Oy (2)
2 MoH Mo 2 My
. 4,0 o0
¢ ¢ - (. m——— (3)
H20 H,0 v H
2 Mo My
The instantaneous transport equations for them contain the kinetic source terms
wﬁzo ® 2MH20 (wg+wg+w,) (4)
_1__ W z - l 1 w* (5)
N, 02 2 M H20
0, H,0
1 *x _ 1 *
Lo e e (6)
Ha H,0

The system of eight equations describing the mass and energy transfer can be assembled
as follows : four partial dirferential equations for the atomic mass fractions Zps 2y
of the elements 0 and H, the combined fuel Cﬁ and the static enthalpy (defined “by

eq. 8), together with conservation of total mass, the linear relations between atomic
and molecular mass fractions and throe lisearly independent equilibrium conditions as four
local equations (see Ref, 5). Note that only the equations for the combined variable

Cﬁ? and the enthalpy contain source terms. This set of equations applies to flows in the

main reaction zone of combustors if a general character of partially premixed/diffusive
conditions prevails and the source terms in the energy equation are not neglected. For
diffusion flames further simplifications can be made. Normalizing the element mass frac-
tions and the enthalpy with the values at the jet pipe exit and the ambient value the
variable f (mixture fraction; Refs, 7, 8), can be defined

o

f= i%%;; s ¢ = Zys gy 2y h (7)
Neglecting the source terms in the cyuation for the enthalpy h
n
h = .21 [h01 + Ci 1 dT Cpi(T)] (8)
j=

0

allows indeed the application of (7) to h. The system of equations for diffusion flames
is now reduced to two partial differential equations for f and cﬁz :

af of ) u of
o3t t PV 3 C 3 (Se 3 (2)
at a X, X Sc X,
and
aCH aCh i
2 2 _ 9% (m 2 *
TR A T 3, (5¢ 3X,, )+ oy, (10)

with source term given by (6) and the local relations where (2) expresses the combined
variable Cﬁz in terpms of mass fractions and the equilibrium relations for (R1)(R4)
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4, o, [Hs0
Co = Mo Ke,1°¥e, 3 "W (11)
ST T LI
32 1 1
c / c 2 C
V2 32 | Ha 0, H,0
Co = Mook T2 Y212 . (12)
H H %e,1 "e,3 " M "
Hy 02)  {MHz0
V2 1/2
1/2 /2 =y2 CHz / o !
Cou= MonKe,1Ke,3%e,a 11— 15 (13)
H, 0

plus the four linear equations (7). The temperature follows from (8) and the density p
from the thermal equation of state

P p— R (14)
T iil Rici

with known pressure p. The kinetic source terms W; (i = £,6,7) are of Arrhenius type
expressions

n Kes n o, K, n
- l - fJ 23 . bj
Wy = My L (By5may5) | Y ALY 5 0
s

(pe,) M
FLYIPHTAL 125,6,7 (15)
{2=1 3

=
"= o

1

n
I Bss X J = 5,6,7

The local relations allow the representation of the w; as functions ef f and Cﬁz only.

The domain of possible states in the f—cﬁ plane is bounded by the lines for pure mixing
(no reaction) and chemical equilibrium (reactions completed) forming a triangular shaped
area. For easier coupling of the thermo-chemical model with the turbulence model via pdf's
the variable Caz is transformed into a reaction variable r defined by

* *
CHZ‘CHZ
- (16)

c*v_c*
Hy “Hy

where the superscripts u and v denote unburnt and completely bUrnt (i.e. equilibrium) mix-
ture. The domain of possible states is now the unit quadrangle in the f-r plane. All
quantities (density, temperature, mass fractions) can be represented as local functions

of f and r, Figure 1 and figure 2 show temperature and OH-radical mass fraction as
functions of f and r,

Nitric-0xide formation

The thermo-chemical model described above allows the inclusion of NO-formation without
making the assumption of unconstrained chemical equilibrium. Measurements in flames (Refs.
9, 19, 11, 12) have shown that the NO-concentration is significantly lower than its equi-
Vibrium value and is very small compared with stable components. Therefore the influence
of NO-formation on the flow field can be neglected and no change of the thermo-chemicai

madel is called for, For the Hy-aiv flames considered here, the NO-formation is governed
by the extended Zeldovich-mechanism-(Ref. 13).

0, + NZNO+ O (R8)
N, + 02 NO + N (R9)
OH + N T NO + H (R10)

"Prompt" NO-formation involving fuel-N does not play a role in Hp~air flames unless N-
containing components are mixed to the Hy~fuel (Ref, 14). The thermo-chemical model allows
nonequilibrium values For the radical .concentrations 0, H, OH,” In particular, for the 0-
radical there exist. .direct experimental evidénce (Ref. 8) that super-equilibrium con-
centration values can be expected. Two partial differential equations for the mass frac-
tions of N and NO are added to the thermo-chemical model. They are of the form

3 3¢ _ 3 n o 3¢ -
PRt o St () ¢ = Oy o (17)

a4 S ——— e sy e e e

LW

o e e - e o

e R ANt R M

Lo 3 5 W




%

¥

e e — A ———,; o i = AR 2 e il b i N St 0
i

5-5

The source terms w, are represented (see Refs. 5, 6) as a sum of four contributions.
For NO this is denSted by

Wno = MNo (S,+CN052+CNS3+CN0CNSA) (18)
and similarly for N
Wy = MN (SI-CNOSZ -C S3+CN0 NS,,) (19)

It is 1mportant to notice that the S are independent of the new variables CNo and Cy-
They are given by

Cx,%
Sy = 02 Kf’g N M (20)
N,Mo
c c
- . 0% 20 H
Sa= -y Wo8 0=t Ko10 o (21)
NO 0
)2 Co, Con
S3 = &2 (Kg o — + Ke 10 —) (22)
"y Mo Mon
2K
5, = - &-b.3 (23)
MnoMy

as special cases of (15) and can be represented as functions of f and r alone. This
dependence is shown in figure 3 for the dominant term S;. The rate and equilibrium
constants are summarized in table 2.

2.2 Turbulence model

In turbulent flames with high heat release rates strong fluctuations of density are
encountered. Two kinds of statistics can be applied to the description of such flows:
Density-weighted (Favre, Ref. 15) or unweighted statistics In particular Favre-statis-
tics have been advocated for flame calculations (Refs. 8, 16) recently because of the
attractive simplicity of the resulting moment equations. Here unweighted statistics will
be used for the following reasons. Unweichted quantities can easily be compared with
experimental results (laser-doppler measurements) and, as a consequence of extensive
comparison of Favre- and unweighted calculation .models (Refs., 6, I7), it is plausible
that modélling assumptioas for unweighted quantities cannot simply be carried over to
density-weighted variables. The model suggested here is an improved version of the four-
equation model developed in reference 19, which is based on the k-¢ model of Jones and

%augdeg)(Ref 18). The main modelling assumptions for (unweighted) turbulent fluxes are
Ref, :

aVa v, 2 -
Ve e 5t ) T 3 SagPk (24)
and
- Vol o t ) .
-p Va¢ - -aj— (25)
¢
where the eddy viscosity uy is defined by
' 2
ng = Cp s & ve Tk ug (26)

and o4 is a turbulent Prandtl/Schmidt number. The kinetic energy of turbulence k and its
dissipation rate ¢ are determined as solutions of transport equations, which assume for
stationary axisymmetric and parabolic flows the form given below :

-= =7y 3k [ t ak] U2, Yt ol 0 LT, =

+p iyt + + S - — 2 + - 7
(pltp'v') 5% + (PV+o V" ) y ay y{(u+ 5y +ut(ay) + Gon 2V p'u'+p'u‘g -Fe (27)
and

=, ¢ ~—7, @ 1 3 LT [ aﬁz Yt oAl 8
SU+o'u') 2£ L (5V+0 ! 9€ - 2 3, —) €}y £ o9u —_— U o i
(pUtp'u’) == +(oVp'v') 5 ¥ 3y [Y(u+ s, ay)+ F[felut( y) +Cezﬂpu v 3y ° U
+c83p'u'gx-cak6a (28)

These equations for k and ¢ are supplemented by the modelled transport equations for the
density-velocity correlations

- ] Tt (=TTl 3 Ty 1 3 ut 3 T
(ou+p'u') =~ p'u +(pV+p v ) = p'u' = = = [.Y(l“‘ __) = plu ]..
IX 3y y 3y °pu

——

3%9‘V'~c Boru' £ (29)
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In modelling the exact equations for k, ¢, p'u', p'v', the expressions (24) and (25) and
the case of high turbulent Re-numbers was assumed. From the latter follows in particular
that the correlation between quantities determined by different parts of their spectra is
negligible. Finally, the averaged mass and momentum equations are given by

orchnn

o (puspru') + % 33 Y(ETH V) = 0 (31)

and

- u 1] al [l -
(pu+p‘u') %% +(pV4p'V') 3% f} [Y(u+ut) 3%] - %& *+ 59, (32)

“<ir-

Chramane s & s

The constants for the turbulence model are given in table 1. ;
2.3 Probability density functions .

Avergge values of the thermodynamic quantities can be calculated if the statistical
characteristics of the variables in the thermo-chemical model are known. It would be
sufficignt to provide first and second order statistical moments of the variables f and
r {(or CHy) if the local relations would be close to linear. But the strongly non-linear
character of o(f,r), T{(f,r), cj(f,r) requires the knowledge of the pdf (probability den-
sity gunction) of f and r. Two different approaches to construct such pdf's will be dis-
cussed,

Method I

The pdf of the scalar variables f and r is constructed on the basis of a selected set
of statistical moments. The general idea is to prescribe the functional dependence of the
& pdf on these moments. The crucial modelling assumption is obviously the explicit form of

this dependence. Two different ways of establishing such forms will be considered.

PUURTR

T

e
P il

| 4 In the first method the analogy between the pdf of fluctuating scalars in cold and non-
reacting flows and the pdf of the reacting species in the diffusion controlled limit

(Ref., 20) is used to infer qualitatively the form of the pdf from measurements in incom-

, pressible flows, This was applied to the case of a single conserved scalar (Ref. 8) called
mixture fraction for the description of turbulent diffusion flames using the flame-sheet

o model, The measured pdf's (Refs, 21, 22) show strongly non-Gaussian features such as

‘ ; singular contributions reflecting the intermittent character of free shear flows and non-

zero skewness. A reasonable fit with the experiments (Ref. 23) can be obtained if the

funct}ona1 dependence of single scalar pdf's on mean and variance is prescribed as beta~
function,

A e Y i S e o i e A S ol

JURNRC AN PP P

I (33)
’ azl 8-1
0

o« = F [Fg1;?) . 1] (34)

and

g = (1-F) [filéfl - 1] (35)

o B S e

The variable z _denotes in (33) a possible value of the random variable f(x,,t). This
function, however, i: not able to represent pdf's with relative maxima, which can be ex-
pected in the outer part of free shear layers {Refs. 21, 22). Other forms that have been
suggested are the clipped Gaussian and combinations of Dirac-pseudofunctions (Ref. 24).
For the two dimersional pdf required here the following form of P(z,s) where s denotes

a possible value of the reaction variable r(x,,t), is put forward. First it is assumed
that mixture fraction f and reaction variable r are statistically independent. Hence

P(z,s) = P(z)+P(s) (86)
Note that this does not imply-statistical irdependence of { and Cﬁz. For P(z) the repre- ]
sentation (33) as betafunction and for P(s) three Dirac-functions at r = 0,1, ¥ are used i
leading to 3
a=1:4_,18~1 ht
P(2,5) = 4 {1-2)

1 - -
jdz 2* 1(l-z)8 1

s e~ o e A B

PURRARIR S
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[Ylﬁ(s)*YZG(S'F)+Y35(S“1)] (37)
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The exponents a« and g8 are determined by _ f and_gzaccording to (34) and (35). The nonnega-

tive coefficients vy, v;, v3 depend on ¥ and as follows
T2
R (38)
r
r'z
Yo = 1 - ——= (39)
r(l-r)
r'z
v3 = f— (40)
1-¥
At each p __gt in the flow field the pdf P(z,s) is therefore determined by the four moments
{, g, r, r'¢ for which modelied transport equations have to be solved (equations (45)-
48) below).

A second method was devised by Pope (Ref. 25) whichrelies solely on the information
provided by statistical moments. The statistically most-likely distribution of a scalar
f given the first L moments My is

L
PL(z) = q(z) exp (2 Anzn) ‘ (41)
k=0

where q(z) is the a priori probability of the samples of f(x,,t). It can be shown that
q(z) is constant for strictly conserved scalars and for scalars f obeying a transport
equation with source term pS(f) it can be estimated for dominant S(f) by (Ref. 25)

q(z) =1+ Jég S(z) (42)

where 't is the time scale of dissipation of f. The coefficients A, are determined by
making the 1nformation entropy E

1
PL(z)
E= -J dz PL(Z) Ln q—(——)— (43)
0
maximal under the side conditions
1

j dz 2" P (2) = u, n=0,(1),L (44)
0

of the available moments g This approach can be extended to any nuiiber of scalars. Cal-
culations by Pope (Ref. 25? show that good agreement with experimental data for passive
scalars can be achieved for L » 3. For the case of two scalars this would require at least
nine moment equations.

Moment equations

The four moment equations for the pdf in the form (37) can be obtained from (9) and
(10) together with (16) by applying the usual manipulations and averaging. The details
of the closure operaticn are described in reference 26. For the f and g equations, the
modelling fo'lows closely the manipuletions of the turbulence model described above. The
resuiting equations are

) 8 saveyry 2 21 (e Nt af]
(pU+p'u') o2 +(8V+e'V') 55 = § 57 [y(Sc + cf) 5y (45)
and 2
he =
GissTu') 49 + (Giegvi )28 =1 3 + oty 29),p Nt af
\oU+pU)ax+(oV+oV)ay v y 5g) o +2 of(ay) +
“t of 3 == Yt ag 35 £
+26;?—y—ypf ?;';ay?y ~k- (46)

The derivation and modelling of the equations for ¥ and ri2 is more complex (Refs. 6, 26)
and requires the consideration of the interaction between reactions and turbulent mixing.
The result can be stated as follows :

e iy 8F -, =5, OF _ 1 3 L T 12 U R R
(plto'u’) 5% +(BV+'V?) 5% = ¥ 5% [y(gg + g:) 3§]+Sr+ 3 PT g X T9 (47)
and ,
— o — =7 4 T3 n - v = —
- YL et - Ny, ! ar - 1 ) u t ar t ar t al" ) (]
“W“)MHWH>W“7WW§”Q www“ﬁ”%ﬁw°r
v T o e —_
- L3 T 3B 4orisioge £ ri2(1-9%
9% ) (48)
oy, oY 3 r K
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where using (6) (see Ref. 26)
*

Wi,
Sy = (49)
and w = C;:-C;:Vdenotes the denominator of (16), and
2
W

Noting that both quantities are functions of z and s we can evaiuate their statistical
moments -by integration using the pdf P(z,s).

For the calculation of the mean NO-mass fraction two addivional partial differential

equations must be modelled. Averaging (17) for ¢ = Cno and ¢ = Cy and applying (25) leads
to

SGeTTT) 28 i) 28 - 1 2 [yew Bty 98) g
(oUtp'u’) =% +(pVo'v') 55 = 355 [Yigg + 0¢) 5y W (51)
where only the mean kinetic source terms WN and Wy require special censiderations. First
we note that the terms S5, i =1, ...,4 in ?18) and (19) can be represented as local
functions of z ans s only, because they are a function of o, T, Cp, CH, COH» cNf’ Co,

a

which in turn are functions of f and r via the local relations. Hence we can evaluate the
moments of wyp and wy simply by integration using P(z,s). But the averaged source term

- -2~ S - S-S S [ L) [ ] [
Wno = Myo (S1#CyoSa#CyeSa#CyqeCpueSy+CygeSa+CyeSy+lyneCpeSy+CyqeSyCy

+#Cy+Su+Cyg*Cyo* Cye Su)

contains several correlations %“hat cannot be calculated by integration. Remebering that
Sy is the dominant source term und the fact that the mass fractions Cyg and Cy are small
compared with the stable components, it is reasonable to neglect (for the NO-formation)

these correlations. Then the equations (51) are closed with mean kinetic source terms
given by

Wuo = Myo (gl+EN0'§2+EN'§3+ENO°EN'§“) (52)
and
-\-‘;N = MN (§l-ENO.-S-z--N.-S‘a.{‘ENO'EN.g“) (53)

The time scale ratio ¢ appearing in (46) and (48) was estimated on the basis of recent
measurements (Ref, 36) for a passive scalar in incompressible shear flows as

——

> ‘2 - =
T—CTzln¢ + C:p ¢ = f,r

The vaiues for CTl and C‘2 are given in table 1.

This completes the coupling of the thermo-chemical model with the turbulence model using
the method 1 for the construction of the pdf,

Method Il

The second method avoids the explicit construction of the pdf P(z,s) in terms of sta-
tistical moments by making use of the transport equation for P(z,s). Consider a set of m
scalar variables ¢j(x ,t) satisfying transport equations of the form (17). The one-point
pdf P of the values zj of the ¢i(xu,t) can be defined by

-l
=1
—

P(@i)zi) n 6(¢1(Xa,t)~zi)
«wnd
P('zi,xa,t) = <P>

where the angular brackets denote ensemble averaging. The transport equation for P follows
according to Lundgren (Ref. 27) as

- 9é; 3¢: -
2 2 = - 2 vty - 2 2 (or ). 22 1 i p
pt oF g 0% P T T e 9P T e (p54P)+ 5ot 5%7) 37592, 07 3%, %, O (54)

where thie density and the sources S; are assumed to be local functions of the ¢ (hence
p=p(zi) and Sj = Sj(zi) in (54)) and the molecular icansport coefficijents oIy are con-
stant and equal for a‘l i = 1(1)m (Savab-Zeldovich assumption). Equavion (54} poses two
modelling problems (sea Ref. 28) : the turbulent flux term and the scalar dissipation
term. On the other hand, the nonlinear sources 3{ produce a closed term in the equation
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for the pdf P. This property is the main advantage of the transport equation (54). For
the case of a single scalar variable (m=1) closure models (Refs. 28, 32, 33) have been
suggested. In particular, the turbulent flux term can be modelled by reference 32.

- pv
t ap
'<DV;P> x E;_ -a—i-;- (55)

This expression produces gradient-flux models for all higher correlations with the velocity.
For the scalar dissipation term several stochastic models have been constructed. The inte-
gral mndel suggested in reference 28

z 1
32 o ' " ' " "
- 33z <o %%: %%; P> =09 f TFO[I dz J dz"P(z2')P(z );2(1',2 ,z)-;] (56)
2 i
where iw%;r for 0€2'<z<2"<1

f?(z 12",2) = 0

has been applied to flame calculations on the bas:s of the flame-sheet model (Ref. 34)
and gave satisfactory results. For two-scalar c2se considered here, the question of model-
ling the cross-correlation

ctherwise

32 af ar
a— <pI' e csrncs P>
3Zas aX, X,

is still not settled, Closure can easily be achieved using (55) and (56) if this term is
neglected, but r is a transformed variable containing information about mixture fraction
and therefore the usual argument of statistical independence at high turbulent Reynolds

numbers does not apply. Further work on this problem is under way,

3. APPLICATION TO H2-AIR DIFFUSION FLAMES

The closure modelldeveloped in the previous chapter was applied to several turbulent
Hz-air diffuston flames for which experimental results including NO-formation (Refs. 9,
10, 11) are availabie. The discretization and numerical solution of the set of parabolic
differential equations was performed with standard methods (Ref. 35).

Flame 1 (Refs. 11, 12).

Kent and Bilger performed extensive measurements in several turbulent diffusion flames.
The horizontal flame simulated in our calculations is characterized by the mean nozzle

u
exit velocity Uj = 150 % of H, and Ul = 10, Re = 11700 (at nozzle exit) where Up denotes
e

the velocity of the outer air stream. The initial conditions for the calculations are
given by the measured profiles for mean velocity and turbulence energy. The initial dis-
tritutions of mean mass fractions can easily be inferred from the nozzie conditions and
the dissipation rate is calculated from the condition of production equals dissipation in
the turbulence kinetic energy equation with prescribed turbulent viscosity. The results
of the calculations are compared 1in figures 4 to 8 with the measurements. The agreement
between the mean concentrations of the stable components and the mean temperature in
experiment and computation is very satisfactory. In the initial region for % < 80 the

calculated profiles are spreading more rapidly than the experimental values (Figs. 4 and
5), whereas the axial development is very well represented in figure 6. Several reasons
can be given for this overprediction of the spreading. The turbulent Schmidt/Prandtl
numbers are constant in the calculation, but values inferred from experiments show a
variation from 0.4 to 1.0, furthermore are free shear flows highly intermittent and con-
sequently the unconditional statistics of any flow quantity are highly non-Gaussian in
the outer part which cannot be described adequately by first and second order moments.
The calculated profiles for the mean NO-concentration in figures 7 and 8 show that in
axial direction (Fig. 8) NO is underpredicted in the region X < 60, very well predicted

in the medium range 60 < X < 120 and overpredicted further downstream. In radial direc-
tion (Fig. 7), the profile for % = 80 is qualitatively correct but gives too small values
in the core region due to the slightly larger spreading rate ~f .he calculated jet.
Flame 2 (Ref. 10)

Lavoie and Schlader performed measurements in a vertical H,-air diffusion flame with
mean nozzle exit velocity of Uj = 200 m/s. The fuel H, issues into still air and Re =
4500 at the nozzle exit, The results of the calculations (Figs. 9 to 14) show the same
agreement between experiment and computation as flame 1 for stable components in figures
9 and 10. The mean NO-concentration is again underpredicted for X < 80 and very well

predicted for X > 80 as the axial development in figure 13 proves. The same figure con-
D n
tains in addition the results for a flame with Uj = 130 é giving good agreement for
% > 80 as well, The radial profi'ss in figures 11 and 12 reflect the axial underpredic-
tion at % = 40 and the good agreement for X =80 and X = 120, 160,
D] b D
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Flame 3 (Ref. 9)

The vertical flame measured by Takagi and Ogasawara has a mean exit velocity of Uj =
108 & s and Re = 2200 and the fuel H, issues into still air. The comparison of the concen-
trat 1crs of the stable components at X = 50 shows the good agreement between experim. 1t

and calculation as flames 1 and 2. The No-formation in this low Re number flame shows a
much slower decay of the mean NO-concentration along the axis than the previous_flames
and the calculated values are smaller than the experimental concentrationd for é > 160

(Fig. 17). In the medium range the agreement is very good and the initial region is under-
predicted as for flames 1 and 2. The calculated radial profiles in figure 15 are too small

. ps
in tne core region for D < 80 but agree well in the outer part whereas for U > 80 in
figure 16 the core region is well represented.

4. CONCLUSIONS

A prediction model for turbulent Hy-air diffusion flames was developed that allows a
certain degree of chemical non-equilibrium providing kinetic values for the 0, H, OH radi-
cals that determine the NO-formation in such flames The results obtaired with this model
w?re compared with experiments in three different flames and lead to the following con-
clusions :

1. Stable components and temperature are well predicted. NO-formaticon is well predicted
in the medium range of the flames, but underpredicted in the initial region and overpre-
dicted (except for flame 3) far downstream,

2. NO-formation (calculated according to the extended Shvab-Zeldovich nechanism) is within
the framework of this model very sensitive toward changes in the mean mixture fraction and
the mean reaction variabie and in particular their variances. Those four quantities deter-
mine the mean NO production rate via the pdf P(z,s). It could be expected that the form

of the pdf has a strong influence on NO-formation. But figure 3 shows that NO-formation

is restricted to a small part of the r~f rectanyle and hence does the form of the pdf not
play a decisive role in the determination of mean NO-concentrations. This was supported

by numerical testis using different pdf forms (Ref. 6).

3, Comparison ¢f the two methods for constructing the pdf shows two distinct advantages
of the more elaborate transport equation approach. First is the modelling of moment equa-
tions avoided, which could lead to inconsistent solutions because the closure assumptions
considgreg)here do not guarantee the fulfiliment of realizebility conditions such as (refer-
ences 5,

g < f(1-f) etc

which are a consequence of boundedness of f and r. Second, the treatment of reaction kines
tic source terms is straightforward and does not produce closure problems. On the other
hand, the transport equation (54) poses different closure problems and its numerical solu-
tion requires for more than two scalars exces$ive computing times. Hence the second method
should be considered a research tool to check and ease constructing pdf's as functions

of few moments.
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TABLE 1 - CONSTANTS FOR THE CLOSURE MODEL

TURBULENCE MODEL

c c C c ¢ C.

D €1 €2 €3 €y pu,
0.09 1.44 2.00 2.00 1.9 1.5
Con CQVZ % % %u v
0.66 1.5 1.0 1.3 1.5 1.5

COUPLING EQUATIONS

of og Op or2 o, f or
0.85 0.7 0.85 0.7 0.7 0.7
g g

NO N Sc €ty CTz
0.85 0.85 0.7 4.0 0.4

TABLE 2 - CONSTANTS FOR THE THERMO-CHEMICAL MODEL
(References 29, 30, 31)

Rate constants : K j*® Aa“j (-ldoa’J exp (—3ii), o = f(orward), e{quilibrium)
? ™Yo T, T

Reaction Af,j Df’j Ff’j Ae,j De,j Fe,j

R1 1.42E+11 0.0 -8,248E+3 5.,23E+2 -0.439 -8.7€+3
R2 1.8E+7 1.0 -4,479E+3 1,39E+0 -0.06 -8.86E+2
R3 1.17E+6 1.3 -1.825E+3 2.97€-2 0.2436 7.873E+3
R4 5.75E+9 0.0 -3.897E+2 2.13E-2 0.1835 8.762E+3
RS 9.77€+11 -0.71 0.0 3.82E-5 0.0476 6.009E+4
R6 6.2E+10 -0.6 0.0 1.79E-3 -0. 1358 5.133E+4
R7 9.2E+10 -0.6 0.0 1.29E-3 -0.196 5.221E+4
R8 6.4E+6 1.0 3.14E+3 1,14E+9 -0.106 -1.593E+4
R9 7.6E+10 0.0 -3.8E+4 1.166E+0 0.1186 -3.767E+4
R10 3.2E+10 0.0 0.0 2.18E-2 0.3338 2.463E+4
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DISCUSSION

N.Peters, Ge

In arecent study [1] of the first author with myself we could show that the iocal NO-formation does depend on
the scalar variance, the total NO-formation does not.

By evaluating the mean turbulent NO reaction rates in the limit of large NO-activation-energies we could decouple
the influence of turbulence from that of the kinetics. We found that higher variances of the mixture fractions would

spread the NO-production over a larger volume and into the fuel rich part of the flame but that its integral over the
flame volume would .ot change considerably.

[1] J.Janicha Evaluation of the Turbulent NO-Production Rate in the Limit of Large Activation
N.Peters Energies, submitted to Combustion, Science and Technology. 3
i
Author’s Reply ;

That superstates my own conclusion.

F.C.Lockwood, UK :

(1) Itseems to me that the overall reaction in the flames you have examined must be largely turbulence rate

controlled. In this respect how would your calculations compare with those assuming an infinitely fast reaction
; : rate?

, (2) Can you offer any physical arguments in support of your three Dirac function assumption for P(s)? The one
at F would seem least satisfactory.

Author’s Reply

(1) Infinitely fast reactions can easily be simulated in our program by setting the reaction variable to unity. There
is little influence on mean density, temperature and concentrations of stable components. The mean radical
and NO concentrations show marked difference to the complete modei.

(2) A physically more satisfactory form of the pdf could be obtained bv solving the pdf-transport equation as
pointed out in the paper. For the current calculations the form of rys) was chosen that seemed appropriate
with respect to the dependence of the NO-source term S, on fand r.

AK.Varma, US

Once a model for the pdf has been established, it is of course possible to calculate all the turbulence/chenustry inter- !

action correlations in the equations for r, f, T2 etc. Did you include ail these terms — specially third-order correla- :
tions — in the source terms in the transport equations? ,f

— - o Festn O

Author’s Reply

All correlations of functions of m:ixture fractions f and reaction variable r were of course evaluated by integration
using the pdf.

C.H.Priddin, UK

The applicability of your joint PDF depends strongly on the assumption of Equation (36) that the PDF is separable
intp two parts (covariance of Z and S zero). Do you have any information to indicate how good this assumption is?

Author’s Reply

Since there is no experimental information for the simultaneous pdf P(f, r) available the computationally most
efficient form was adopted. Numerical tests using different forms of the one-dimensional pdf’s constituting P(f, r)

showed little influence on the mean NO-profiles (see Reference 6). More general pdf's P(f, r) are currently
investigated.
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TURBULENT REACTION AND TRANSPORT PHENOMENA IN JET FLAMES
BY
H. EICKHOFF, Institut filir Antriebstechnik, DFVLR, Linder HKShe, 5600 K&ln 90, W.Germany

K. GRETHE, Lehrstuhl fir Feuerungstechnik, Universit&t Karlsruhe,
Richard-Willst&dtter—-Allee, 7500 Karlsruhe, W.Germany

F. THIELE, Hermann-Féttinger-Institut, Technische Universit&dt Berlin,
StraBe des 17. Juni 135, 1000 Berlin 12

SUMMARY

A new reaction model accounting for intermediate species was applied in connection
with the k-e¢-model to predict different free and enclosed turbulent natural gas flames.
The reaction model is based on the assumption of a quasilaminar flame substructure of a
turbulent diffusion flame and a probability density distribution of fuel-atom-concentra-
tion. It is assumed, that the quasilaminar flames are in local chemical equilibrium
within zones of finite thickness.

The influence of variable density on the mixing prozess was studied for different
jets and jet flames. In the parabolic flow cases it was found necessary to account for
variable density which was done by a mixing length relation. Different numerical pro-
cedures w ere applied for the parabolic and elliptic flow fields

LIST OF SYMBOLS

c mass fraction
Cp mass fraction of fuel atoms
d nozzle-diameter
£ transformed stream function
k kinetic energy of turbulence
1 nixing length
P probability density function
¢ general variable, Eq. (3.5)
S¢ source term
T temperature
u,v velocity components
X,r coordinates
z similarity parameter
o intermittancy
dissipation
&,n transformed coordinates
stream function
0 density
T, turbulent shear stress
u; effectivs viscosity
qeneral variable, Eq.(3.1)
F¢ genexal transport coefficient

Subscripts

© outer boundary
c centerline
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1. INTRODUCTION

o, ¢

b The main problem in modelling turbulent combustion for engineerxing applications is to
¥ develope appropriate simplifications for the complex phenomena of chemical reactions and
- turbulent transport.

As a simple and useful way to account fo: the influence of turbulence on chemical re-
actions, the flame sheet assumption was introduced and coupled with a probability density
distribution of the concentration of fuel atoms.

As in fuel rich regions of hydrocarbon flames especially the existence of carbon monoxid
cannot be neglected the flame sheet model was extended [1].
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2. THE REACTION MODEL

The instantaneous gas composition in the flame sheet approximation, with reactions
taking place only in an infinitely thin layer, is a mixture of stoichiometric reaction
products and either fuel or oxident in the fuel rich and fuel-lean regions, respectively.
In the present model it is assumed cthat the turbulent diffusion flame exists of a brush
of quasilaminar flames in local chemical equilibrium within 2ones of finite thickness .

H and a frozen flow outside.

In Fig.1 as an example the instantaneous CO-concentration and temperature are shown k
as function of the mass fraction of fuel atoms cp. To define the boundaries of the equi- :
librium zone it would be necessary to know the characteristic flow and chemical times. '

For reasons of simplicity we introduce a critical temperature at a1 in the fuel rich :

region below which the reactions freeze, as it was first done by Libby [2] for a laminar
boundary layer combustion.

aeem v

Since the concentrations of intermediate s;jecies are close to zero at the reaction
zone boundary on the fuel lean side, equilibrium can be assumed throughout the fuel lean
region. If the flame approximately can be assumed to be adiabatic with respect to its
surrounding then it is not necessary to solve an energy balance equation to calculate
the temperature and gas composition, which are obtained from an adiabatic equilibrium

calculation if the fuel mass fraction cp is known.

Otherwise a non adiabatic equilibrium calculation has to be performed and in addition
the energy equation has to be solved.

BUPTH B SEMPOLIRT Q30 LA ik g G, A e

To calculate the equilibrium-zone composition and temperature, a computer program of
Pratt and Wormeck (3) was used. In the fuel rich region I, Fig.1, our crude assumption is
that the gas is a mixture of unreacted fuel and an averaged concentration of products of

f tire equilibrium zone.
The steps of the temperature and concentrations at the freezing bovadary a1 of

cause are physically unrealistic because of finite reaction rates and molecular diffusion.
But as wve are dealing with a highly turbulent flow this simplifying assumption may be :

;o ' adapted.

N o bl kv T Aot T

Tc¢ account for the influence of turbulent fluctuations we introduce a probability :
density function for the mass fraction of fuel atoms P(cA). It is a modified Gaussian :

function and was derived by Haberda {[4], based on experiments.

% Mean values of the flow variables are obtained, if the instantaneous values ¢(cA)
. of the flame zone approximation, Fig.1, are introduced from the relation, [4]:

1
!

| S o | ,
% B(c,) =« J ¢ (cy) Pley) de, + (1 = oo, (2.1) i
i o

with o as the intermittancy factor being a function of the turbulence intensity of the
concentration fluctuzgions.
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3. BASIC EQUATIONS

The conservation equations for two-dimensicnal flows can be written in the general
form

d{oud) . 1 d(rpvd) _ 3 p 3¢ _ 13 s, . 3.9
% YT ar 3% To3x) ~ 7 ar e 3! * S (3.7)

with
¢ = u’VICAIklechl\20

The set of equations given by Eg.(3.1), the equation of state and Eg.(2.1) including
the flame zone approximation, Fig.1, determine the problem.

3.1 Jet Flames of Boundary Layer Type

For jet flames of boundary layer type Eq.(3.1) in terms of the x-momentum equation
becomes after an order of magnitude analysis for large density fluctuations

1
(%— ~ 1), as derived by Bray (5]

__2 —
d(pu 1 3(x pv d 7 — Pp—
e Lo & GEVT 4+ TV 4 55 = 5, (3.2)
with Su for the buoyancy term.
Introducing a stream function ¥ by
Wl o, XeFar (3.3)

9xX Jr

and neglecting the term v p'u’ of the turbulent shear stress in Egq.(3.2) only the triple

correlation p'u'v' remains which has to be modelled for variable density flows of
boundary layer type in addition to incompressible flows.

Here we introduce the simple assumption

3p

- = TV i .
p'u'v' cp u'v' 1 7 (3.4)

where cp is an empirical constant which has to be determined from experiments and 1 is

a mixing length.
The term u'v' is given by the known k-e-model

2
kX (3.5)

where Cp.r is an empirical expression.
!
With Egs.(3.4) and (3.5) the turbulent shear stress becomes

2 -
o _ = 3p k™ 3du_
(p+cy l3n) ey o= 3¢ (3.6)

4. NUMERICAL PROCEDURE

For free burning jet flames of boundary layer type a numerical procedure is applied

which has been derived by Thiele (6]. The numerical procedure for predicting che elliptic

floew field was taken from [7].

Before the parabolic differential equations according to Eq.(3.2) are solved nukeri-
cally, the following similarity transformation [8] is applied

X r

£ = lewdodx,  n o= prar/g% (4.1)

with the transformed stream function
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£4E,n) = p/E" (4.2)
The value of x is equal to zero in the initial jet region u_ = ug and 4 further
downstream,. With this transformation the x-momentum becomes
13 K
¢ - r = .3
zfnrm + {zq + £ fE + xf} fnn + (Kfn £ fni)fn S, (4.3)
with n
2 22 ""t/(p"’t)c . an/p (4.4)

If the value of z is a function of n only (for constant density and eddy viscosity
z = 2 n) then a similarity solution is obtained from Eq.{4.3) and accordingly from the
other balance equations. Although there are deviavions from similarity in turbulent jet
flames, the "similarity"-transformation is useful if the equations are to be solved nu-
merically as the flow variables vary slowly in the main flow direction.

The transformed differential equations can be written in the general form

a ann + b an + ¢ Qn + d QE + e QnE = g (4.5)

where Q represents the stream function, element mass fraction etc.By applying the well )
known backward finite-differences in £-direction the parabolic differential equation is '
reduced to an ordinary differential equation. This equation is solved by the finite-diffe- '
rence method of Hermitian type. The high accuracy of the method results from the fact that ;
the grid point values of the function and the first derivative are used for the approxi-

mation of the higher derivatives. Thus we get a considerable reduction in the number of :
grid points used. Furthermore, for the momentum equation which is of third order and the :
element mass fraction equation which is of second order the finite-difference approxi-
mation yields a 2 x 2 block-tridiagonal system of finite difference equations which can
be solved by a Gaussian elimination procedure. Due to the transformation only faw itera-
tions are necessary to solve the nonlinear momentum equation. An additional advantage

of the transformation is that boundary conditions u(n,)> 0 can be satisfied without
difficulties.

WO N

The system of conservation equation (4.5) of the unknowns £, c,, ¢ 2, k and € has
been solved with the constants of the closure assumptions as given in Téble 1 and the
additional empirical relations discussed below.

Table 1 (Symbols as defined in [7]).

C1 02 CD O'k 08 Cg.' ng Oc Og

1,43 1,92 0,09 1,0 1,3 2,8 2,0 0,7 0,9

The influence of the value of the empirical constant c¢_ in Eq. (3.6) was studied nu-
merically and was found to be approximately 1.5. e

As known from Rodi's investigations (9] on free turbulent shear flows there exists
no universal set of constants. To get agreement of prediction with experiment for round
jets the value of Cp was modified {9]). Other proposals have been made also [10].

To account for the curvature effect in a round jet we prefer for simpiicity and
physical plausibility the following modification of ¢p for round jets

r+c 1 1
= r "¢

°p,r ¥ °p r + 1 {4.6)
where Cp is an additional empirical constant, which was found to be 0.78.

The mixing length 1 in Eqs.(3.6) and (4.6) is given by k and € through the relation

. u3/2

1=k /e.
5. RESULTS

The influence of the additional constants C, and C,. accounting for variable density
and curvature effects were investigated systematically for parabolic flows.

First investigations concerned different non reacting jets with density differences
due tou the mixing of two different gases (H,-air and CO,-air).

Results are shown in Fig.2, where predictions are compared to experimental values [11, 12].

The larger spreading rate of the hydrogen jet in terms of (pu2)°/(pu2)c is rather
well predicted with the constants Cyp = 0.78 and ¢, = 1.5.
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The strong influence of the constant cp is damonstrated in Fig.3 where in addition to
2
(puz)o/(pu“)c the reciprocal value colcc of the mass fraction is shown.

In the next Fig.4 predictions of the axial temperature profile of a free burning na-
tural gas flame are shown. There is a remarkable influence of c, as well as of cp.

RIS Ry e s

The experimental data are rather well predicted with those values of the empirical
constants c. = 0,78 and cp = 1,5 which have been fitted for the non reacting turbulent
jets.

The influence of the constants C, and <, on the spreading rate is shown in Fig.S5.
From predicted axial and radial profiles of species concentration in Figures 6 and 7

it can be seen, that the present reaction model yields satisfying results. The deviations ]
of CO- and COz—concentrations around x/d = 60 in Fig.6 are due to the step of the in-

T A ARG me e e

: stantaneous distributions in the flame zone approximation, Fig.1. p

The flame zone model also has been used for the prediction of the same natural gas
flame but enclosed in a combustion chamber. The flame data are .isted in Table 2.

Vg ke

Table 2 flame data:

[P

. nozzle diameter d = 8 mm,
i N chamber diameter D = 450 mm
fuel velocity u. =71 m/s

equivalence ratio ° 0,9

am e g

' 3 Epplying the numerical procedure of {7) preliminary results were obtaired. Axial pro-
' files of temperature T and velocity ratio u/uo are shown in Fig.8 and radial profiles of
temperature and CO-concentrations at two different cross sections X/d = 60 and 90, in
Fig.9. The calculations of the elliptic flow field have been performed with cy and ¢,
both equal to zero, but recently we found still some influence of the number of grid
points used in the numerical sceme. Present investigations therefore concern further
investigations on the influence of these constants.

CONCLUSIONS

Numerical investigations on free turbulent jet flames have shown that it is ne-
cessary to account for variable density in the closure approximation of the k-e-model.
Further investigations concerning the influence of variable density in elliptic flow
fields are necessary.

The flame zone model was found to be appropriate for the prediction of intermediate
species in the fuel rich region, where CO0 exists to a large extend.

This comparatively simple model, based on the mass fraction of fuel atoms overcomes the
disadvantages of the flame sheet model.

e i SR s o a AN

B P A

As far as the emission of carbonmonoxide as a pollutant is concerned, the model would
be extended to include the CO0- + OH-reaction kinetic for fuel lean regions,

As the finite-differ nce method of Hermitian type proved tc be advantageous for pa-
rabolic flows it is being extended to predict elliptic flows also.

!
i
P REFERENCES
N
* :f 1. H. Bickhoff, K, Grethe, " A Flame Zone Model for Turbulent Hydrocarbon Diffusion
0 flames." To appear in: Combustion and Flame (1979).
i
? \ 2, P.A, Libby, C, Economos, "A Flame Zone Model for Chemical Reaction in a Laminar !
. Boundary Layer with Application to the Injection of Hydrogen-Oxygen-Mixtures." t
iy Int.J.Heat Mass Transf.6, 113-128 (1963). i
1
p 3. D.T. Pratt, J.J. Wormeck, "A Computer Program for Calculation of Combustion Re- 1
o action Equilibrium and Kinetics in Laminar or Turbulent Flow." Report WSU-ME-TEL-76-~1,
i Washington State Univ. }
i 4
! ' 4., F. Haberda, "Die Berechnung turbulenter Diffusionsflammen unter Beriicksichtigung ;
§ i { von Konzentrationsschwankungen." Thesis, Univ.Karlsruhe {1977). i
1 .
; i 5. K.N,C. Bray, "Equations of Turbulent Combustion. I Fundamental Egquations of %
s Reacting Flow." AASU Report No.330 (1973).
3\ - 6. F. Thiele, "Accurate Numerical Solutions of Boundary Layer Flows by the Finite-
ER N Difference Method of Hexrmitian Type." J.of Comp.Phys.Vol.27, lNo.1, (1978).

MR A0 s NG o 1 Y ST . prn— e e e




f\

it ok S et T

e

AR A
v Mpnww““{f‘:w*’ym;’@"‘v W e

i T S S g nn v ey o

i i w4 gy oy

10.

11.

12.

¥.M. Pun, D.B. Spalding,

"A General Computer Program for Two-Dimensional Elliptic

Flows,". Report HTS/76/2, Imperial College of Science and Techn., Mech.Eng.Dep.

London.

F. Thiele, "Die numerische Berechnung turbulenter rotationssymmetrischer Prei-
strahlen und Freistrahl-Diffusionsflammen." Thesis, Univ.Karlsruhe (1975)

W. Rodi, "The Prediction of Free Turbulent Boundary Layers by Use of a Two~Equation
Model of Turbulence." Thesis, Univ.of London (1972).

S.B. Pope, "An Explanation of the Turbulent Round-JeL/Plane - Jet Anomaly.
AIAA-Journal, Vol.16, No.3 (1978).

B. Lenze, R. Gunther, "Ausbrand und Wirmeentwicklung in Erdgas-Diffusionsflammen,”
Brennstoff-Wirme-Kraft, 17:387-394 (1975)

Engler-Bunte-Institut der Universitdt Karlsrxuhe (T.H.), Bereich Feuerungstechnik,
Prof.R.Gunther (private communication).

T = 10

2000

oK Vol%o

co
1000+ 15
co
e 1 —_———3
0 ' 1 0
1.3)\\’

Fig. 1: Instantaneous temperature and CO-
concentration as function of mass
fraction of fuel atoms L

e e e -
et

I
wrsed Lnodash

&

I NN %4

R
SR,

S 3
TRV

F

At B e =



AN b e

6-6

7. W.M. Pun, D.B. Spalding, "A General Computer Program for Two-Dimensional Elliptic

Flows,". Report HTS/76/2, Imperial College of Science and Techn., Mech.Eng.Dep.
London.

8. F. Thiele, "Die numerische Berechnung turbulenter rotationssymmetrischer Frei-
strahlen und Freistrahl-Diffusionsflammen." Thesis, Univ.Karlsruhe (1975).

9. W. Rodi, "The Prediction of Free Turbulent Boundary Layers by Use of a Two-Eguation
Model of Turbulence." Thesis, Univ.of London (1972).

10. S.B. Pope, "An Explanation of the Turbulent Round-Jet/Plane - Jet Anomaly.
AIAA-Journal, Vol.16, No.3 (1978).

11. B. Lenze, R. Gunther, "Ausbrand und Wirmeentwicklung in Erdgas-Diffusionsflammen,*
Brennstoff-Widrme-Kraft, 17:387-394 (1975)

Engler-Bunte-Institut der Universitdt Karlsruhe (T.H.), Bereich Feuerungstechnik,
Prof.R.Gunther (private communication).

T 110
2000 -
Vol
°K
T
co
1000 - 15
co
] | e
0 l . 0
o N 0.2 Cy O 0
CA e e

Fig. 1: Instantaneous temperature and CO-
concentration as function of masas
fraction of fuel atoms )




i 14

i %zg- d mm Re
; o | 6 12200
12 1 v Mz 4 10720
: < air 6 35900
; o L 26800
| ~ . 6 46500
| b ol A T S 74

871 z
o ‘.e_u,z_z’o 6 :
! (pu )c :
E ! 10-'L :
; !
! !
. : !
1 |
%
0 : ! ! : t !
. 0 10 20 30 40 50 x/d —m= ;
: :
| Fig. 2: Spreading rate of different turbulent gas jets. i
i Comparisen of prediction with experiments :
S 60 , !
4 [ ] ;
< 7
= |
. * e e |
Ve ‘
. 50_'_ Exp.{ (pUZ) /. ';
! : ’ v ‘puz)c
| 7
! i ] T \ / CP =15
i 40t s 05
B / N
IR Lo / - |
i ; ¢ 7 e 7 ~
§ 30 / - 115
- - D —— v
: (pu2lg
i (pu2).
t
A |
R N
; 0+ : z + : }
4 10 20 30 40 S0 60 x/d ——d=
! %,_ e Fig. 3: Influence of the constant ¢_ on the spreading rate and
A axial concentration of a Hy"- air jet




PO

w
-

b

A

A T

3

gy gt 2
w” CEIN

g T

s g, TR AT

1500

T

°c

Fig., 4:

Influence of the constants

¢p and cp on the axial

0 . ?
temperature profile in a
free natural gas flame

———prediction
O experiment

Fig. 5:

4

Influence of the constants

and ¢, on the sprea-

ding rat® in a free jet
natural gas flame

=== prediction

v experiment

{T»:',«».« N
M
LA R famer

RPN
e N7




S,

A A%y N v v A e o

e

W e

T

mass fraction

mass fraction

0.104

L]

0.08-

006+

0044

002+

Fomeit z
0 20 40 60 80 100 120 0
x/d ——8

Fig. 6: Axial distributions of CO- and COz-concentrations
in a free jet natural gas flame

prediction
Vao experiment
0.16
-1500
0140
°C
012+
010+ - 1000
7Y
008 T
H
0.06—9
Cco <+ 500
0.0 4 o
0
002+ H, o
x T o [/
0 y } e 0

Fig., 7: Radial profiles of H,~, CO-, CO -concentratlons and temperature
in a free jet naturai gas flame at eross=-section x/d = 90




ew R

ey,

B

T A

PR

I A

[o]
o 1500
1.04 1 0
’ o
| . 0
ulug / 11000 :
O o
051 / ¢
(] u UO
° \U\Lﬂ 1 500
\\
0 } t
0 50 /4 —am 100 150
Fig. 8: Axial temperature T and velocity u/u° in an enclosed natural
gas flame
prediction

0 0O experiment

1500 4
OC ¢
v
1000+
. co
o] Vol °/e
o
1 s
500
+ 4
+ 2
\
0 : | | |
0 8 16 20 24
r/d ——e
Rig.

9: Radial profiles of temperature T ang co-
an enclosed natural gas flame

prediction
VV¥0® experiment

concentration in




[SIURRP

DISCUSSION

J.H.Whitelaw, UK

It is likely that the round-jet anomaly does not occur in the sense that the k—e model can calculate the plane jet
and not the round jet. It is more likely that the k—e cannot predict the spreading rate of either, if “flapping” and
“room draughts” are present. Bradshaw has shown that the spreading rate of the flame jet, with its far-down stream
measurements, is increased by the low frequency effects of flapping and draughts and that, without these

phenomena, the spreading rate would be the same as for the round jet. Our own measurements show that flapping
does not occur in round jets.

Author’s Reply

We agree that the k—e model cannot predict the spreading rate of jets if flapping is not taken into account. But in
our opinion the gradient diffusion approximation for a transported quantity ¢ in its’ usual form:

- _ vt 3P
" op o
should be modified in order to account for the influence of curvature, see also Spalding (%)
(#) Spalding, D.B. Turbulent Mixing in Nonreactive and Reactive Flows, ed. by S.N.B.Murthy, p.102,
(1975).
A K.Varma, US

Earlier in Paper 5 we saw good results obtained for Hydrogen-Air flames by the use of a turbulence model that used
the basic k—e model unchanged but added equations for p'u’ and p’v’. Can you reconcile your modifications of
the k—¢ model for the effects of density variation with the results of Kollman?

Author’s Reply

Kollman and our approach are dif ferent but it cannot be excluded that they yield similar results. We demonstrated
in our presentation the effect of cui modification of the k—e model and it would be interesting to see the effect
of using additional equations for p"u’ and /77 as Kollman did it.

From our own investigations we know that the influence of variable density in turbulent hydrogen flames is less than
in hydrocarbon tlames.

N.Peters, Ge
I would like to point out the difference between the flame zone model of Libby and Economos and your model.
In the flame zone model freezing at a certain temperature results in a jump of the slope of the temperature and
concentration profiles while your model assumes the jump of the value itself. The flame zone model was shown to
correspond to the large activation energy limit for a one-step reversible reaction!. I doubt that a jump condition
for the values of the dependent variables can be justified in a rational way.

1.  Peters, N. Premixed Burning in Diffusion Flames — the Flame Zone Model of Libby and
Economos. Int. J. of Heat and Mass Transfer, Vol.22, pp.691-703, (1979).

Authoy’s Reply
In principle you agree with our statement in Chatper 2.

Th.T.A.Paaw, Ne

Did you measure oxygen concentrations on the centre-line of your natural gas flame, and if so, have you compared
this with your predictions?

Author’s Reply
Yes we compared our predictions to the measurments of O, in the natural gas flame. We obtained in general
satisfying agreement except at the beginning of the flame where we had an underprediction of oxygen. This is due

to the fact, that there have been problems with flame stabilisation. This has not been taken into account in our
prediction.
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ON THE PREDICTION OF TEMPERATURE PROFILES
AT THE EXIT OF ANNULAR COMBUSTORS

Osama M.F. Elbahar and Sigmar L.K. Wittig

Institut fir Thermische Strémungsmaschinen

Universit¥t Karlsruhe (TH), Kaiserstr. 12
D-7500 Karlsruhe 1

SUMMARY

: Despite their inherent limitations, two-dimensional prediction
procedures based on solving the basic equations and incorporating the
k-¢ model of turbulence are shown to be effective tools in designing
annular combustors, In comparing the results it is found that predic-
tions from available jet mixing correlation data within certain limi-
tations will represent measurements from single row injection more
accurately. Detailed calculations, however, will be more effective in
predicting opposite wall cooling air injection, multiple row jet
mixing, heat transfer, film cooling and the effects of converging
combustor exit. Because of its relative simplicity, the prediction
procedure is particularly suited for design parameter studies.

LIST OF SYMBOLS

slot width
hole discharge coefficient

O W

+ i s s e
=N

a constant in the turbulence model
hole diameter

=

duct or combustor height
enthalpy of fluid
momentum flux ratio

———

n et b, S s o By Y S

T WS IO O

Kinetic energy of turbulence
mass flow rate
spacing between the centerlines of two adjacent holes
¢ source term in the conservation equation of the variable ¢
absolute temperature

Ata

x~component of velocity

y-component of velocity

width

distance in flow directio:

distance in direction pwuspendicular to x

distance in direction perpendicular to both x and y
s exchange coefficient for the variable ¢

fluid viscosity

density

dimensionless temperature ratio ]

dissipation of turbulence energy

general notation of a dependent variable
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Subscripts

E‘ c jet centerline

H eff effective

% j related-to the cooling air jet
E min minimum

¥ t turbulent

¢ wall

% ¢ related to the variable ¢

£ 1/2 half quantity

? ® related to mainstream

f Superscripts

) + plus side, or side away from jet entrance wall

; minus side, or side toward jet entrance wall

1. INTRODUCTION

Recent attempts %o increase the specific power or thrust and to reduce the specific
fuel consumption of jet engines as well as of stationary gas turbines necessitates ope-
ration under high turbine inlet temperatures. Elevated inlet temperatures imply increa-
singly stringent limitations upon the temperature profile at the entrance to the turbine,

: i.e. exit of the combustor. Hot gas temperature profiles must be matched carefully to
! turbine blade stress levels if long turbine life is to be attained. For this reason, pre-
}

diction techniques for the temperature profile at the combustor exit have become of pri-
mary importance.

The develr,pment of the temperature profiles depends primarily on the mixing process
between the cooling air and the hot gas flow in the mixing (dilution) zone of the com-
; bustor!. In addition to providing a suitable temperature profile, rapid mixing of the
J i dilution air with the hot gases exiting the primary and secondary zones will lead to the

desired reduction in combustor length and to a generally preferred uniform rapid quench

of continuing high temperature chemical reactions. The penetration and mixing characte-
ristics of rows of cooling jets injected into hot confined crossflow, therefore, have
been the subject of several experimental investigations?,3, The results reported by
Holdeman et al.* and by Walker and Kors3® were used in modeling the penetration and
mixing characteristics of multiple cooling jets. Walker and Eberhardt5 developed a model
; for the temperature field. Data of selected tests from Reference 3 were used by Cox® and
: Holdeman and Walker? to generate empirical models for predicting the temperature distri-~

bution downstream of a row of dilution jets injected normal to a hot confined cross flow
as illustrated in Figure 1a.
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Fig. 1 Schematic of multiple-jet mixing process: N
a) single~wall cooling air introduction B

b) opposite-wall cooling air introduction
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The results for the temperature field are presented as profiles of the dimension-
less temperature difference ratio 6 where

T _-T
O:T—:,r-'- (1)

and T is the local total temperature. Because T > TJ, the highest values of 8 in any
profile correspond to the coolest region of the flow.

The empirical model used in the correlations®:? is based on the assumption that the
properly nondimensionalized vertical temperature profiles in the flowfield can be expres-
sed in a self-similar form, where six scaling parameters are required to completely de-
fine the vertical temperature profile. These scaling parameters, shown in Figure 2, are:

1. 8,, the jet-centerline dimensionless temperature difference ratio;

2. e;in, the minimum dimensionless temperature difference ratio on the jet-minus

side (the side toward the wall from which the jet enters) and plus-side (the
side away from the jet entrance wall);

3. w1 2/D, the normalized jet half-width (the location where 61/2 = (e + mln)/2)
on the jet plus-side and minus-side;

4. y./D, the normalized location of the jet centerline (where & = 6 ).

The form of the self-similar solution is nearly Gaussion. The similarity equation

is
E 2
[} 0 .,
-—_._’:iﬂ =exp | - 1n 2 -———S/D (2)
%" ®min Wy/2/D
03 T T T T T T T
2]
/_ec,cenl
: .
02 .
- "‘,7' . Y
17, cent " \ B2, cint
e ,. j/--——.
'3 T
01 |-o ," Wiy, cent .\\ o
g’ D .‘ ,
F\Bpn—* —1"—— —— 1 — "4':‘——-'!'.' e
+ +
] Yo cent Wir2 cent | \Omin .
0 I 0, 110 ! .
(1] 1 2 3 4 S 6 7 8
y/D

Fig., 2 Typ1ca1 jet center plane of symmetry vertical-temperature profile
showing similarity scaling parameters (see Reference 6)

The line defined by the locus of y, as a function of the downstream distance x at
the jet center-plane of symmetry (z = ? Figure la, is the jet thermal tragectory. Be-
cause the flow is confined, and the proflles are not symmetrical about the centerline,
the half width W§ d/Z and the temperature difference ratios are different for the plus-side
and the minus-side of the profiles. The correlations®s7 have been developed for each of
the scallng parameters in terms of the independent variables J, S/D, H/D, x/H and z/S.
The resulting temperature proflles for selected conditions are compared w1th measurements
in Figures u, § and 6. It is obvious that the predlctlons obtained from the correlations
of Reference 7 deviate sllghtly from those obtained from the correlations of Reference 6.

This is due to some additional simplifications in the form of the correlations equations
reported in Reference 7.

Despite their usefulness, major shortcomings limit the appllcablllty of the jet
mlxlng correlations to design analy31s. Because of their origin, i.e. derivation from
81ngle row 1n39ctlon, accurate predictions of the effects of multlple row, nonsymmetric
opp081te wall jet mixing, of heat transfer with the flame tube's walls, geometrlcal

variations such as a convergent combustor exit as well as the profiled inlet velocity
and temperature are impossible.
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The present study is concerned with the development of a prediction procedure to be
used in the design analysis of the temperature profile in the mixing zone of an annular
combustor. Primary zone effects are not considered. The conservation equations of mass,
momentum and energy are solved by means of a finite difference method including the

two-equation k-e model of turbulence. The accuracy of the model is tested with available
measurements.

2. PREDICTION PROCEDURE

The numerical description of turbulent flows by now is well established and a pre-
diction of the mixing processes in the dilution zone of a combustor is possible. The
method depends on the solution of the time-averaged conservation equations of mass, mo-
mentum and energy together with a model of turbulence. The flow in the mixing zone of a
combustor is three-dimensional elliptic. However, a computer program for solving such a
system of equations, although available in principle, cannot be considered as a design
tool, owing to the huge storage capacity and the excessive computing times required.
Furthermore, many aspects of the three-dimensional codes are not yet well tested. These
problems are simplified in the present study by assuming that in order to predict the
average radial temperature profile at the exit of the combustor it is sufficient under
certain conditions to consider the flow to be two-dimensional. Results of the computa-

tions subsequently can be compared with measurements and predictions from available
correlations.

The problem considered is that of the injection of one or more rows of cooling jets
in a hot, confined crossflow either from one side, Figure 1a, or from both sides,

Figure 1b. This is a typical case of three-dimensional and recirculating flow which will,
however, be approximated, as mentioned before, to a two-dimensional one by assuming that

each row of jets could be modeled by a slot of equivalent area, so that the momentum flux
ratio and the mass flow ratio, defined respectively as

2

p- 0
3= h e (3
M.
== § ¢y MG37o) /3 1 (H/D)(S/D) )
m

remain unchanged. It has been shown that the momentum flux ratio J is the most important
parameter of the jet mixing processes®,

The approximated model of the flow was then tested by comparing the resulting pre-
dictions of the temperature profiles with those of the jet mixing correlations of Refe-
rences 6 and 7 and with the measurements reported in Reference 6. The predicted as well
as the measured temperature profiles represent average values, in a transverse direction,
of all the temperatures at a given vertical location, i.e., certain value of x/H.

For a steady flow, the time-averaged conservation equations of mass, momentum and
energy can all be cast in the following form:

X

9 . 9
'ﬁ; (pui¢) = -3X_l (X‘@,eff 'a—x-;) + S¢, (5)

where ¢ stands for any of the dependent variables, and Sy is a "source term". Setting

¢ = 1 in the above equation, one gets the mass conservation equation; whereas for ¢ = u
and v one gets the momentum equations in x and y directions, respectively. The equation
for ¢ = h represents the conservation of the stagnation enthalpy; it is derived from the
first law of thermodynamics under some simplifying assumptions., The local temperature
can be easily obtained upon solving the h-equation., Further information on the above
mentioned system of equations may be found, for instance, in References 8 and 9.

For the estimation of S, and T

it is necessary to know the local values of the
effective viscosity, Vosgr dgfined s

Mogf = ut +u (6)

In order to calculate the distribution in the field of the turbulent viscosity s
a turbulence model must be included. The model applied here is the so-called k-¢
model!?; it involves two transport equations for two turbulence characteristics. One of
the equations governs the distribution in the field of k, the kinetic energy of the
fluctuating motion; the other determines the turbulence energy dissipation ¢. The dif-

ferential equations for k and ¢ are of the form of equation (5). The turbulent viscosity
¥, can then be calculated from

" 2
vy pcvk /e (7)

The turbulence model constants were chosen following Reference 11.
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The solution procedure chosen to solve the above sysiem of equations is an iterati-
ve finite difference one!2, The solution follows at specified points in the integration
domain. A 25 x 25 grid was found to be suitable for performing the calculations. A well-
converged solution was obtained after approximately 300 iterations.

To complete the mathematical formulation of the problem, it is necessary to specify
the boundary conditions along the boundaries of the irtegration domain. The jet-to-
mainstream velocity and temperature ratio as well as the mass flow ratio were set equal
to those of the experimental conditions. The values of k and ¢ at the inlet plane were
caiculated in a similar way as in Reference 11, whereas gradients of the dependent vari-
ables in the mainstream direction were set equal to zero at the exit plane., To avoid the
need for detailed calculations in the regions close to the solid walls, the so-called
wall-function approach was used!?, It employs algebraic relations for the near-wall grid

nodes, which have to be spaced at such a distance from the neighbouring walls that they
lie within the so-called logarithmic layer.

Furthermore, for the present study the Reynolds analogy was used to calculate the
heat exchange with the walls from the calculated value of the local wall shear stress.
However, the boundary conditions for T, and accordingly h, could also be given through
tiie specification of the gradient or the heat flux at the wall.

3. RESULTS AND DISCUSSION

The present prediction model is an attempt to approximate an originally three-
dimensional flow to a two-dimensional one. Despite its limitations, it shows several
advantages compared to the jet mixing correlations:

1. It can be easily developed to include calculations under complex geometries;
e.g. the converging end of the annular combutor to the turbine inlet.

2. Despite the expected discrepancies in the temperature predictions, the model is
sensitive to the heat transfer between the gases and the combustor walls, where-
as the predicted wall temperatures from the jet mixing correlations are comp-
letely indepentent therefrom. Figure 3 shows the pronounced effect of the pre-
dicted temperature profile. The figure includes the predictions of correlations
as well as the measurements and the predictions of the present procedure under
two assumptions; the first case, curve (1), represents predictions obtained by
setting the boundary conditions via the wall heat flux as previously explained,
whereas curve (2) represents the predicted profile under the same conditions ex-
cept for the bottom wall, Figure la, where the boundary conditions were speci=-
fied by setting the temperature gradient at the wall equal. to zero. A comparison
shows clearly that changing the conditions of heat transfer with the walls does

not only affect the local value of temperature, Figure 3, but also affects the
shape of the predicted profile itself.

3. In general the cooling-air jets are introduced from both walls, as schematically
shown in Figure 1b, The jet-mixing correiations cannot predict this case accura-
tely, especially for nonsymmetric geometries.
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Fig. 3 Effect of boundary conditions on the predicted
temperature profiles, x/H = 0.5,

Figure & shows a comparison between the results of the present predictions with
available measurements and correlations for a test case with S/D = 2. The profiles from
the correlations of References & and 7 as well as the measurements are averages, in a
transverse direction, between two planes of symmetry, of all the temperature values at
the considered axial location x/H. Here, the predictions were carried out for three axial

N v s - e

o




e bt i e

o

1

[ S T T,

P ek R

R

locations, x/H = 0.25, 0.5 and 1.0. Thus, the ability of the procedure to predict the
temperature profiles, even close to the jet-injection plane, was tested. The results are
in relatively good agreement with the measurements, even at low values of x/H.

X/H = 0.25 X/H =0.5 X/H=10
1.0+ 1.0
Yy i Y 1
H H
.81 0.8+
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0.6+ 0.64
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0 0 - 0 A
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Predictions, Reference § =  ~===- Predictions, Reference 7
—.—.— Present predictions o Measurements

Fig. 4 Comparison of measur=d and predicted average-temperature
profiles: J = 57.31, S/D = 2, d/D = 12,

Figure 5 illustrates the effects or an increase in spacing to S/D = 4. Here, as ex-
pected, predictions and measurements d¢ not agree quite as well, the location of the
point of minimum temperature is shifted towards the bottom, i.e. injection wall. This is
due to two reasons: firstly, for the same mass flow ratio, the value of H/B is conside-
rably higher than H/D and hence the penetration of the cooling jets will be drastically
reducedf; secondly, as the value of S/D increases, the distance between each two cooling
jets increases allowing more flow of hot gages in the gaps between the jets and resul~
ting in some heating of the region near ths bottom wall. However, Figure 5 shows clearly
that present predictions are in good qualitative agreement with the measurements; the
minimum temperature increases and the prcfile is flattened with increasing distance
downstream the injection plane, i.e. incrwasing x/H. As S/D is found in the range between
3 and 4 for the new generation of annular combustors, the present prediction method is
suitable for preliminary analysis in combustor design.

As previously mentioned, the major advantage of the present prediction procedure
compared to the correlations approach is the possibility of its use under complex flow
and geometrical conditions. Opposite-wall cooling air injection is a characteristic of
the mixing zone of annular combustors. Especially for non-symmetric injection the appli-
cation of available correlations is questionable. Figure 6 shows predictions of the
present procedure for a typical test case with opposite-wall cooling air injection. Pre-
dicted are the temperature profiles at three axial locations: x/H = 0.25, 0.5 and 1.0.
The dotted profiles are those for the case of single-wall injection but with all other
boundary conditions kept constant, e.g. mass-flow ratio, temperature ratio .. etc. The
rapid increase of the minimum temperature and the flattening of the profile with increa-
sing x/H points out that the mixing under such conditions is considerably faster than
that for single-wall injection. This is expected and can be explained if one imagines
that for each row of jets in the opposite-wall case the effective duct height is smaller
due to the existence of the opposite row of jets, and hence the mixing should be faster.
Using the present procedure, calculations under more complex geometrical and flow con-
ditions, e.g. converging end of the ccmbustor, double-row opposite-wall cooling air
injection etc. are possiblel3d,
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under hot gas conditions.

10.

11.

12,

13.

CONCLUSIONS

The present prediction procedure for the calculation of the average radial tempera-
ture profiles in annular combustors was compared with experimental measurements and with
two different jet mixing correlations. Despite the crude assumption of two-dimensional
flow, the agreement between predicted temperature profiles and the measurements is suf-
ficient, for use as a preliminary design tool for complex geometries as originally in-
tended. Although the jet mixing correlations give better predictions of those measurements
from which they were developed - as expected - the present procedure represents a better
design technique; as it can be easily developed to include the effects of heat transfer
with the combustor outer casing, the converging combustor exit (turbine inlet), the
effects of film-cooling and opposite-wall cooling-air injection. The use as a design tool
to show the effects of changing the design parameters of the combustor seems to bear con-
siderable advantages. The final design decission, however, should be based on a more de-
tailed analysis, i.e. three-dimensional calculation. Presently detailed experimental
studies are under way for a verification of two-dimensional and three-dimensional codes
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DISCUSSION

J.McGuirk, UK
I would like to comment on your explanation of the fact that your predicted minimum temperature is closer to the
injection wall than was measured. I think your reasoning, which highlighted the physical differences between 2D
calculations and 3D measurements, may be correct, but even if you compared with proper 2D (plane) measurements,
I think you would discover the same discrepancy. Calculations we have made at Imperial Collzge for only 2D
(i.e. plane) slot jets in cross flow show that, particularly for the high momentum flux ratios you are considering, the
recirculation length downstream of injection is too short, hence the jet trajectory curves too quickly back to the
injection plane, and the same discrepancy as you observe is obtained.

Author’s Reply
Your comment is quite true. Earlier today we have seen similar effects for more detailed calculations. We feel we s
can introduce simple correction terms to account for this effect. However, this is an inadequate procecure and we
preferred to present the uncorrected results for comparison. The basic problem - and you certainly have a better

feeling for it than we do — probably stems from the turbulence model. In our experimental study we are planning
to investigate tis point in more detail.

P.Magre, Fr

Can you predict the effects of the inhomogeneities at the exit of the primary zone on the temperature profile at the
exit of the bumner.

Author’s Reply

The computer program is certainly able to account for i:on-homogeneous flow and temperature distributions.
However, they must be specified as boundary conditions at the inlet plane into the mixing zone.

As | already mentioned, we have not yet incorporated detailed primary zone calculations discussed earlier today into
the present version of the computer program.

D.C.Dryburgh, UK
Experience with practical combustors indicates that there are large random effects in the dilution zone. Why these
should exist is not known with certainty but it may be due to unstable flows in the annulus feeding of the dilution
holes, to manufacturing tolerances and irregularities in the dilution holes and so on. This appears to imply that
progress will require the use of fundamental models — possibly of finite difference tvpe — and that to understand
the random effects we may have to consider regions with 2 or 3 jets, rather than a region with half a jet and half a
space with symmetry conditions. Could the author comment on this viewpoint?

L htan AR

Author’s Reply

I agree basically with your assessment of the general problem. These questions were actually one of the dominant
reasons for us to initiate the present study. We wzre interested in evaluating the effects of various parameters, i.e.
wall temperature, momentum flux ratio, non-symmetric jet arrangement etc. At present, however, our program will
not be applicable to unsteady mixing flows. These will be considered later. The present goal is to check on the

limitations of available correlations and to provide the designer with a relatively simple tool in developing a
combustor.

A.Sotheran, UK

I just make a point that I think practical. Randomness begins in the compressor, and in the diffuser. You iust tried
to find it in the dilution zone. These are more realist models than all of them with CO, NOy predictions in the
primary zone.

Author’s Reply
I agree.
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Models for the scalar probability density function (pdf) have to be developed to
achieve closure of turbulent transport equations for mixing and reacting flows. A
delta function "typical eddy" model has been developed for the joint pdf of the scalar
variables. It has been demonstrated that delta functions are a necessary part of pdf's
in order to attain the extremums of the statistical constraints on the moments. The
statistical bounds on a number of moments of interest for two and three species flows
have been derived. It has been proven that a rational pdf composed of a set of delta
functions alone can always be coastructed at any point within the statistically valid
moment space, The model provides a good representation of actual pdf's in two-species,
variable-density mixing flows. The model has been directly compared to experimental
pdf measurements and good agreement for higher-order moments has been demonstrated. It
can be shown that the delta function pdf model is significantly simpler than other
proposed pdf models and is more than adequate for the closure of the transport equations.

! NOMENCLATURE
f, g arbitrary variables
. H arbitrary function
p pressure
P, Pl' P, probability functions
R universal gas constant
T temperature
u flow velocity
wa, WB’ W molecular weights of species
X Y coordinate in flow direction
! v coordinate normal to flow direction

Greek Symbols

a, B, ¥ species mass fractions
ay model parameter
§7 (a=2) deltﬁ functlon located at o = X
A l-
9l cell $izes in "typical eddy" model
n entropy of mixing
K model parameter
A arbitrary constant
P density
Py noymalized density
Superseripts
-, <> time average

! fluccuation about mean value

INTRODUCTION

Mixing and chemical reactions under turbulent flow conditions are a basic feature of
the energy release precesses in gas turbine combustors and other propulsion systems, aand
any predictive modeling of the flowfield has to properly account for the effects of the
turbulence of the flow and its interactions with various physical and chemical processes.
There are significant interaction effects of the turbulence on combustion and of the
combustion on the turbulence, which are important in determining combustion efficiency,
pollutant formarion, combustion noise, heat transfer, etc, Second-order closure modeling
of turbulent flows provides a convenient framework for studying these interactions and
hclds promise of providing a reliable predic-ive computational tool for the design of
new systems and improvement of existing combustion systems,

Miw w me A

The presence of finite-rate chemical reactions in a turbulent flow introduces the
problem of prcper modeling of many higher-order correlations invclving scalar variables
such as concentration, density and temperature, The transport equations for the uean
veriables and the second-order correlations are solved in 4 second-order closure pracedure
and cthese equations and especially the chemical reaction source terms contain many third-
~rder and higher-order zorrelations, such as .78, p?a, kpu, etc. These correrations have
to be modeled in terms cf the lower-order moments to close the system of transport
equations. A couvenient procedure for modeling these scalar correlations i3 to model or
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calculate the probability density function (pdf) for the scalars. This procedure is
being used at A,R.A.P., as well as by Rhodes, et al., (1) Bray and Moss, (2) Lockwocd and
Naguib (3), Libby (4), Bonniot (5) and Kewley (6).

A number of the above approaches require a number of simplifying assumptions and
deal only with one-dimensional pdf's. Most of them are also restricted to fast chemistry
and cannov handle finite-rate chemical reactions. The A.R.A.P. model, called the delta
function "typical eddy" model is designed to be applicable to finite rate chemical
reactions and models the joint pdf for all the scalars in a turbulent reacting flow., The
basic model has been discussed by Donaldson (7) and Donaldsen and Varma (8). Kewley (6)
is using the A.R,A.P. model with some modifications and has reported good results on
modeling of reacting flows,

Efforts are also being made to avoid the assumptions regarding the shape of the pdf,
by directly solving transport equations for the pdf (9, 10, 11). However, these equations
have only been solved for very simple flowfields and there appear to be serious modeling
problems for some of the terms in the equations., Spalding (12) has recently proposed an

alternate approach that involves the calculation of the pdf by following the age history
of various eddies,

The paper discusses the statistical behavior of scalar variables in turbulent flows. 1
Constraints on two and three species systems have been derived. The delta function
"typical eddy" pdf model has been carefully tested against pdf measurements in a two- {
species, variable-density mixing layer and good results have been obtained,

STATISTICAL CONSTRAINTS ON CORRELATIONS

Basic statistical principles can be used to develop a set of constraint conditions ‘
on correlations of various variables in a turbulent flowfield, The procedure is quite :
general and can be applied to scalar or vector variables, but at the present time, we are
mainly interested in the constraints on scalar moments--specifically those for the the
species mass and/or molar concentration variables.,

The constraint conditions are useful in a number of ways. The statistical constraints
on first and second-order correlations are important in the question of 'realizability"
of second-order closure turbulence models. The lower-order moments are calculated by the
solution of a set of modeled partial differential equations, It is possible that the
modeled equations may not have solutions that are consistent with the indepeundently
derived statistical constraints, and this will require appropriate corrections to the models
used in the equations, The statistical constraints on the third-order and higher-order
moments are also useful in formulating models for these correlations, They are also useful
in determining model sensitivity and the error-bounds of the modeling procedure.

BASIC THEOREMS

Cauchy-Schwarz Inequality

The statistical constraints on various moments of the fluctuations are basically N
derived from consexvation conditions and the Cauchy-Schwarz inequality. The Cauchy-
Schwarz condition for arbitrary variables f and g is

2
gt Tg (1)
The equality holds if and only if,

f =g (2)
In principle, with suitable choices of f and g, one can derive all the required )
statistical constraints, In practicc, this is not easy. A very usefvl short-cut is the

use of a "Renormalization Theorem," If we have proven that,

1 1 1 2
ffZ(A)P,(A)dA g2 (AP (A)dA > fngl(A)dA 3)
0 0 0
then it can be proven that for H(A) > 0
1 1 /[ 2
Hf"(A)Pl(A)dA H82(1“)1’1(18)&\ i\jr}lfgl’l(A)dA (4)
0 0 0
The proof is simple. Since Eqn. 3 is valid for all P,, one can select P, of the i J
special form HP, for any P,, Then Eqn., 4 follows., Note t%at the reverse passage from 5
Eqn, 4 to Eqn. 3 is not vafid in general, %
Two other inequalities are useful, %
Jensen's Inequality ;
I1f £(a) is convex (f'" » 0 throughout the domain of interest, 0 < a < 1) then, }g
T@EY > £(3) (5) @"’%
B e
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Tchebytcheff's Inequality

. .
If £ and g are similar functions, that is, they both increase or both decrease in
the interval, 0 < a < 1, then

fg>fg . (6)
STATISTICAL CONSTRAINTS FOR TWO SPECIES

Consider a two species flow with constant pressure and temperature, a and 8 are the
mass fractions of the species., Assume W, > WB. 0y, 1s a normalized density,

Px = p/W;p/RT p'=T" =0 n
define
Ws
A=1- W; 0<ac<1 (8)
then
Py = 1/1l-la )
A simple conservation constraint on « is
a+ g =1
or 0cax1l
then | 0 <o <T
and a? <

Consider £ = a, g = 1 in the Cauchy-Schwarz inequality

- -2
ar 1 >a (11)

Therefore, the bounds on the second moment &¥ are

2

]

<af<a 12)

Using the renormalization theorem with H(a) = a, Eqn., 11 becomes,
2
(13)

o >

2] IQ'J

Using the renormalization theorem with H (a) = l-a, Eqn, 11 becomes,

a(l-a}2

1-w

a?(l-a)

jv

R — — o2
or a - (a—d?? (14)
l-a

R
™
A

Therefore, the bounds on the third moment o® for given o and a” are,

2

2 i
iFiF-fi> (15)
-a

el ||

The bounds on the third moment given only o can be derived in a similar manner wit
the help of Jensen's Inequality for the lower bound

T < (16)

It is an interesting exercise to compare the bounds on o given by the two Egns. 15
and lu., The results_are shown in Figure 1. The dotted lines are the bounds on o® for
given o, For_given a, we now pick a® to correspond to the middle of its allowed range,

that is g% = & +a . Then, the solid lines indicate the bounds on &’ for specified % and

&Z. The importént point to be noted is that the bounds on &° when two lower-order

moments are specified are significantly narrower than the bounds when only one lower-order
moment is specified. This is quite significant and leads to a very important conclusion
for our approach to the modeling of the scalar probability density function,

The statistical constraints on pgq and p.’ have also been derived by a similar
procedure. The result for o,q is,

gt e+ S Pl et = e~ s
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species system, we have obtained the complete

third-order for prescribed lower-order 