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Preface

One of the most highly visible areas of management
concern in the Air Force today is computer software acquisi-
tion costs. Software acquisition throughout the Air Force
have been marked by cost overruns, late deliveries, poor
reliability, and user dissatisfaction in meeting stated re-
quirements. A great deal of study and analysis of computer
resource acquisition and management has been accomplished
in the recent past. Advances in project planning and organi-
zation techniques, design methodologies, coding and testing
practices, use of programming support tools, documentation
standards, and configuration management procedures and prac-
tices hold promise for ultimately reducing Air Force
expenditures on computer software.

One area which has not received quite as much emphasis
as software acquisition and management is the area of software
cost estimation. The Air Force requires quantitative informa-
tion about the effects of current programming practices on
software development costs. At the present time, there are a
number of estimating techniques that are alleged to result in
increased software cost estimation reliability. A continuing
repository and data collection éystem combined with a
standardized cost estimation methodology and procedure would

go a long way toward resolving the difficulties encountered
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in obtaining accurate software development cost and schedule

estimates. The Air Force could thus encourage contractors

and in-house development agencies to employ standardized
recording and estimating practices. '

This research was -initiated in an effort to enable
software cost analysts, as well as managers, to more accurately
predict the cost of software development projects. I would
like to take this opportunity to thank the many people who
contributed to this effort. Messrs. F. Frieman, R. Park, and
C. Mauro from RCA Price Systems deserve special thanks for
their help in understanding and using the PRICE-S model.

Thanks are also due to Captain R. Hickcox - ESD, Captain T.
Landry - AU, Lt. R. Christie - AFDSDC and Mr. C. Houlette -
AFLC for their assistance in gathering the data utilized in
this research. Many thanks must go to Mr. D. Ferens - ASD,

who provided data and arranged for the computational resources
necessary to complete this research. In addition, I would like
to thank Dr. C. McNichols, my advisor, and Dr. J. Cain for
their invaluable assistance in preparing this report.

To my wife, Sharon, and daughters, Laura and Nicole,

thanks are not enough.
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Abstract

The enormous technical accomplishments of the computer
industry have led to the building of computers of all sizes
and complexities. As the range of defense computer applica-
tions grows and the complexity of the tasks these systems
are called upon to handle increases, the costs of developing
the application software has also increased such that it has

now become a dominant component in the total system cost.

Many software acquisitions have experienced cost and

schedule overruns leading to unanticipated cost growth.

These experiences have highlighted the need to improve

methods of software cost estimation. Software cost estimation
is essential to budgeting, allocation of resources, and control
of expenditures throughout the life cycle of a system. Accur-
ate predictions of software costs are required in order to

make practical and realistic tradeoffs between system capa-
bilities and life cycle costs.

The purpose of this research is to provide those in-
volved in the software cost estimation task with an introduc-
tion to Air Force computer resource acquisition and management
in general; and specifically to investigate the applicability
of the RCA PRICE-S software cost estimation model to Air Force
applications system development. A mass of computer software

acquisition and management study, policy, and guidance

ix
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literature was reviewed, and an attempt was made to consoli-
date the most pertinent information into a description of
the overall processes. Historical cost and schedule data
were collected on 18 Air Force software development projects.
This data which included -systems of the three major Air Force
applications areas of: 1) embedded avionics; 2) embedded
command and control; and 3) management data systems was used
to calibrate and validate the PRICE-S cost estimation model.
Based on the data available in this preliminary
analysis effort, it appears that the PRICE-S model is compat-
ible with current Air Force software acquisition and manage-
ment techniques. A system such as the PRICE-S system, combined ;
with an adequate data collection methodology, might be é
successfully implemented giving the Air Force the capability

to accurately predict and track future software development

costs across the entire spectrum of software applications.




AN ANALYSIS OF THE RCA PRICE-S COST
ESTIMATION MODEL AS IT RELATES TO CURRENT
AIR FORCE COMPUTER SOFTWARE ACQUISITION
AND MANAGEMENT

I. Introduction

The use of computer technology in the Air Force has
evolved along three parallel paths: scientific, management,
and operational. In any attempt to define the problems facing
the Air Force in the computer area, the pervasiveness of the
technology becomes immediately and readily apparent. Practi-
cally every area of Air Force operations today is involved with
some facet of computer technology. The explosive growth in the
use of computer technology over the past twenty years has been
segmented and largely unplanned in an overall sense.

Since the Air Force is organized along functional lines,
it might be expected that computer systems would also grow along
functional (vertical) lines. They did. Today, approximately
33 percent of our inventory is devoted to Management Information
Systems; 21 percent to Command, Control, and Intelligence; 23
percent to Scientific and Engineering; 13 percent to Logistics
and Maintenance; and 10 percent to Avionics applications (Ref 2:
30). Each functional area developed its own expertise to ex-
ploit the technology to best serve its functional needs.

Today's computers, when effectively coupled with communications,

1
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enable systems to be organized vertiéally (WWMCCS); horizon-
tally (Base Level B-3500 multipurpose system); or integral to
a subsystem which is, in turn, a part of a larger system (F-15
Automatic Test Equipment). Some systems may even be designed
in horizontal and vertical combinations.

Today, focal point responsibility for computer system
development efforts reside with the Comptroller Function for
Management Information Systems, a majority of the Logistics
and Maintenance Systems, and some Command and Control Systems.
The Intelligence community is responsible for some of the
Command and Control and Intelligence Systems, while the Re-
search and Development Function is responsible for the Scien-
tific and Engineering, Avionics, and a number of the Command
and Control Systems. The lack of a single planning approach
has been unavoidable because of the differences in acquisition

methodology for general purpose versus special purpose computer

resources.

Computer Utilization

Sl . AP RSA EX CRRPS R L

Within the Air Force computer utilization can be divided

i
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into two separate administrative and functional parts, opera-

tionally deployable systems and information management systems.
Common to both areas of application, however, are the computer

installations and physical facilities necessary to create,

Ve s e ——— .

develop, test and evaluate, and subsequently support the com- ;
puter software regardless of the nature of the application.

Operationally deployable or embedded computer systems, é
as they have come to be known, are generally special purpose

2




machines used in such functions as:

1
2
3
4
5
6

. radar and navigation

weapons delivery

training and simulation

command, control and communications (battlefield)
scientific data gathering

. automatic testing

Information management systems are usually general purpose,
commercially available computers used for the functions of:

. resource and inventory management

command, control and communications (executive level)
intelligence data gathering

general information services

modeling and simulation

(T W N ]

The earliest applications of computers in the Air Force
were for scientific purposes, primarily to exploit the mathe-
matical capability of the computer. The SAGE system was the
first large-scale operational use of computers integrated with
weapons, sensors, facilities, and communications (Ref 4:3).

The success of the SAGE program led to a greater demand for
more sophisticated computer-based systems throughout the Air
Force. Management interest at that time centered on the com-
puters and their applications available and not on potential
future operational requirements. Initially, Congress, DOD, and
Air Force policy and organization was developed around the
"commercial" information management systems.

Broad usage of digital computers in operational systems
(embedded, special purpose) did not come about until technolo-
gies were developed to overcome the prohibitive weights, volume,
cooling, reliability, and maintainability problems associated

with the earlier computers. The time lag for state-of-the-art




development of transistor and microelectronic circuitry which

allowed computers to be employed in operational systems re-
sulted in a corresponding delay in DOD and Air Force Management
attention to the development of policy, planning, and support
of the embedded systems in a manner similar to that developed
in the Comptroller Function for the information systems.

Until the past three to five years, ADP managers were
almost completely hardware oriented. Today, however, more
emphasis is being placed on the software aspects, and the com-
puter philosophy is becoming more system oriented. Officials
are slowly finding out that hardware is not the dominant force
in successful system development. The "long pole in the tent"
has become software. The average price of a computer in 1974
had been reduced from $3 million to $375,000, and the cost of
100;000 calculations from $25 to .009 mills (Ref 11:6). But
the cost to write one instruction has steadily increased to
approximately $75 per instruction to develop and $4,000 per
instruction to maintain for avionics software (Ref 19:4),
Software complexity and costs have continued to increase while
the cost of hardware has continued to decline. In 1953, hard-
ware accounted for 80 percent of the total cost of a system;
today, it is about 25 percent and is projected to be less than
10 percent by 1985 (Ref 32:3). Operational costs, which in-
clude the maintenance of systems after development, have
increased from 12 to 40 percent.

The estimated annual ADP costs in DOD are $2.9 billion
to $3.6 billion for software and a total $6.2 billion to

4




$8.3 billion when hardware and other ADP resources are included.
This is approximately 30 to 50 percent of all electronics costs
in DOD (Ref 18:16). The Air Force's share of the DOD ADP budget
is estimated at 35 percent of the total. In 1976, there were
approximately 115 major defense systems exhibiting critical

computer dependency (Ref 19:4).

Related Studies

The recognition of ADP management problems in the Air
Force is not a recent happening. This section will present a
brief summation of the major findings and recommendations from
three of the many recent studies in the area of Air Force man-
agement.

The Air Force Command and Control Information Processing
in the 1980s (CCIP-85) study in 1974 (Ref 32:4) suggested that
relative to overall Air Force Command and Control onerations,
automated information processing capabilities will assume much

more significance by the 1980s. The computer resources used

will be required to operate in a highly changeable, unpredictable,

and hostile environment; and critical outages or mistakes would
affect national survival. The major findings of the study con-
cluded that software is unreliable, is the major cause of program
slippages, is frequently unresponsive to requirements, and will
be the major strain on the Air Force ADP budget. Recommendations

contained in the report included:
1. provision of R§D guidelines for development of more
versatile, more economical, and less manpower inten-

sive C§C systems;

s S TS — -—-————-J




2. reduction of the typical C&C information processing
system development time from 4 to 6 years, and the
resulting hardware age at IOC from 3 or 4 years to

1 or 2 years;

3. development of a software-first machine strategy, ]
or provision of a computer with microprogramming 1
capability which would allow it to simulate a range
of hardware configurations, thus allowing the Air
Force to develop C§C software before having to make

an irrevocable commitment to a particular hardware

configuration.
The study suggested that serious management problems and
; institutional roadblocks must be addressed. Procurement and §
‘ configuration management practices would need major reorienta- :
tions to reflect the increasingly dominant role of software,

technical advances in hardware architecture, and innovations E"
such as structured programming and software-first machine.

The study of military electronics, known as Electronics X
(Ref 23:14), concluded that the major causes of excessive costs ;

and delays were the selection of a too small or 3mproper central

processor for the system, program overintegration, lack of
discipline in system development. Recommendations from the
i study included: ¢
} , 1. completing the design of the system and the basic

program structure in substantial detail before making

major commitments to hardward and coding

2. selecting a processor of adequate size, writing

6
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highly modular programs emphasizing structure and
overall efficiency.

3. using standard, well established programming languages

Recommendations from the study included: 1) the use of

system-function-oriented hardware structures as opposed to cen-
tralized programmable uniprocessors; 2) selection and development
of a processor design that will minimize the combined costs of
hardware and software; 3) detailing of system design and evalua-
tion of alternate processor architectures before hardware
selection; and 4) standardization of formats and speeds for
data interchange among sensors, processors, controls, and displays.
The Project Pacer Flash Study (Ref 8:48) was established
to assess alternative methods of providing support for weapon
system computer resources. The major conclusions and recommenda-
tions of the study were:

1. an increase in Air Force organic support of weapon
system software could increase responsiveness and
decrease cost

2. an organic capability for dynamic simulation and
verification/validation of airborne weapon system
software is required

3. adequate documentation for weapon system computer
resource support is not being provided by the con-
tractors or acquired during the acquisition phase

4. software must be accorded the same degiree of manage-
ment control accorded hardware, and management systems
and configuration management procedures must be

7




evolved to support this concept

Air Force directives require revision, expansion, or
new issue to adequately cover the weapon system com-

puter resource acquisition and support problems.

Finally, the Tactical Computer Software Acquisition and

Maintenance Study (Ref 13:50)found that

1.

Congress advocates efficient management of ADP
resources while OMB and OSD management policies do
not cover those resources.

Failure to recognize the maintenance function early
enough yielded late and inadequate contractor docu-
mentation, ineffective configuration management,
lack of standards, and multi-million dollar integra-
tion facilities.

The Comptroller manages ADP resources while DDREE,
ASD(I§L), and ASD(T) are concerned with acquisition,
use, and maintenance of tactical digital computers
and software.

Four different documents defined software documenta-
tion standards for the services, and configuration

management directives were hardware oriented.

Some of the rather far-reaching recommendations of this

study included the:

1.

education of top management as to the effect of
digital computers and software on tactical system
acquisitions and life cycle support;

review of DOD organizational responsibilities for

8
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computer resource acquisition, use, and maintenance;

3. 1issue of policies covering the use of standard com-

puters and software languages.

These are but a few observations of the many, perhaps
hundreds, of studies over the recent past which have concentrated
on the computer resource area. It can be seen that time and
again the same problems have been recognized. Excessive develop-
ment and maintenance costs, scheduled slippages and delays,
excessive errors or faults, and duplication and lack of stand-

ardization are among the most prevalent.

Embedded Computer Resource Acquisition

An embedded computer is defined as a computer which is
integral to a combat weapons system when physically incorporated
into the weapon system, or integral to the weapon system from
a design, procurement or operations viewpoint. Being integral
to means being dedicated to and essential in real time to the
performance of the mission of the weapons system in combat. A
combat weapons system is an instrument of combat, either offen-
sive or defensive, used to destroy, injure, or threaten the
enemy (Ref 17:3). The purpose of developing this definition
was to maintain in the system program offices the full respon--
sibility for the combat weapons systems in which computers are
subordinate elements, thus excluding them from the Congressional,
DOD, and Air Force directives governing general purpose ADP
equipment.

A contract is the basic method used by DOD to procure

equipment, supplies and services. Contract award and performance

9
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are controlled by the Armed Service Procurement Regulations
(ASPRs). The basic authority to procure equipment, supplies,
and services is contained principally in Title 10, United
States Code. DOD Directive 5000.1, "Major Systems Acquisition,"
is the primary weapon system acquisition policy directive. It
should be pointed out that although computer resources may be
absolutely critical to the overall operation of a weapon system,
it is not usually the primary part of the system. The computer
is only one of many dissimilar configuration items that make up
the major system. For management purposes, weapon system acqui-
sition programs are categorized as follows:

1. Major Program - $75 million RDTE, $300 million

production;

2. AF Designated Acquisition Program - $50 million

RDTEE, $200 million production;
3. Small Program - less than $50 million RDT&E, and
$200 million production (Ref 13:6).
The majority of all weapon system acquisitions fall into the
small category. The primary difference in the acquisition pro-
grams is in the level of review.

AFR 800-2, "Program Management,'" is the basic Air Force
document which interprets and implements DOD 5000.1 policies
(Ref 1:12). 1Initially, a Statement of Operational Need (SON)
is prepared which provides the basic justification to initiate
new systems acquisitions. AFR 57-1, '"General Operational
Requirements,'" defines the réquirements process. SONs are
submitted to HQUSAF/RD and validated by the HQUSAF Requirements

10




Review Group (RRG). RRG validation for a small program con-

stitutes HQUSAF approval of the SON, permits the Air Force to
commit resources, and directs the implementing command tusually
AFSC) to explore alternatives. AF designated or Major programs
require additional approvals at the Secretary Air Force and
Secretary Defense levels respectively (Ref 1:4).

Upon approval of the requirement, action is initiated to
enter the system into the DOD Planning Programming and Budgeting
System (PPBS). The PPBS is the means by which service needs are
communicated to Congress. A key output of the PPBS is the Five-
Year Defense Program (FYDP) which lists the current approved
program. The Congressional Appropriations Bill makes funds
available to proceed wifh a program. The majority of weapon

systems acquisitions, of which the computer resources are an

integral part, are funded under the 3600-RDT&E, 3010-Aircraft
Procurement, and the 3080-Other Procurement appropriations
(Ref 30:48).

The official USAF document used to provide direction is
the Program Management Directive (PMD). The PMD is issued to
a field product organization (usually ASD, ESD, SAMSO) which
assigns acquisition responsibility to a new or existing System
Program Office (SPO). The Air Force normally solicits offers

by issuing a Request for Proposal (RFP). The contractor's

response constitutes an offer, and the subsequent contract
award constitutes acceptance by the Air Force for contractor
development of the system. Air Force Regulation 70-15, “Source

Selection Policy and Procedures,' provides the methods used in




S TN TR

competitive procurements. A Source Selection Plan (SSP)

prepared by the SPO is submitted to the Source Selection
Advisory Council (SSAC). The SSAC, chaired by the Source
Selection Authority (SSA), evaluates the RFPs, approves the
SSP, selects the source, and announces the contract award.
Source Selection authority is normally delegated to the AFSC
Product Division.

The SPO is the official AF organization established to
acquire a system within cost, schedule, and performance cri-
teria established. The program manager is responsible for
all technical and business decisions relating to the system
acquisition. Usually within a SPO organization there exists:
1) Program Control office responsible for planning and finan-
cial matters; 2) Configuration Management office responsible
for formalizing system requirements into specifications and
controlling the system configuration; 3) Engineering division
which provides technical direction to the contractor and
assures compatibility of all system elements; 4) Procurement
organization responsible for procurement activities, and §5)
Production Management office responsible for production
activities.

All systems usually proceed through a five-step acqui-
sition life cycle. The Conceptual Phase entails the identifi-
cation and exploration of alternatives. The Validation Phase
is used to refine solutions through study and analysis, and

prototype testing and evaluation. The Full Scale Development

Phase is where the principle items of the system, including

12




support equipment, are designed and fabricated. The Production
Phase covers the period when systems are being built and fielded.
Finally, the Deployment Phase is that period when equipment is
provided to and used by operational units.

From initiation of the Conceptual Phase until completion
of Production, the system is managed in accordance with AFR 800-2
policies and procedures. Systems engineering is controlled by
AFR 800-3, "Engineering for Defense Systems," and MIL-STD 4994,
"Engineering Management,'" policies and procedures. Configuration
Management is conducted in accordance with MIL-STD 483, Config-
uration Management Practices for Systems, Equipment, Munitions
and Computer Programs, procedures which establish the '"baseline
management’ concept. Documentation of system development and
production specifications (Part I and Part II specifications)
is in accordance with MIL-STD 490, "Specifications Practices."
Technical reviews and audits are conducted periodically to
insure contractual compliance. These reviews and audit policies
and procedures are lineated in MIL-STD 1521, "Technical Reviews
and Audits for Systems, Equipment, and Computer Programs."
AFR 800-14, "Acquisition and Support Procedures for Computer
Resources in Systems," is a relatively new procedures document
which provides detailed information to the SPO on the acquisi-
tion of computer resources which may be embedded in the system
(Ref 1).

This has been a brief look at the process by which
weapon systems are normally acquired in the Air Force, with
specific attention to those elements which are directly related

13
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to computer resources. A relatively new DOD Directive, 5000.29,

""Management of‘Féhputer Resources in Major Defense System,"
(April 1976) hés given added top-level emphasis to the area of
embedded computer resources, but it is questionable whether it
was able to exert any impact on many of the major systems in
development prior to its publication. The rapid growth in

computer utilization in the weapon system area and the techno-

logical evolution accompanying that growth must be recognized
and dealt with at every management level. It is estimated that
in the very near future the resources involved will reach a
total of 40,000 compute;s and 110,000 computer programs in the

Air Force alone (Ref 22:55).

General Purpose Computer Resource Acquisition

General Purpose Computers are usually identified as those ]

which are off-the-shelf, commercially available, automatic data
processing components, regardless of use, size, quantity, or
price. They are designed to be applied to the solution or pro-
cessing of a variety of problems, not for specific application
(Ref 17:1).,

Air Force management of General Purpose Computer resources
are rooted in: 1) the Federal Legislation Public Law 89-306,
October 1965 (the Brooks Bill), which regulates the acquisition
of computer equipment, supplies, and services; 2) the Bureau of
the Budget Circular A-71, March 1965, which delineated respon-
sibilities for certain ADP acquisition functions to Government
Services Agency (GSA); and 3) the Federal Property Management

Regulations, and Federal Information Processing Standards

14




Publications (FIPS PUBS) (Ref 36:60). DOD Directive 5100.40,
“Responsibility for the Administration of the DOD Automatic Data
Processing Program,'" and DOD 4105.55, '"Selection and Acquisition
of Automatic Data Processing Resources,' are the primary general
purpose computer policy directives. Air Force Regulation 300-12,
"Procedures for Managing Automatic Data Processing Systems
Documentation, Development, Acquisition, and Implementation,"

is the basic Air Force document which interprets and implements
the DOD directives.

The Assistant Secretary of the Air Force for Financial

Management is designated as the senior ADP official. In accord-

ance with the 300 series AF Regulations, authority to manage the
Air Force ADP program is delegated to the Director of Data
Automation under the direction of the Comptroller of the Air

Force. Command ADP Program Single Managers exist at each of

the major commands and are responsible for management of all
the ADP programs within their organizations. The HQUSAF Data
Automation Panel is responsible for review and approval authority

for acquisition of general purpose computer equipment within

‘designated financial thresholds (Ref 4).

Under this management structure, requests for new ADP
resources are submitted in the form of a Data Automation Require-
ment (DAR) to the designated approval authority (depending on
the financial threshold). Upon approval of the requirement, a
Data Project Directive (DPD) is issued to the developing or
acquisition agency, which, in turn, prepares a Data Project

Plan (DPP). The DPD grants approval, assigns responsibilities,
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and authorizes resource expenditures. The DPP describes

actions to be taken by the development agency to achieve
project performance, schedule, and cost objectives.

Budgeting and funding of the Air Force ADP Program are
accomplished through the ADP Management Information System
(ADPMIS) (RCS:DD-COMP(AR)996), which tracks progression from
early functional requirement identification through Air Staff
validation and entry into the Five-Year Defense Program (FYDP).
Major cost incurrences are in the 3080 (Other Procurement) and
3400 (Operations and Maintenance Appropriations).

Most general purpose systems cannot be procured without
prior approval of the GSA. An Agency Procurement Request (APR)
is submitted to GSA, which can conduct the procurement or issue
a Delegation of Procurement Authority (DPA) to the Air Force.
AFR 70-15 source selection policies are applicable to the
acquisition of general purpose computers.

The general purpose acquisition management philosophy,
as presented in AFR 300-12, does include a five-phase life cycle
development scheme, specific documentation standards, and an
established sequence of reviews and audits. However, much of
the terminology in this system does not match that in the
embedded computer acquisition scheme and, of particular concern,
is the entirely different documentation method. General purpose
systems are documented in accordance with DOD Standard 7935.15,
"Automated Data Systems Documentation Standards."

The "300 Series" man;gement structure in its present
form puts the ADP management body in the simultaneous positions

16




of advocate and adversary. That is, they are charged with
holding down costs, scoping functional requirements, and en-
forcing utilization policy while, at the same time, being
responsible for approval, acquisition, and implementation of

general purpose computer systems in the Air Force.

Software Cost Estimation

As indicated by the Deputy Assistance Secretary of
Defense for Material Acquisition in the October 1975 Defense

Management Journal:

The most critical issue facing DOD is the increasing
use of and dependence on software in weapons systems
without the proven management and production methods
necessary to control its direct and indirect costs.
Life cycle costing must be fully applied. The primary
objective is to make top-level DOD management aware of
the impact of software on the costs of weapon systems
[Ref 19:1].

The 1975 DOD Weapon System Software Acquisition and
Management Study conducted by Mitre Corporation concluded that:

Meaningful cost information was not generally avail-
able, This was apparently due to lack of common defini-
tions for the components of software costs, to regulations
not requiring software to be broken out and maintained
separately from hardware, and to a lack of detailed
historical cost records. It was also noted that cost
information was rarely correlated with technical infor-
mation for management purposes. Future efforts to
determine the cost of software in weapon systems should
include (start with) the development of a management
cost model and agreement on its content [Ref 26:6].

The DOD Software Study concluded that:

Formal definition, reporting, collection, analysis and
feedback of software cost information would improve
managements visibility of software. It would provide
information in the future so that major areas could be
identified where DOD software costs are occurring and
thus identify areas for possible improvements in cost
and performance [Ref 26:7],
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Many software acquisitions have experienced cost and
schedule overruns leading to unanticipated cost growth. These
experiences have highlighted the need to improve methods of
software cost estimation. Software cost estimation is essen-
tial to budgeting, allocation of resources, and control of
expenditures throughout the life cycle of a system. Accurate
predictions of software costs are required in order to make
practical and realistic tradeoffs between system capabilities
and life cycle costs.

The central problem is that software estimation is
difficult and extremely error prone. One of the most grievous
problems with software cost estimates is that it is often
difficult to determine until very late in the development pro-
cess just how wrong they are. Two of the fundamental reasons
for poor software cost estimates are:

1. the high risk and uncertainty involved in software

developments

2. The lack of a quantitative data base of cost measure-

ments on which to base cost estimates

Cost estimates may be prepared at any point in the
acquisition cycle, but it is important to have estimates at the
program decision point (between the Conceptual and Validation
Phases), at the ratification decision point (between Validation
and Full-Scale Development Phases), and at the production decision
point (between Full-Scale Development and Production Phases).

Because of the difficulty of accurately estimating software

development costs, especially at points in the acquisition life

18
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cycle where adequate technical information is not yet available,

an iterative cost estimation process is the only way to obtain
reasonably valid cost estimates.

A number of cost estimating techniques are used within
the software industry. They are often referred to by different
names and are sometimes used in combination. The most promising
technique is parametric modeling. The parametric technique
involves the identification of cost variables and quantification
of their relationship to cost. Any new cost estimate can be
made by estimating values for the cost variables and then com-
puting the cost using the equations which express the cost
estimating relationships. Empirical data is used as an objec-
tive reference. Information used in the estimation process
normally includes: 1) allocation of requirements to software
modules; 2) estimates of number of object instructions per
module; 3) complexity and technological risk; 4) computer of
choice; 5) higher order language of choice; 6) type of software
to be developed; 7) technical experience of the developer; 8)
length of development time; 9) performance record in number of
instructions and development man-months; and 10) management
factors to do with productivity rates, error rates, and avail-
ability of computer time (Ref 10).

Two recent theses in the Department of Systems Management
(Devenny, T.J., GSM76S and Schneider, GSM-77S) both addressed
the problem of Air Force software cost estimation. One thesis
concentrated on efforts in éhe command and control software area
through an analysis of activities at the Systems Command
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Electronic Systems Division (ESD) The other thesis addressed
Avionics software cost estimation activities at the Aeronautical
Systems Division (ASD). Both of the theses in question made
recommendations regarding the adoption of a "common' software
cost estimation technique. Both theses also made recommenda-
tions regarding further study of a promising new software cost
estimation system known as the RCA PRICE-S model. Neither
thesis had sufficient time nor adequate cost data to validate
the model sufficiently to make recommendations regarding its

adoption as a standard cost estimation methodology.

Research Effort

Objectives. Questions to be considered in conducting
this research were the following:

1. Are there differences in ;oftware development costs
other than inherent complexities éf machine and language depen-
dencies which would negate the possibility of adopting a standard
for software cost estimation?

2. Does a specific software cost estimation model such
as the RCA PRICE-S model have universal applicability for Air
Force embedded, command and control, and management data systems,
and could the single model gain acceptance as a standard for
cost estimation and reporting purposes?

Scope. While there are a number of software cost esti-
mation techniques available and in use today, this study
restricted attention to RCA PRICE-S, one of the more promising

automated systems presently in use by government and industry.
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Data gathering was limited to the Aeronautical Systems
Division (ASD), Electronic Systems Division (ESD), and the Air
Force Data Systems Design Center (AFDSDC), which are the three
organizations responsible for the major portion of Air Force
software development and acquisition. Data gathering was
limited to a cross-section of past programs (for which cost
information is available) in the three major areas of embedded,
command and control, and management data systems.

Methodology. Data collection for this research was

divided into three phases. First, a general literature review
on current software cost estimating state-of-the-art techniques
was conducted. This phase provided the researcher with the
necessary background and information for evaluating the specific
methodology to be examined.

Second, information on the cost estimating system
utilized in the analysis was gathered. This phase was necessary
to familiarize the researcher with the requirements for opera-
tion of the systems.

Finally, the researcher gathered historical data on
previous Air Force software development projects. Data was
gathered through personal interviews with personnel at the
major development centers.

Data Analysis. Historical data from past development

efforts were collected based on the cost estimating requirements
identified in the PRICE-S system along with data on the actual
system costs. The historicél data were utilized as input data
to the cost estimating systems in question. Comparisons of the
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system generated cost estimates with the actual historical

costs was conducted. Analysis was conducted to compare the

outputs of the test system to actual historical cost to deter-

mine if the predictions generate statistically significant
differences in software development costs.

The purpose of this chapter was to provide a basic
understanding of the computer resource acquisition process and
define the scope of this research effort. The following chapter

will expand on the basic acquisition process and include a gen-

eral discussion of the software development management process.
An understanding of these two processes is essential for anyone

involved in estimating the cost of developing computer software.
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II. Background

The history of the software industry has been marked
by cost overruns, late deliveries, poor reliability, and
user dissatisfaction. While these problems are not unique
to computing, the record seems to indicate that software
developers as a group are less successful in meeting quality,
cost, and schedule objectives that their hardware counter-
parts.

Recent advances in the state-of-the-art in computer
software development techniques hold some promise for reduc-
ing Air Force expenditures. Some of these techniques,
referred to as modern programming practices, are now being
applied by various DOD and industrial software developers.
Some of these practices include project planning and organi-
zation techniques, design methodologies, coding and testing
practices, use of programming support tools, documentation
standards, configuration management and change control tech-
niques, and the procedures and guidelines necessary to employ
these practices in a disciplined manner. The Air Force is
encouraging contractors, as well as its own development
organizations, to employ beneficial practices in developing
software. Those practices found to be effective in reducing
costs are being standardized into specifications and guide-

lines.
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Software Management

In general, two types of acquisitions involving software
have been distinguished to which two basic series of regula-
tions can apply: 1) ADP procurement, management, and develop-
ment regulared by the AFR 300 series; and 2) acquisition of
major systems, including embedded computer resources, regulated

by the AFR 800 series. The two series are not mutually exclu- J

sive. The Air Force ADP Program Single Manager established

by AFR 300-2 is responsible for providing ADP technical and
managerial expertise to AFR 800 series acquisition programs
through HQ USAF coordination. Also for 800 series programs,
several specific regulations in the 300 series can be employed.
Figure 1 (Ref 3:19) illustrates the major relationships between
the two series.

Embedded Systems. One of the major features associated

with software development is the notion of a life cycle con-
cept as previously discussed. This life cycle concept views
the software as going through a series of phases. Depicted
in Figure 2 (Ref 24:6.50) is a typical software development
and configuration management approach which conforms to the
general policies and guidelines established by the DOD for
embedded computer systems. The key concept in configuration
management is the "baseline' which is established by customer
review and acceptance of a baseline specification document.
Baselines are so called because they are the bases, or refer-
ence points, for subsequent Hevelopment and control. The

configuration management approach pictured in Figure 2 and
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Fig 2. Embedded Software Life
Cycle Management Model [24:6.50]
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briefly summarized in Figure 3 (Ref 1: 9) includes the life
cycle phases, the baselines, the baseline specifications and
documents, the computer program hierarchy, and the management
control vehicles.

The Conceptual Phase of the software life cycle is
initiated by an analysis of mission requirements through a
definition of operational concepts, environments, and con-
straints. System feasibility studies are normally conducted
to formulate the basic system requirements and determine
technological and economic feasibility. Systems Engineering
efforts during this phase include the allocation of functions
between man and machine, and the determination of computer
performance characteristics. Overall system performance and
testing requirements are defined and major system elements
and interfaces are established. The major output of the
Conceptual Phase is the System Specification document.
Acceptance of the System Specification by the customer during
the System Requirements Review (SRR) signifies the establish-
ment of the Functional Baseline (Ref 31:2-10).

The Definition (Validation) Phase is started by defining
the interface requirements between the operational functions
and includes an initial allocation of performance require-
ments by segment, the development of a schedule, and the
establishment of control techniques. The tasks to be per-
formed by the individual software programs are defined at
this time, as well as the ﬁanual tasks and procedures required

for operation of the equipment and the automated tasks to be
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System
Acquisition
Life Cycle Phase

Primary Software Product Do:umenn“

Document Type

Time
of Issue

Originator

Coverning
RSS

CONCEPTUAI PHASE

Purpose: To define
overall mission and
system requirements.

Preliminary System
Spec (or Preliminary
System Segmeat Spec)

At SRR

Program Office
or conceptual
phase
contractor

MIL-STD-490,
MIL-STD-483,
and appropriate
DiDs.

VALIDATION PHRASE 1. Final System Spec At SDR Validation MIL-STD-490,
. {or Final System hase MIL-STD-483,
Burpese: To validate Segment S;cc) zontrac!or and appropriate
system concepts and DIDs
establish the functionatl 2, Preliminary CPCI ‘
requirements for major Development Specs
end iterns of the system.
FULL-SCALE 1. Final CPC1 At PDR Software MIL-STD-490,
ENGINEERING Development Specs development MIL-STD-4383,
DEVELOPMENT PHASE 2. Preliminary CPCI contractor :)ngappropriate
Purpose: To design, Code-To Product iDs.
build, and test system Specs
end items; to integrate
end items into 3 come
plete system; and to
test system under as Final CPC! Code-To At CDR Software MIL-STD-490,
nearly operational con- Product Specs development MIL-STD-48),
ditions as possible. contractor and appropriate
DIDs.
CPCL As-Coded At PCA Software MIL-STD-490,
Product Specs development MIL-STD-433,
. contractor and appropriate
DIDs.
4. User Manual At Product |} Soitware or Appropriate
Baseline hardware devel-} DiDs.

2. Positional
Handbooks

3. Computer Program-
ming Manual

opment contrac~
to: or system
integration con -
tractor, as
appropriate

PRODUCTION/
DEPLOYMENT AND
OPERATION/
MAINTENANCE PHASES

Purpose: Tofield system

tooperational sites and in-
stall andtastthem, thento
operate and maintainthemd

Fig 3.

Embedded Software Life Cycle Management
Summary [Ref 1:9]
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Fig 3, continued

System
Acquisition
Life Cycle Phase

Software
Development Tasks

Reviews and Audits

Baselines

CONCEPTUALl FHASE

Purpose: To define
overall mission and
system requirements.

Preliminary statement
of software require-
ments, if available,

{. Systern Regu:rements
Review (SRR)”?

2. DSARC !
(Program Decision)

Functional Baseline
(configuration con-
trol of Preliminary
System Spcc or Pre-
liminary System
Segment Spec)

VALIDATION PHASE
Purpese: To validate

system coacepts and
establish the functional
requirements for majcr
end items of the system.

Major system charac-
teristics are refined
through studies, sys-
tem engincering, and
preliminary equipment
and computer program
development, test,
and evaluation.

{. System Design
Review (SDR)

DSARC I
{Ratification
Decision)

~N
.

Allocated Baseline

(configuration cone

trol of System Spec
or System Scgmeant

Spec and usually of
CPCIl Development

Specs)

FULL-SCALE
ENGINEERING
DEVELOPMENT FHASE

Purpose: To desiga,
build, and test system
end items; to integrate
end items into a come
plete system; arnd to
test system under as
necarly operational con-
citions as poswsible.

1. Preliminary Design,
Defiaition of tae CPCls
in terms of functicns,
external and internal
interfaces, storage
allocation, opevating
sequences, and data
base design.

2. Detailed D-sien,
Definition of CFCL
structure, interface
logic, and dai:. base to
point where coding can
begin.

3. Codingand Unit Test,
Routines and data files
are coded, dunugged
{will compile), and
checked out {will pro-
duce correct results
from predefined inputs).

4. Integrationand Test

a. CPC( Tests. CPCls
are tested together in
increasingly larger
combinations until all
CPCls developedby the
same contractor are
functioning together
correctly.

b, Iategrated Svstem
Zesing. ALl CPClsand
FardwareClsofthe sys-
temnaretestedtogcther
to verify thatthe system

mcetsthe requirements
ofthe system spec.

Preliminary Design
Review (PDR)

Critical Design Review
(CDR;

Test Readiness Review
{TRR, a contractor
interanal review)

-
.

Functionat Configura-
tion Audit (FCA)

Physical Configura-
tion Audit (PCA)

o~
.

4. Same as preceding
(FCA, PCA), as
required

2. Formal Qualification
Review (FQR)

3, DSARC 111
(Product Decision)

Prelimiaary Producy
Baseline (configura-
tion control of Sys-
tem Spec or System
Segment Spac, of
CPC! and Cl Level-
opment and Product
Specs, and of CPCls
and Cls themselves)

Product Baseline
(configuration con-
trol of same items
as for Preliminary
Product Baseline,
but updated)

PRODUCTION/
DEPLOYMENT AND
OPEZRATION/
MAINTENANCE PHASES

Purpose: Tofield system
to oparational sites and in-
stall andtast them, thento
operateand maintainthemd

Installation, mainte~
nance, and modifica-
tion, as required.

None (usually con-
tinuing configuration
conirol of specs and
products)
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performed by the computer. General requirements for the
design, development, test, and validation of the software
are specified during this phase. The Allocated Baseline

is established through customer acceptance of the software
Development Specification at the System Design Review (SDR)
(Ref 31:2-13).

A major element of the Development Phase of the life
cycle is the allocation of inputs, outputs, and functions to
various system elements, the segmentation of programming
tasks into specific packages and the development of a function-
al flow. A Preliminary Design Review (PDR) is conducted early
in the phase in order to confirm the design integrity of the
proposed system. Charts, diagrams and descriptions are pre-
pared for each software item in sufficient detail for
eventual coding. At this point, a Critical Design Review
(CDR) is conducted for the purpose of insuring that the
Product Specification, containing the actual design, meets
the development requirements. Following the CDR, the actual
coding of the computer programs occurs. Developmental testing
by the individual programmers occurs concurrently with the
coding activities. Functional and Physical Configuration
Audits (FCA, PCA) and Formal Qualification Review (FQR) are
conducted on each software program to insure acceptance of
the software and documentation. Finally, system and opera-
tional tests of the entire hardware and software system are
conducted to insure that performance and design requirements

contained in the specifications are met (Ref 31:2-16).

30

PIFTINCIRCREY. © TP AP WOV

o - 2w T o DA




The Operational Phase involves turnover of programs
and documentation to the operational user for subsequent
operation, maintenance, and refinement.

Because the actual software program itself is invisible
to the user, the development of an adequate documentational
representation is essential. The baseline documents are
normally deliverable items to the customer. The first major
document is the System Specification which details the mission
requirements of the system, allocated functional requirements
to the individual configuration items (programs), and defines
the configuration item interfaces required. The Development
Specifications, which establishes the A110cate§ Baseline,
describes in detail all of the requirements necessary to design
and test the individual programs. The Product Specification,
another of the major documents in the series, establishes the
Product Baseline. This document is the technical description
of the program and will include an actual listing of program
code. Other documents in the series include Test Plans,
Operator's Manuals, and Program Maintenance Manuals (Ref 31:4-6).

A series of progressively more detailed reviews and
audits are scheduled at various decision points in the life
cycle to allow the program manager to assess progress and
establish new baselines for each of the individual software
programs. The System Requirements Review (SRR) is the
first in the series, and its purpose is to review the System
Specification in order to determine if the preliminary

requirements allocation satisfied mission requirements. The
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System Design Review (SDR) is conducted to insure that the

allocated functional requirements in the preliminary Design

Specification fulfill the System Specification Requirements.

A Preliminary Design Review (PDR) is usually conducted for
each program to evaluate the basic design approach for com-
pleteness, adequacy, and compatability with the allocated
requirements in the Development Specification. The last in
the systems engineering oriented reviews is the CDR (Critical
Design Review). The CDR is conducted prior to actual coding
to insure that the detailed design solution in the Product
Specification meets the performance requirements contained in
the Development Specification. Finally, the Functional Con-
figuration Audit (FCA) is conducted to insure that actual
program performance is in compliance with the Development
Specification; the Physical Configuration Audit (PCA) verifies
that the final program is as described in the Product Specifi-
cation; and the Formal Qualification Review denotes contractual
acceptance of the program by the customer (Ref 31:8-5).

The configuration management system depicted here

has evolved over time, largely as a response to increased

demand for improved software development techniques. It has
also been suggested that cost predictions cannot be fulfilled
unless the mechanism for management control is satisfied in
advance. The major emphasis of the system is to produce
accurate software documentation which becomes the instrument

by which management controls the project. Technical reviews

are conducted against predetermined criteria for the purpose
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of establishing necessary baselines. Configuration manage-
ment controls and procedures are applied to assure that
changes are implemented and tested properly. The system
provides a data reporting and control system to assure that
all software configuration data are analyzed, reported, and
available when needed (Ref 35:2).

General purpose. Unlike embedded computer software

which is normally developed by contractor personnel (as part
of a larger weapon system) under the guidance and direction
of DOD program management persounel, general purpose systems
are usually management information oriented systems and are
developed by the various Air Force agencies involved (e.g.,
Personnel, Accounting and Finance). The software project
management concept shown in Figure 4 (Ref 5:2-2a), which is
analogous to that of the embedded system, has been developed
for general purpose software. The concepts of life cycle
phases, documented baselines, and decision points keyed to
specified management reviews are carried through this system
almost intact. Effective software project management is
still the key to development success.

The first step in the acquisition of an ADP capability
to fulfill a mission or operational requirement is a user
analysis of need, identification of alternatives, and docu-
mentation of requirements. This conceptual requirements
document is known as the Data Automation Requirement (DAR).
The system development proc;ss is initiated by a Conceptual

Phase during which the user determination of mission
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requirements and system requirements is completed. The

Definition Phase encompasses the develrpment of the functional
requirements of the major software and hardware elements of
the system. During the Development Phase, the preliminary
analysis and design, detailed analysis and design, develop-
ment (coding, debugging, and checkout), and testing of system
elements is accomplished. The Integration Phase includes
installation, integration and testing of system elements in
the operational environment. Operation, maintenance and
product improvement are the major activities in the Operational
Phase of the life cycle (Ref 5:2-2).

The characteristics of an evolving system and its con-
figuration items are defined and documented in increasing
detail at logical transition points or baselines in a manner
similar to that of the embedded computer software. The
Functional Baseline marks the end of the Conceptual Phase and
is established by a Functional Description (FD) document. The
Allocated Baseline established by the System Specification (SS)
marks the end of the Definition Phase. The Product Baseline
defines the end of the Development Phase and is established
by user acceptance of the Program Specification (PS).

The documentation scheme for the general purpose systems
is again similar to the embedded systems. The Functional
Description (FD) is a document which states the mission
requirements for a system, allocates requirements to function-
al areas for configuration ;tems and defines the interfaces

between or among the configuration items. The System
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Specification (SS) is a technical document that governs the
development and testing of a computer program. The SS de-
fines performance, interface, and other technical requirements
in sufficient detail to permit design, coding, and evaluation.
The Program Specification (PS) is the document which defines
the characteristics of the computer program in sufficient
detail to permit coding. The final version of the PS is
utilized in performing program maintenance and modification.
Additional test and evaluation, data base, and operational
support documents are developed to assist in the configuration
management activities.

Again, a series of reviews and audits are scheduled at
meaningful points during the development cycle to assess
progress and establish configuration identifications. The
specific number, content, and conduct of the reviews and
audits are normally included in the governing documentation
and established by agreement between the user and the develop-
ment agency. The reviews and audits are divided into two
basic types, those which are primarily system engineering
oriented, and those which are configuration management oriented.
The System Requirements Review (SRR), which is the first of
the engineering oriented reviews, is conducted to review the
users requirements and determine details for the development
of an FD. A System Design Review (SDR) is conducted to insure
the adequacy of the FD in satisfying mission requirements
and to evaluate the SS for iechnical understanding of require-
ments. The Preliminary Design Review (PDR) is a technical
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evaluation of the basic design approach for the computer
program. Finally, a Critical Design Review (CDR) is con-
ducted to insure that the detailed design solution reflected
in the PS satisfies the performance requirements established
in the SS. The Functional Configuration Audit (FCA), Physi-
cal Configuration Audit (PCA), and the Formal Qualification
Review (FQR) are configuration management oriented activities
conducted to verify that actual performance i% in compliance
with the SS, and that the coded version of the program con-
forms to the technical documentation description (PS) (Ref 5:5-1).

The software project management techniques portrayed
here, both for the embedded as well as the general purpose
computer software, describe the activities encompassing the
planning, control, engineering, and supervision involved in
producing an end product--an operational computer program.
The approaches to the management of a project depicted here
facilitate the orderly analysis, assimilation, and resolution
to the problems of complex development efforts. The concepts
and principles of project development herein are the key
elements in evolving an adequate software cost estimation
methodology. Each phase has structured inputs and outputs
which can be evaluated to determine cost elements. The phases
provide guidelines for managing the development process and
uniform output so that quantitative measures of results can
be obtained.

Software Cost Estimating Factors

As previously pointed out, the cost of developing software
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is rising rapidly and will soon become the most expensive
element in any computer project. Because of this, more
emphasis within DOD is being placed on estimating the cost
of software. As a result of this emphasis, many studies
have been conducted addressing the software cost estimation
area. One recent study concluded that:

The objective of software cost estimation is to
determine what the costs of software will be. A good
cost estimate must also show when and how the costs
will be incurred. Such information not only provides
justification for a cost estimate, but is also essen-
tial to budgeting, allocation of resources, and control
of software expenditures throughout the life cycle of a
system. . . . Many software acquisitions have experi-
enced cost and schedule overruns which have led to
unanticipated cost growth for the software and for the
overall system. These experiences have highlighted
the need to improve our methods of software cost
estimation [Ref 10:5].

The same study also concluded:

There is only one real problem with software cost
estimation: overruns. Unexpected costs due to poor
cost estimation are harder to accept than planned
costs. On the basis of a cost estimate too many de-
cisions are made which cannot be undone when the cost
estimate is proven wrong. One of the most grievous
problems with software cost estimates is that it is
often difficult to determine, until very late in the
development process, just how wrong they are [Ref 10:9].

Software cost estimation is best accomplished through
an iterative process. As the program advances in time and
detail (i.e., system requirements are defined, alternatives
are studied and a feasible approach is developed), additional
and more definitive information becomes available which can
be utilized in obtaining realistic cost estimates. The

process of estimating software development resource and

time requirements is a complex task requiring in-depth
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knowledge of each program. Cost estimates may be prepared
at any point in the acquisition cycle, but it is important
to have an estimate at the major decision points:

1) Program Decision (between Conceptual and Validation

Phases)
2) Ratification Decision (between Validation and Full-
Scale Development Phases)

3) Production Decision (between Full-Scale Development

and Production Phases)

Many studies and analyses have been conducted in an
effort to determine what factors impact software development
schedules and costs. The following is a brief summary of
some of the major factors thought to impact the software
development process, including both cost and schedule. The
complexity of the software being developed is one of the most
important factors effecting cost and schedule. Complexity
has a direct correlation to programmer productivity (measured
in output per unit of time). Programmer productivity varies
significantly with the type of development job. Because the
relationship betweén programmer productivity and complexity
varies due to the creative nature of the task, the attributes
of the software problem, unique individual differences, and
the variability of terms in ﬁeasuring output, the measurement
remains largely a subjective assessment. Basically, the
derivation of a software complexity index involves the deter-

mination of the applications characteristics. Some complex

applications may involve innovative or high risk technology (Ref 21:36).
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One recent study concluded that: T

1) embedded system productivity rates for avionics
software were lower for onboard flight programs than for
automatic test equipment or related simulators;

2) command and control software could expect a 40
percent decrease in normal productivity because of the com-
plexity in programming real-time requirements;

3) business applications show the highest levels of
productivity;

4) scientific applications should use lower productivity
rates because of the use of complex computational algorithms

(Ref 25).

Another important factor effecting the cost of soft-
ware is the size of the development effort. Estimating the
size of software programs has proven the greatest source of
error in analyses to project resource requirements of soft-
ware development. Use has been made of both object instruc-

tions (output of the compiler) and source instructions (output

of the programmer) for measurement of program size. Estimates

are generally given in object instructions. The rapid expansion

in the use of High Order Languages (HOL) has complicated efforts

in developing adequate cost relationships for software size.

The estimated number of instructions used may include software :
that must be developed but not delivered (especially true for

embedded systems support software). It is commonly accepted

that the size of the software, however measured, is related

linearly to cost (Ref 25:39).
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The types of requirements specified for the system can
impact the allocation of resources to the development project.
The completeness, complexity, and compatibility of performance
requirements will have a direct effect on development costs
and schedules. Special display equipment, real-time opera- N
tions with critical response times CPU memory size and time
constraints, and concurrent development of software and hard-
ware components have all been shown to reduce productivity.
The quality of performance requirements specifications can
impact the development process. Too little detail allows
for ambiguities in interpretation, while highly detailed per-
formance requirements will invariably include some specifica-
tion of design ultimately limiting development alternatives.

Documentation requirements for a system acquisition
can be very costly. The cost of documentation can include
not only that relating to the specific design approach, but
also that relating to configuration management, program
control, and technical progress documentation. A recent
Government/Industry Software Sizing and Costing Workshop
indicated that documentation costs approximately 10 percent
of the total software development or $35-$100 per page,
depending upon the amount and complexity of the analysis 35
required in document production (Ref 2). !

Software quality attributes, which relate to the products i
required capabilities and pgrformance characteristics, can have: ]
a direct effect on project éost and schedule. Quality attri-

butes such as maintainability and reliability are normally
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specified for embedded systems in terms of performance
requirements., Conflicting attributes such as modularity

4 and efficiency can cause a requirement for less than optimum
design decisions. While the effect of quality requirements
may be an increase in development costs, they may ultimately
lower the cost of maintenance and support activities. These

types of quality requirements have proven difficult to

~

quantify in the current state of software technology (Ref 25:42).
The software development schedule, or total amount of
calendar time allocated to the project, has a significant
s impact on costs. Generally, the development échedule is a
fixed constant. Because the development tasks are largely
[ sequential in nature, they cannot arbitrarily be compressed
or reorganized within the allocated schedule. Therefore, the
number and sequence of tasks to be performed in a given time
period will indicate the manpower required. There appears to
be a definite relationship between program size and development
time. Management cannot diminish the development time of a
system without increasing the difficulty. An optimum man-
loading appcars to exist, loading above or below which will
negatively impact costs and schedules. The manner of allo-
cation to specific activities is also important. Too little
time and effort spent in analysis and design will have

' enormous impact on eventual costs to correct design deficien-

cies. As development progresses, it becomes more and more
costly to resolve design errors.
Software development projects do not always involve the
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generation of an entirely new code but utilize some portion
of the existing code which must be transferred or retrofitted.
Costing software retrofits must include analysis of the
existing system, decomposition of the retrofit requirements
and estimation of the costs of modifying the existing programs
to interface with new software. Transferring an operational
software system to new equipment can also require detailed
analysis of the software in light of equipment operational
differences.

Software development requires personnel who possess
both analytical as well as creative skills in solving complex
problems. Cost estimation usually involves the derivation of
a productivity figure per manpower unit for a person with an
average skill level. The costs added to a late project by
adding additional manpower may be more than those incurred by
the additional manpower cost. There may also be further
costs resulting from the additional training and coordination
required. Some development projects have shown that the in-
creased complexity in the development process caused by
additional manpower have caused the project to fall further
behind schedule. As much as 20 percent of any manpower
requirement for a particular project may be utilized in sup-
port activities not directly related to the production of
code. Recent studies have shown variations in productivity
rates for experienced programmers of 10 to 1. The use of
application-suitable HOLs c;n have an impact on productivity

averages. Programmer productivity increases by as much as
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a factor of five have been experienced with the use of a
HOL (Ref 27:46).

The vast majority of software cost estimates are derived
from the basic sizing parameter of estimated number of in-
structions, derived using historical experience or engineer-
ing judgment and then applying various other factors to this
parameter to determine cost. Variations of this approach go
from simple '"rules of thumb" to complex mathematical models.
It is not surprising that the factors that affect software
costs are complex and their quantification difficult. In
order to arrive at an accurate cost estimate, it is necessary

to take some or all of these factors into consideration.

RCA PRICE Software Model

A number of cost estimating techniques are used within
the software industry today. One of the largest and fastest
growing techniques being used is parametric modeling.

The parametric models for estimating the cost of software
development consist of an equation, or group of equations,
which express a quantifiable relationship of a software
project's cost to a number of cost variables. Derivation

of the relationship of the cost to the variables is dependent
upon analysis of historical and project variables. Based
upon the quantified cost/cost variable relationships, new
system estimates can be made by estimating the cost vari-
ables for the new system and inserting these values into the
parametric model. The major advantages“of parametric models
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is tnat they are often computerized and require little or no
software development experience for the user.

The RCA PRICE S (Programmed Review of Information for
Costing and Evaluation) software model is one of the most
promising of the parametric cost estimation models being
used today. A number of the major U.S. corporations and DOD
agencies involved in software development are presently using
the model with good success. The model includes capabilities
for calculating estimates for all programming applications
including management data systems, command, control and
communications, and embedded avionics. PRICE S provides for:
interactive operational capability; an efficient problem
description methodology using a small set of input factors;
an internal self-checking mechanism for input data consistency;
and a flexible feature allowing the user to tailor the model
to organizational operating methods. The following PRICE S
system description is extracted from course materials pro-
vided to the researcher during attendance at the RCA PRICE S
training session conducted at Cherry Hill, New Jersey,

25-28 June 1979 (Ref 32).

Overview. System peripheral hardware configurations,
system processor utilization factors, reliability requirements,
economic factors and programming resource characteristics are
incorporated as model inputs (Figure 5). The model provides
standard cost and schedule estimates (Figure 6), as well as
sensitivity analysis capabiiities (Figure 7). Estimates are
based on project size, type, complexity, and can incorporate
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scheduling constraints when necessary. Cost summaries and re-
source expenditure profiles (Figures 8 and 9) are provided for
each of the three major life cycle phases (Design, Implemen-
tation, Testing) for each of five cost categories (System
Engineering, Programming, Configuration Control, Documenta-
tion, Program Management) (Figure 10). 1In cases where a user
specified schedule is input, the system will compare this data
with a typical industry schedule and provide appropriate cost
adjustments for acceleration or stretch-out (Figure 11).

The PRICE-S system has three modes of operation: the
Normal mode, the ECIRP mode, and the Design-to-Cost mode.
The Normal mode is used to calculate costs directly from user
inputs. The ECIRP mode allows the calculation of PRICE-S
empirical factors from historical data by running the model
essentially in reverse. If specific project data are input,
the Design-to-Cost mode will allow the user to investigate
the scope of possible alternative programs. The PRICE-S
system involves, then, the evaluation of new requirements
based on historical information through a few variables which
can be adjusted for technological, economic, and organizational
differences.

System Parameters. Tﬁ% PRICE-S system has been designed

so that it can be operated with a small number of variable in-

put parameters. The following discussion provides a descrip-

tion of the key variables of the model (Ref 32:Part IV, 1-50).
Application (APPL) i; a single variable which, in effect,

provides a measure of the program instruction mix. APPL
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[6]9)] - Scftware Model Filename:
U Input Worksheet
P nee Page __ of
1

Title
Application
Date Optional

INST APPL RESO FUNCT STRU LEVEL INTEG
Dascriptors
Mi MOAT MONL MAREA MINT MMAT MSTR MOPR MAPP APPLS

ix .

DOAT Dle. OREA OINT DMAT OSTR OOPR DAPP
New Design
Mew Code COAT CONL CREA CINT CMAT csta COPA cAre
Davice TOAT TONL TREA TINT
Typas

QDAT QONL QREA QINT
Quantity
Scheduie erLx DSTART DEND ISTART IEND TSTART TEND i
‘Data
Supplementary YEAR €sC TECIMP MULT nrEm uTIL TARCST
Information
Notes:
se e G

Fig 5. PRICE-S Model Input Form (Ref 32)
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«== PRICE SOFTWARE MODEL ~==-
DATE 11710777 7TimMg 08:4)1:23

MOBILE RaDaR SAMPLE CASE
: INPUY DATA
FILENAME: CLASS . DATED: 07722777
DESCRIPTORS
INSTRUCTIONS 36000 APPLICATION 0.0 RESOQURCE 3.500
FUNCTIONS 0 STRUCTURE g.0 LEVEL 2.600
APPLICATION CATEGORIES NEW DEVELOPMENT SYSTEM CONFIGURATIDN
MIX DESIGN €ooE TYPES QUANTITY
DATA S/R 0.0 1.00 1.00 0 . 0
ONLINE canM . 0.08 1.00 1.00 1 1
REALTIME Ci&C 3.08 1.00 1.08 H e
INTERACTIVE 0.23 1.00 1.00 1 : 2
MATHEMATICAL 0.28 0.50 0.70 LA L bbb
STRING MaNiP 0.2¢ 1.00 1.00 LA L LA
OPR SYSTENS 0.07 l.00 1.00 LY . wus
SCHEDULE
CoOMPLEXITY 1.250
DESIGN START SEP 77 INPL START 0 Tl START U}
DESIGN END 0 IneL Eno 0 T&1 END 0
SUPPLEMENTAL INFORMATION
YEAR 1977 ESCALATION 0.0 TECH 1np 1.00
MULTIPLIER 1.000 PLATFORM 1.6 UTILIZATION 0.80
PROGRAM COSTS
COST ELEMENTS . DESIGN IMPL Tes1 TOTAL
SYSTEMS ENGINEERING 309. 14. 2SS, 578.
PROGRAMMING 40. é5. 106, clo.
CONFIGURATION CONTROL 71. 19. 158, 248,
DOCUMENTATION 52, 6. 3. 121.
PROGRAM MANAGEMENT 29. 6. 31. 66.
TOTAL . 501. 110. 612. . 1223,
ADDITIONAL DATA
DESCRIPTORS
INSTRUCTIONS = 36000 APPLICATION 5.299 RESOURCE 3.500
FUNCTIONS «00 STRUCTURE “.951 LEVEL ©2.400
}
! SCHEDULE
COMPLEXITY 1.25¢
DESIGN STaART SEP 77 IMPL START JAN 78 TS START MAY 78
DESIGN END JUL 78 IMPL END NOV 73 T4l END JuiL 79

i SCHEDULE GRAPH

SEP 27 JutL 79
U NNUNANERNNY DESIGN NUvIUNNENEDSY

SRSUNNYNERYY IMPLEMENT LA X LRI R Y Y]
RPsnvunsnnensune TEST ¢ INTEGRATE wewssunconannnng

Fig 6. PRICE-S Model Output Cost
gnd Schedule Estimate (Ref 32)
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values can vary from .5 to 11.0, with lower values describing
the rather simplistic programming functions of mathematical
operations, and larger values for the more complex require-
ments such as interactive (man/machine) interfaces. Table I
provides a brief description of the various application types
and appropriate APPL values. The actual proportion of
instructions in each application category can be entered via
the MIX input and the model will calculate an appropriate
(weighted sum) value for APPL. APPL represents inherent
project complexity independent of variations in other para-
meters. APPL values are cross-checked by the model with
respect to the configuration of equipment provided.

Device types (TYPES) indicates the number of types of
input/output equipments required for system operation. The
quantities of input/output devices of the various types
specified (DAT-data storage and retrieval, ONL-on-line
communications, REA-real time command and control, INT-
interactive operations) are entered as the Quantity (QTY)
parameters. Inconsistencies during cross-checking will
cause error notification to the user.

The cost escalation factor (ESC) can be used to reflect
the expected economic inflation rate. The inflation factor
is applied in accordance with the project schedule informa-
tion. The model also contains an internal table of projected
yearly inflation rates which can be selected.

The Function (FUNCT) ;nd Level (LEVEL) variables are
optional inputs which can be employed to estimate program size
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TABLE ‘1

PRICE-S Typical Application Values (Ref 32)
INSTRUCTION MIX

APPLICATION
TYPE WEIGHT IDENTIZFYING CHARACTERISTICS

i OPERATING SYSTEMS 10.95 TASK MANAGEMENT.

{ MENT. HIAVY HARDW

MANY INTERACTICNS. KEIGH RELI~
ASILITY aND STRICT TIMING RE-
QUIREMENTS.

MEMORY MANAGE-
ARZ INTERFACE.

INTERACTIVE CPERATIONS 10.95 MAN/MACHINE IUTEZRFACES. HUMAN
ENGINEZRING CONS3IDIPATIONS AND
ZRROR PROTECTICH VERY IMPORTANT.

TAI, TIME COMMAND 8.46 MACEINE TO MACEINT COMMUNICA-

. AND CONTROL TIONS UNDER TIGHT TIMING CON-

STRAINTS. QUETING NOT PRAC-

TICABLI. HEAVY H3RDWARS INTER-
. FACE. STRICT DPROTCCOL REQUIRES-

! MENTS.

OX-LINE COMMUMICATIONS 6.16 MACHINE TO MACHINE COMMUNICATIONS
WITH QUEZUING ALLOWED. TIMING
RESTRICTIONS NOT' AS RPESTRICTIVE
AS WITH REAL TINE COMMAND AND

. CONTROL.

DATA STORAGE AND 4.10 OPERATION OF DAaT2 STORAGE DEVICES. - -

AETRIEZVAL DATA BASE MANAGIMINT. SECONDARY A
STORAGE HANDLING. ATA 3LOCXING ;
AND DE3LOCXING. HASHING TECH-
NIQUES. HARDWARE ORIENTED.

STRING MANIPULATICYM 2.31 RCUTINE APPLICATIONS WITH NO OVER-
RIDING CONSTRAINTS. NOT ORIZNTED
TCWARD MATHIMATICS. TYPIFIEZED BY
LANGUAGEZ CCMPILERS, SORTING, FOR-
MATTING, BUFFEZIR MANIPULATION, ETC.

MATHEMATICAL .86 ROUTINE MATHEMATICAL APPLICATIONS }
3 OPERATIONS WITH NO OVZRPIDING CONSTRAINTS. ¢




from program functional flow diagrams (Figure 12).

The Instruction (INST) parameter is the total number of
executable machine-level instructions. PRICE S computes
an estimate of the minimum number of instructions based on
the system description provided for cross-check comparison
to the INST input. In the Design-to-Cost mode, a system
description and schedule along with a Target Cost (TARCST)
are input and the total number of machine-level instructions
is estimated. Typical values for converting High Order
Language instruction quantities to equivalent machine-level
instructions are provided in Table II.

An Integration variable (INTEG) is used to describe
the extent of system-level integration required when separate
subsystems are combined into a total operational system.
INTEG is required only when a separate system-level integra-
tion activity is being modeled.

The Multiplier variable (MULT) can be used to multiply
all cost factors by a specific multiple factor. The variable
is used to include such items as profit, general and admini-
strative changes, and Research and Development costs. MULT
can also be used to convert the model outputs from dollars
to man-months. Individual multipliers are also available
for each cost element, thus providing the user with the
capability to tailor the model to alternative cost reporting
systems.

The eight elements of‘ﬁew Code (CODE) and New Design
(DESIGN) are used to specify the proportion of instructions
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TABLE 11

PRICE-S Typical HOL Instruction

Conversion Values (Ref 32)

Conversion Ratio From

Language Higher Order Language To
Machine Level Language
COBOL 3 tol
FORTRAN 5.5 to 1
JOVIAL 4 to 1
PL1 9 to 1l
ATLAS 5 to1l, 12-15 to 1
due to different versions
of ATLAS
MICRO-Code 3 to1l
ALGOL 10 to 1
UNIX-C 3 tol
APL 15 to 1
PRIDE 5tol
FLOD 10 to 1
IFAM 13 to 1
CMS 1II 2.8 to 1
ASSEMBLY 1 tol
COMPASS .65 to 1
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in each application class that requires new coding and new

design effort respectively. The remaining proportions of

CODE and DESIGN which are unspecified are assumed to already

exist. The PRICE-S model will automatically estimate the
amount of effort required to adapt existing design and code
to the total software development.

Platform (PLTFM) is a variables which relates the
system being developed to the specifications which must be
met. PLTFM is a measure of the transportability, reliability,

testing, and documentation required by contractual performance

requirements. PLTFM relates the cost of software development
to the requirements of the environment in which the software
must operate. Table III contains a list of typical PLTFM values.

The Resource variable (RESO) is used to incorporate the
effects of skill level, experience, productivity, efficiency,
overhead, and labor rates for individual organizations on
software development costs. This variable relates the scope
of the work to the group doing the work. RESO values can
range from 2.0 to 6.0, but normally center around a value of
3.5. RESO tends to remain essentially constant within a
particular organization for a given class of projects. When
known historical project costs are specified (TARCST), and
the model is run in a reverse (ECIRP) mode, RESO values are
calculated consistent with the project description provided.

Complexity (CPLX) is a schedule related variable which
relates the relative difficdlty of the programming task to
the normal time required for its accomplishment. This
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TABLE III
PRICE-S Typical PLATFORM Values
(Adapted from Ref 32)

Operating Environment PLTFM
Production Center--Internally Developed Software 0.8
Production Center--Contracted Software 1.0
Military Mobile (Van or Shipboard) 1.4
Commercial Avionics A 1.7
MIL-Spec Avionics 1.8
Unmanned Space 2.0
Manned Space 2.5
Military Ground 1.2

variable identifies complicating or simplifying factors which
may be applicable to the project. The CPLX value starts with
a base value of 1 and is adjusted up or down, based on the
typical values provided in Table IV. If in normal operation
CPLX and DSTART (date design effort starts) are specified,
the model will generate a typical project schedule. If addi-
tional schedule data are input by the user, the model will
compare the additional dates with the typical schedule and
compute cost penalties associated with acceleration, stretch-
out, or overlap deviations.

UTIL (Utilization) i% a parameter which identifies the
fraction of available hardware processor speed and memory

capacity that is used. UTIL is a sensitive cost and schedule
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TABLE IV

PRICE-S Typical COMPLEXITY Values
(Ref 32)

Typical Complexity Adjustments

Personnel ACPLX
Outstanding crew, among best in industry -.2
Extensive experience, some top talent -.1
Normal crew, experienced 0
Mixed experience, some new hires +.1
Relatively inexperienced, many new hires +.2

Product Familiarity

01d hat, redo of previous work -2
Familiar type df project -.1
Normal new project, normal line of business 0
New line of business +.2

Complicating Factors

New hardware +.1
New language +.1
More than one location/organization : +,2
Hardware developed in parallel +.3
Many changing requirements +.3
State-of-art advancement +.4 to +.6
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variable for values in excess of 0.75. This factor reflects
the demand on software and programmers to adapt to the speed
and memory constraints of hardware limitations.

The YEAR variable is used to establish a calendar
reference for the model in initializing appropriate economic
factors. By changing YEAR, the user can orient the model to
any period of time desired.

The PRICE Software Model (PRICE-S) allows engineers,
managers, and cost estimators to obtain assessments of man-
power, schedule and budget requirements for computer software
development. The model provides procedures to enable project
description with a small set of cost drivers, and to permit
calibration for individual organizations. The availability
on commercial time-sharing systems provides for alternative
evaluations with turn-around times of as little as five minutes.
Although the PRICE-S model, which is depicted in Figure 13,
has been designed so that it can be operated effectively with
very little available information, it also provides consider-
able flexibility for more detailed studies which explore the
effects of other related factors on software costs.

The first two chapters have provided a discussion of
the Air Force computer resource acquisition and management
policies and procedures. An overview of software cost-related
factors and the RCA PRICE-S software cost estimation model was
provided to establish a baseline for the aﬁalysis to follow.

1
In the next two chapters an overview of the historical data bases

will be provided with a detailed analysis of the research results.
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ITI. Research Methodology

The purpose of this research is twofold. First, it is
an effort to provide those involved in the management of soft-
ware development projects and, in particular, those involved
with software cost estimation and economic analysis with a
basic understanding of the management process as it is pre-
sently practiced. Second, this research was conducted to
determine the feasibility of implementing a common software
cost estimation methodology, such as the RCA Price-S systenm,

across all facets of Air Force software acquisition.

Data Collection

The data collection consisted of a literature search,
combined with personal interviews relating to software
development techniques and estimated and actual costs.

Collection Technique. Interviews were conducted with

management and staff personnel at several Air Force commands
and agencies to obtain applicatle data, to discuss experi-
ences in estimating development costs, and to identify other
sources-of data. Among the agencies interviewed were the
following:
AF Aeronautical Systems Division, Wright-Patterson AFB, Ohio
AF Data Systems Design Center, Gunter AFS, Alabama

{
AF Electronic Systems Division, Hanscom AFB, Massachusetts

Air University, Maxwell AFB, Alabama
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HQ USAF Logistics Command, Wright-Patterson AFB, Ohio
1 RCA Corporation, Cherry Hill, New Jersey
1 ‘ These interviews were accomplished through personal visits and
by telephone. The interviews were ponducted to obtain the
quantitative data necessary to manipulate the model. From
the commencement of the study effort, it was recognized that
i problems would be encountered with the collection of detailed
historical data.
The time constraints and limited data availability for

this study effort did not allow for the evaluation of a large

number of historical projects or for extensive data analysis.
Therefore, all conclusions, recommendations and observations
contained in the study should be viewed keeping in mind the
limited number of projects which have been studied. Since
the limited number of systems analyzed do not constitute an
adequate sample, no statistical analysis was applied to the
results. GStatistical indices could be misleading because of
the limited sample size, therefore, any comparisons were made
by using direct observations or percentage differences.

The accuracy and completeness of the input data varied

widely from project to project. This accuracy and complete-
ness must be considered when evaluating the results produced
by the study effort.

Data Required. This study describes the effort on the

part of the researcher to validate and calibrate the Price-S
{
model for the gamut of Air Force software, including avionics,

command and control and management data systems. The basic i
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problem was the identification of the '"calibrated" values of
the subjective model input parameters required to obtain an
accurate estimate of project cost. It is hoped that this
effort will provide assistance to future analysts, who may
use the model.

The approach used by the researcher was to identify,
through the interview process described, software development
projects in each of the critical areas for which adequate
historical cost information existed. Data relating to che
input parameters for the PRICE-S model was collected for each
of the identified systems. Utilizing the input data obtained

for each of the software systems, outputs from the PRICE-S

model were obtained for comparison with the historical cost
data gathered during the interview process.

Collection Categories. Most management data system

applications for the Air Force are implemented under the
control of the Air Force Data Systems Design Center (AFDSDC).
The primary language used is COBOL. The formalized procedures
for the development of these systems, which are usually accom-
plished by Air Force personnel, were described in Chapter II--
General Purpose Systems. Time and memory efficiency require-
ments for these systems are seldom severe and the systems are
usually characterized by a high degree of I/0 relative to
computation. A majority of the management data systems are
based on transaction-oriented processing to update files.
Because of this relatively s;mplistic programming environment,

productivity is normally very high for these systems. These
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management data system applications on a cost-per-source line

basis are usually less costly than non-business applications,
since these applications are normally much less complicated
than other applications such as command and control and
avionics (Ref 21:80).

Most Air Force command and control systems are acquired
under the direction of the Electronic Systems Division (ESD)
of the Air Force Systems Command. The formalized procedures
for the development of these systems (usually contractor
developed) was also described in Chapter II--Embedded Systems.
Most of this software is targeted for either large mainframes
or ground-based mobile minicomputer systems. The standard
language used in these applications is JOVIAL. There are a
number of diverse functions of software involved in command
and control applications such as data base management, infor-
mation retrieval and display generation. Analysis of overall
command and control applications indicate that productivity
was less as compared to the other applications because of the
usually larger size of the systems (Ref 21:82).

Avionics software is generally divided into three cate-
gories: on-board flight programs, simulation, and Automatic
Test Equipment. Air Force avionics systems are generally
acquired by the Avionics Systems Division (ASD) of the AF
Systems Command in accordance with the embedded systems
policies and procedures described in Chapter II. Operational
flight programs usually have‘to operate in real-time, quiék
response, memory-constrained environments, which has the

67

-y




—_—

impact of lowering development productivity. In addition,

OFPs usually require a great amount of testing in as much as

a number of them are life critical; this too leads to de-
creased productivity as compared with other types of applica-
tions. There is currently a low degree of HOL implementation
for OFPs as compared with simulation and ATE, however, the trend
is toward increased utilization of HOLs, which should increase

productivity for this type application (Ref 21:83).

Data Base Description

Data was gathered on 18 Air Force software development
projects in sufficient detail to identify values for the
various PRICE-S input parameters. These 18 systems consisted
of 6 management data systems (2 each from AFDSDC, HQUSAFLC,
and Air University), 9 command and control systems (3 from
ESD and 6 from a September 1979 AFIT thesis [Ref 12] done by
Captain Cooper, and 3 avionics systems (from the ASD Avionics
laboratory). Data ranged from very complete system des-
criptions for the avionics and command and control systems
to less detailed, more general overall descriptions for the
management data systems. Developmental time frames ranged
from as early as 1972 up to and including the present.

System Descriptions. No attempt will be made by the

researcher to identify specific systems by name. What is
provided in the following descriptions is a brief overview

of each of the systems studied. This effort is intended only
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to give the reader some insight to the various applications
so that future users of the PRICE-S system might obtain

a feel for the model parameters as they relate to specific
applications.

The first of the ESD command and control systems is a
large ground-based radar system which will be operated by
Air Force personnel to provide warning of a ballistic missile
attack against the U.S. The second ESD system provides for
maintenance and upgrade of an air defense system to provide
for additional communications links, and improved communica-
tions, command, and weapons control. The third ESD system
is a tactical mobile communications system which will provide
automated assessment of communications channels and identifi-
cation of corrective action in case of malfunctions.

The first of the Cooper Survey systems involved the
acquisition of a large-scale command and control system
including the software for operations, displays and control
of a modularly integrated, world-wide operation. System
number two involved upgrading the capabilities of a large-
scale, long-range radar system. Third was a program to
develop an interface capability between operations and intelli-
gence systems to provide for real-time integration of intelli-
gence data in support of air battle management functions. The
fourth of these systems is an intelligence threat detection/
classification system which‘involves real-time processing of
surveillance data. System five involved the development of
a communications processing system with satellite, radio and
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ground capabilities, all operating under the control of a
central computer facility. The final of the Cooper Survey
systems was a program for development of an integrated command-
wide digital record communications system for command and
control support requirements. All of the command and control
systems were developed by contractor personnel with guidance
by typical Air Force management activities.

The management data systems include first a system which
provides the capability to develop, tailor, and communicate

operations plans. The system includes modules which provide

transaction update and modification capabilities for manpower,
logistics and operations. The second of the management data
systems is an automated system for the collection, recording,

and computations relating to management engineering data.

The third in the area of management data systems pro-
vides a means to monitor the modification status of selected
commodities. The system is designed to provide managers with
a monthly status in terms of units and manhours. Outputs are
] used to control accumulated backlogs, resolve shortages, and

assure desired configuration improvements. The fourth in the

3 line of management data applications is a system for the
maintenance of records on government-furnished equipment.
: The system tracks quantities and consumption rates related
P to specific contracts. Item data related to reparable inven- 4
L tory, quantities-in-work, production, and shipments is maintained.
{

The fifth of the management data systems in an inter-

active wartime simulation model. The model is used for training
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purposes and involves planning, selecting and employing forces
in a wartime simulation environment. Monte Carlo success/
failure determinations for specific events are used throughout
the model. The final management data system is an interactive
maintenance management simulation. The system is used to
access skills in managing manpower and resources to obtain
increased efficiency. All management data systems contained
in the study were developed in-house by Air Force programming
personnel,

Finally, the three avionics systems include two con-
tractor developed and one in-house developed systems. The
first of the avionics systems involved the conversion of an
existing inertial navigation software system to an updated
computer system. The conversion effort involved the alignment
and navigational algorithm portions of the software. The
second avionics system application was the development of an
inertial navigation system simulator. The program involves
the solution of differential equations, the initialization
of matrix calculations, and the plotting cf results. The
final avionics system consisted of development of software
for an airborne electronic radar system. Processing includes
; navigation update, antenna pointing, and data processing for
mapping and terrain modes, and the control of associated
b input/output functions.

Model Application. Since the user can easily manipulate
1

the model, erroneous estimates are a distinct possibility,

Because of this, a procedure was adopted whereby specific
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parameter values were logically and sequentially introduced.
First, all model input files were built from the system des-
criptions provided in each of the four data bases: ASD-
avionics, ESD-command and control, Cooper Survey-command and
control, and AFDSDC/AFLC/AU-management data systems. All of
the PRICE -S model input forms are contained in Appendix A of
this report.

Files were built and checked with the Editor Function
of the PRICE-S model. One software system from each of the
four data bases was selected and run with nominal values of
the input variables and an unconstrained schedule to obtain
a general estimate of the project cost. These generalized
estimates were compared with actual historical cost data to
give the analyst a feel for what the model, in its nominal
configuration, was projecting for project cost. The general
estimate also gave the analyst an impression of what input
parameter adjustments would be needed for calibration and
validation purposes. Each of the four selected software

systems was subsequently subjected to an ECIRP or calibration

run of the model to determine the organizationally-oriented
values for the RESO variable.

Subsequent model cost projection runs were made for
each of the software systems in each of the four data bases.
In each of the subsequent runs, the historical schedule data
was input along with the appropriate values of the complexity
variable (obtained from anal;sis of system descriptions) and

e ~ource (obtained from the calibration exercise). The
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initial run for each system was accomplished using the model
SHORT option, which significantly reduces the volume of printed
output. Results of these initial runs were checked for
reasonableness and compared to previous results to determine
any areas of significant differences. -

After the analyst was convinced that no significant
disparities existed in the estimates obtained, the model was
rerun for each of the software systems in the data bases
choosing the Sensitivity and SCHEDULE model options. The
additional information provided by this run was used by the
analyst in assessing the variations in predicted costs due to
changes in the input variables, as well as the effects of the
imposed schedules. Analysis of the four data bases were con-
ducted and are presented in Chapter IV. A complete set of
model cost estimate outputs are provided in Appendix B of this
report.

To evaluate the model sensitivity to general variations
in the input parameters, an exercise was conducted to compare
generalized variations of each of the major variables on
ultimate project cost. The results of this analysis are pre- ?
sented in Appendix C.

The procedure just described was followed to insure
the analyst that all appropriate input data was captured and
that parameter values were known prior to conducting compari-
sons between runs or when analyzing predicted costs or
investigating discrepancies.{

The following chapter will provide a comprehensive
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analysis of the study results. Each software development

will be analyzed in detail on its own and in conjunction with

results of similar development efforts. i
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IV. Analysis and Results

The Problem

The purpose of this research was to examine, through
an analysis of historical data on previous Air Force software
development projects, the adequacy of the RCA PRICE-S cost
estimation model to predict accurately costs for both
embedded (e.g. avionics, command and control) and general
purpose (management data) systems. The examination was
specifically limited to the area of software cost estimation,
and no effort was made to include computer hardware costs in
the analysis. While a complete economic analysis for an
automated system would, of necessity, have to include both
the software costs and hardware costs (which could be sub-
stantial in a multi-site/multi-weapon system), the major
problem area in past efforts has been in accurately predicting
software development cost and schedule.

The objective of the introductory chapter was to pro-
vide an understanding of the basic DOD/Air Force computer
system acquisition processes. Chapter II provided a back-
ground in the management techniques used for Air Force
embedded and general purpose software system developments.
Factors effecting software cost and the PRICE-S model philo-

sophy and operation have been described in preparation for

the following analysis.
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Data Analysis

Each of the 18 systems in the four data bases (ASD,
ESD, Cooper Survey, AFDSDC) for which historical development

information and cost data was collected will be analyzed. 1In

each of the data bases the input descriptions collected through

the data collection interviews will be presented and discussed.
The PRICE-S model input forms for each of the systems were pre-
pared from the data collected during the interviews and are
provided in Appendix A.

Values of the quantitative parameters (instructions,
platform, mix, schedule data, etc.) were taken directly from
the information provided to the analyst. Values for the
qualitatively based parameters (resource, complexity, etc.)
were estimated based on discussions with personnel providing
the data. Each of the model output results are provided in
Appendix B.

Embedded Avionics. Three avionics systems software

applications which were briefly described in Chapter III were
selected for analysis. A summary of the major input para-
meters for the three systems is contained in Table V. The
total number of machine level executable instructions in each
program was obtained from project personnel. The application
is a general interpretation of the type of coding (see Table I)
contained in the system. Development schedule information
(starting and ending dates)‘were provided by project personnel,
as were the percent of central processor unit (CPU) capacity

used by the software system. The environment is the basic
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operating environment for the software and relates to the
PRICE-S model Platform variable.

Project ASA was selected for the model calibration
(ECIRP) analysis. Results of the embedded avionics model
exercise are summarized in Table VI. Using the actual cost
for Project ASA of $425k and a complexity (CPLX) of 1.0,
with the schedule data as provided, the calibrated value of
the resource (RESO) variable was 2.787. Complete detailed
model outputs for each of the systems can be found in Appen-
dix B. RESO values for the two remaining projects were
adjusted to reflect differences in programmer productivity/
efficiency as assessed by project personnel. Project B
personnel were less experienced while Project C personnel
were slightly more experienced in software coding.

Project A was considered a normal new project (CPLX-
1.0). Project B was input at CPLX-.9 because it was consid-
ered a redo of previous work (but with less experienced
personnel), and Project C at .9 also because of the similar
experience level of the programming personnel. For Projects
A and B, which were done in-house, MULT 1.0 was selected. A
12 percent additional cost factor was included for Project C
(MULT-1.2) as an adjustment to account for contractor fees.
Projects A and C were designed for airborne applications
(PLTFM-1.7) while Project B was designed for a fixed ground
application (PLTFM-1.0).

<
The PRICE-S model estimated cost for Project ASA was

$428,000, which was only 1 percent above the actual historical
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cost. The model predicted schedule for Project A was 17
months as opposed to the 31 months indicated by the histori-
cal schedule information. The cost penalty for the schedule
stretchout was approximately $74,000. This schedule differ-
ence indicated a possible inefficiency in resource utilization
and suggests that future similar projects could be developed
in less time. Model computed values for Project ASB cost

and schedule figures for Project B were $11,000 and 2.1
months. Actual cost and schedule figures for Project B were
$12,000 and 3 months. The sensitivity analysis portion of
the model output shows that at RESO-3.0 and CPLX-1.0 the
projected cost and schedule were $12,000 and 3 months respec-
tively. Model estimated costs for Project ASC was $2,102,000
with a 21-month predicted schedule. Actuals for Project C
were $2,000,000 and 60 months. Sensitivity analysis shows a
predicted cost of $2,003,000 at a RESO value of 2.6, which
would indicate a somewhat more qualified programming group.
0f major concern in the analysis of Project C was the dis-
parity between actual and typical schedules (60 months vs

21 months). Project personnel indicated that the reason for
the extended software development schedule was the requirement
for a simultaneous hardware development.

PRICE-S calibrated values for the application (APPL)
parameter ranged from a high of 6.5 for the inertial naviga-
tion system (Project A) to a low of 1.4 for the ground-based
simulation system (Project g). This data appears to confirm

the generally held belief that embedded software is inherently
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a more complex programming task (indicated by higher APPL

values). Based on this relatively limited amount of data,

it appears that the PRICE-S model can be used to adequately
predict the cost of embedded avionics within acceptable limits.
Given an estimated program size, a relatively accurate cost
estimate for embedded avionics software should be obtainable
with parameter values as follows: RESO = 2.9, CPLX = 1.0,

and APPL = 6.

Embedded Command and Control-ESD. The most detailed

data collected during this research was that provided by ESD
on three major command and control software development pro-
jects. The three systems selected for analysis were described
in Chapter III. The three systems' parametric descriptions
are provided in Table VII.

Project A consists of 7 individual programs which make
up the complete system. MIX category data was provided for
each of the programs which comprise the total system. Also
provided were details on the percentages of design and code
which were required to complete the system. Schedule data
for each of the systems was provided by project pérsonnel.
Based on preliminary ECIRP calibration and an analysis of the
details provided in the programming environment and technique
descriptions, it was decided to use parameter values of RESO =
2.9 and CPLX = .9 for this system.

Project B was a relatively smaller system consisting of
S major programs. Again, fo category data, percentages of
design and code, and schedule start and finish information was
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TABLE VII

Embedded Command and Control Systems (ESD)
Basic Description

Project A
; Program Insggigigons Utilgzgtion
EAA Operating System 25500 63
EAB Tactical Applications 180500 63
EAC Simulation 70200 63
EAD Structured Programming Tools 100000 63
| EAE Data Reduction Tools 56000 63
EAF Radar Control Software 54950 75 ;
EAG Radar Signal Processor 7240 75 '
_Program______ ... % Code_ ____. Application_
EAA Operating System 100 OPR
EAB Tactical Application
Real Time Monitor 9 OPR
Radar Manager 44 INT
Mission Control 40 REA
Communications 7 STR
EAC Simulation
Real Time 30 INT
Target Generator 70 STR
EAD Structured Programming Tools
Data Storage 50 DAT
Data Manipulation 50 STR
EAE Data Reduction Tools 100 STR
EAF Radar Control Soitware
Operating Module 18
Task Module 82
EAG Radar Signal Processo; 100




TABLE VII: Project A, continued

P T T T S T T T . T T T i T T T e

Program % New Design % New Code Design Start Test End

EAA 100 100 0476 1177

EAB 90 100 0476 1277

EAC 40 100 0876 1077

EAD 50 100 0476 0177

EAE 100 100 0876 0178

EAF 70 100 0476 0877

EAG 100 100 0776 0877
Program Programming Environment

EAA Normal New Project

EAB Normal New Project, New Hires

EAC Normal New Project, New Hires

EAD Familiar Project, New Hires

EAE Familiar Project, New Hires

EAF Normal New Project, New Hires

EAG Hardware/Software Parallel Development

Technique:
Combination of High Order Language and Assembly Language
Programming

FINAL COST: $10,700,000

Project B
Program Object $ CPU
Instructions Utilization
EBA Operational 40500 75
EBB Utility 60000 50
EBC Data Reduction 18000 75
EBD Simulation f 15000 75
EBE Test 18000 75

------------------------------------------------------------
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TABLE VII: Project B, continued

Program % Code Application
EBA Operational 100 OPR
EBB Utility 100 ONL
EBC Data Reduction 100 STR
EBD Simulation 100 REA
EBE Test 100 REA

EBA 50 100 0173 0676
EBB 50 100 0173 0676
EBC 50 100 0173 0676
EBD 50 100 0173 0676
EBE 50 100 0173 0676
Program Programming Environment

EBA Normal New Project, Timing Constraint
EBB Normal New Project

EBC Normal New Project

EBD Normal New Project

EBE Normal New Project, Timing Constraint

Technique:
Programmed in High Order Language

R T T T I R i T T T I e e i T T N

FINAL COST: $5,000,000

Project C
Program Object % CPU
Instruction Utilization
ECA Application 1 250000 50
ECB Support 30000 50




TABLE VII: Project C, continued

Program % Code Application
ECA Application 100 REA
ECB Support 100 ONL

Program % New Design % New Code Design Start Test End

ECA 100 100 0474 0277
ECB 100 100 0474 0277
Program Programming Environment
ECA Normal, Some New Hires, Changing
Requirements
ECB Normal, Some New Hires, Changing
Requirements

Technique:
Programmed in High Order Language

FINAL COST: $14,300,000

provided. Because the development involved some severe timing
constraints and many changing requirements, the CPLX value
was raised to 1.5 for this system. Also, project personnel
indicated that many new hires were required which necessitated
raising the RESO value to 3.2.

Project C was a rather large system which consisted of
two major programs. Again, detailed size, design/code, MIX,
and schedule data were extr?cted from system documentation.
To arccommodate the rapidly changing'requirements activity

which occurred during this system development, the CPLX value
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was increased to 1.3. The nominal RISO value of 2.9 was
selected because the system was desc.: ed as a typical con-
tractor developmental effort.

The detailed model inputs can be seen in Appendix A.
Appendix B contains the complete set of PRICE-S model outputs.
Table VIII shows the consolidated results of the ESD model
exercise. The combined estimate of project A was $10,934,000
with an actual cost of $10,700,000, showing a difference of
+2%. Actual schedules versus model typical schedules for the
7 programs are relatively close. Project B shows a total
estimated cost of $4,956,000 as compared to an actual cost
of §5,000,000, or a difference of -1%. Actual schedule data
may not be an accurate reflection of the program development.
Single development start/test end dates were provided for
each of the programs, indicating a simultaneous development
effort. Considering the differences in size for the five
programs, there were likely some differences in actual
developmental time frames.

Project C actual cost was given as $14,300,000. The
model estimated cost based on the input provided was $14,386,000
or a difference of +1%. The same argument regarding the actual
schedule for Project B applies to Project C.

Based on the data provided, it appears that the PRICE-S
model can accurately predict the cost of embedded command and
control systems. Given an ?stimated program size, an adequate
cost estimate should be obtainable with approximate parameter
values of RESO = 3.0, CPLX = 1,0 and APPL = 8, It is
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Embedded Command and Control Systems

TABLE VIII

Results - ESD

Est Act Model
Project Cost RESO CPLX Sched Sched Penalty
($k) (mos) (mos) ($k)

EAA 825 2.9 .9 19 13.9 50
EAB 6665 .9 .9 20 30.1 1663
EAC 799 2.9 .9 14 15.3 11
EAD 802 2.9 .9 9 12.0 121
EAE 465 2.9 .9 17 9.0 63
EAF 1106 2.9 .9 16 15.4 1
EAG 272 2.9 .9 13 11.2 4

TOTAL 10934 (+2%)

ACTUAL 10700
EBA 1934 3.2 1.5 41 29.5 149
EBB 1247 3.2 1.5 41 26.9 135
EBC 297 3.2 1.5 41 12.3 115
EBD 687 3.2 1.5 41 18.5 194
EBE 792 3.2 1.5 41 19.8 199

TOTAL 4956 (-1%)

ACTUAL 5000
ECA 13534 2.9 1.3 34 54.3 3665
ECB 852 2.9 1.3 34 22 93

TOTAL 14386 (+1%)

ACTUAL 14300 .
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interesting to note the similarities in parameter values for

the two types of embedded system software which would indicate
that for gross estimating purposes, the same general values
might be used in either instance. This line of reasoning

will be pursued further in a later chapter.

Embedded Command and Control--Cooper Survey. The six

embedded comménd and control software applications selected

for analysis were described in Chapter III. A summary of the
major input parameters for these six systems is contained in
Table IX. This 'information was all extracted from the Cooper
Survey instruments which were completed by project management
personnel. Each of the systems was a real time command and

control processing application. Since no data was available
on actual program MIX composition, a value of APPL = 8.46 was
assigned to each system to reflect the real time interactive T

application category. Platform (PLTFM) values of 1.2 military

ground and 1.4 military mobile were assigned in accordance
with the environmental descriptions. A 30 percent multiple
factor was added to each system to account for contractor fees.
Based upon the ECIRP calibration results from the ESD command
and control systems baseline, RESO = 2.9 and CPLX = 1.0 values
were assumed with adjustments made on the basis of the system
descriptions.

Because of its extremely large size and extended develop-
ment schedule, the Project CA resource and complexity values
were adjusted upward to 3.0‘and 1.1. Because of the relatively
high values of CPU utilization for Projects CB and CE, the
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complexity factors for these two projects were raised to 1.3.
Projects CD and CE appeared to have somewhat less experienced
personnel performing the programming function, thus the RESO
values were raised to 3.1 for these two systems.

Results of the Cooper Survey exercise are shown in
Table X. Considering the limited amount of data available in
the survey instrument, the estimated project costs are very
close to the actuals, with two systems showing a 1% difference,
three systems showing 3%, and one estimate which showed no
difference. Discrepancies in the actual schedule versus
"typical" schedule data were not as large for the embedded
command and control systems as they were for the other data
bases. It is interesting to note that whereas '"typical" sched-
ules were consistently shorter in the embedded avionics and
management data systems, in the Cooper Survey systems, the
typical schedules were longer than the actuals. This would
probably indicate that additional resources are being added
to these systems in an attempt to cut development time. The
Cooper Survey results appear to confirm the ESD results which
show that given an estimated program size, an accurate cost
estimate for embedded command and control systems can be
obtained with parameter values for RESO of 3.0, CPLX of 1.0,
and APPL of 8.0.

Management Data Systems. Six management data systems

software applications, which were briefly described in Chapter
<

111, were selected for analysis. A summary of the major input

parameters for these six systems is contained in Table XI.
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The number of instructions for each program was obtained from
systems documentation. The application is a broad based
description of the type of programming contained in the system.
Developmental schedule information was provided by project per-
sonnel or extracted from -existing system documents. CPU atili-
zation is generally insignificant because management data
systems are normafly run on very large general purpose pro-
cessors in a multi-processing environment. The environment
(PLATFORM variable) describes the basic software development
methodoliogy.

A slightly different approach was taken for calibrating
the model for management data systems because of the lack of
detailed MIX description data for these systems. Also, because
this was the first effort at utilizing the model for Air Force
management data systems, it was decided to ECIRP the entire
data base. It was learned that there were no difficult or
extenuating circumstances concerning the development of any
of the six systems, thus a CPLX of 1.0 was assigned for each
program. Since the detailed MIX category content information
was not available, it was decided after discussion with Price
Systehs personnel that a 50%-50% mix of math operations and
string manipulation could be used to approximate the management
data systems application category. Results of the calibration
can be seen in Table XII. RESO values ranged from a low of
1.3 to a high of 1.8, showi?g a somewhat consistent pattern

which is markedly different from the embedded system values.
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TABLE XII

Management Data System Calibration Results

Project CPLX APPL RESO
DCA 1.0 1.588 1.476
DCB 1.0 1.588 1.287
ALA 1.0 1.588 1.352
ALB 1.0 1.588 1.688
AUA 1.0 1.588 1.454
AUB 1.0 1.588 1.783

CPLX - Set According to System Description
RESO - Calculated by PRICE-S

APPL - 50/50 mix Math Operations/String Manipulation

904 _ 4,50

Each of the systems (2-AFDSDC, 2-AFLC, 2-AU) was run
through a model cost estimation exercise, the results of which
are contained in Table XIII. Values of CPLX = 1.0, RESO = 1.5,
and PLTFM = .8 were used for each of the systems. Actual costs
of these in-house development efforts had to be determined in-
directly. Developmental manhour figures were obtained from
management personnel at each of the three development centers.
Developmental manhours were converted to manyears based on the
standard of 1728 productive manhours per manyear. The cost
was then calculated based o? the average 1978 Air Force pro-
grammer cost of $20,900 developed by the AFDSDC. The $20,900
figure was adjusted by a constant 6% inflation rate to the
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base year of the development project. Detailed model outputs
are contained in Appendix B.

The management data systems ranged in size from 315000
instructions to a low of 2900 instructions, and from 19.5 man-
years of development effort (AFDSDC system A) to a low of .4
manyears (AU system B). Actual scheduled developmental time
ranged from five months to four years. Again, for the manage-
ment data systems there is a discrepancy between the actual
and the model '"typical" schedule data. This discrepancy again
shows a consistent stretchout of schedule for defense systems.
It is not apparent whether this stretchout is a result of
inefficiencies in programming resource utilization or is the
effect of the limited manpower resources available for defense
systems as opposed to civilian industry.

Estimated costs for the two AFDSDC systems were
$416,000 and $76,000, while the actual costs were calculated
at $407,000 and $62,000 respectively. The estimates for these
two systems represented differences of +2 percent and +22 per-
cent. However, if the sensitivity analysis information is taken
into consideration, the low value (indicating reduced complexity
and resource values of .1) shows the estimate is reduced to
$69,000 for the second system, or a difference of +11%. For
the two AFLC systems, if sensitivity analysis is taken into
consideration, the results show differences of estimated to
actual of +6% and -9%. This would indicate that AFLC system

<
A was probably less complex or more productive programming

personnel were used as opposed to system B, which appears to
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be either of higher complexity or less efficiency. The Air

University systems appear to conform to tne nominally
assigned values with differences of +2 and -14 percent. The
relatively small size of the AU system B accounts for the
larger percentage difference.

It is apparent from the results of this analysis that
the management data system is an inherently less complex pro-
gramming task than the embedded system. It appears that
software costs can be significantly reduced by using inhouse
development resources; however, consideration must be given
to manpower limitations and the capabilities and expertise
required for developing the more complex systems. Based on
the analysis of this limited number of systems, it appears
that the PRICE-S model can be used to adequately predict the
cost of management data systems within acceptable limits.
Given an estimated program size, a relatively accurate cost
estimation for management data systems should be obtainable
with parameter values as follows: RESO = 1.5, CPLX = 1.0,
and APPL 2.0. Certainly much more accurate estimates can be
obtained as the system progresses and becomes more well defined.

Table XIV shows a cost distribution summary be develop-

ment phase and by cost element for each of the data bases.
The composite figures show a distribution of 37-12-51 for the
development phases, which closely approximates the widely
accepted industry rule-of-t?umb of 40-20-40.

In conclusion, based upon the results of this analysis,

the PRICE-S software cost estimation model appears to have
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universal applicability across each of the major Air Force
software functions. The flexibility of the model allows for
accurate estimates of the simplest to the most complex pro-
gramming tasks. The model can be manipulated easily to

account for contracted as well as in-house development efforts.
Allowable variations in the basic parameter enables the analyst
to model an unlimited combination of resource utilization pat-
terns. In the next section an illustration will be given of
how to scope a rough approximation of program cost and schedule
based on the results obtained from this preliminary examination
of the PRICE-S model.

A Generalized Approximation Procedure. What is des-

cribed here is an attempt at developing a gross software cost
approximation based on the analysis results of this study.
The analysis made a series of model runs for embedded and
general purpose software developments ranging in size from
1,000 instructions to 1,600,000 instructions. In each case

a generalized set of approximating variables was selected for
both the embedded and general purpose projects. The estimated
cost and schedule duration for each of the runs was recorded.
Low and high values were obtained for each model run from the
sensitivity analysis data in an effort to determine upper and
lower bounds on the estimate cost and schedule. The effects
of instruction quantities on cost and schedule duration for
embedded software systems are shown in Figures 14 and 1S.

The general purpose systems Eost and schedule duration rela-

tionships are shown in Figures 16 and 17.
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Given an estimate of program size, the plots can be
used to obtain an approximate cost and schedule duration with
a range based on variations in the RESO and CPLX variables.
Figure 18 shows an analysis of a 400,000 executable instruc-
tion, contractor-developed JOVIAL embedded command and control :
program. Figures 14 and 15 show a development cost of |
$13,831,000 and a schedule of approximately 42.6 months.
Using an industrial average programmer cost of $60,000 per
year shows that the project involves 2764 manmonths of effort.
This means that an average of 27.64 manmonths are required for
each 1000 instructions in the JOVIAL language program. An
average of 65 personnel per month are required to complete
the project in the scheduled time. Based on the model resource
utilization pfofiles, the maximum number of personnel available
for any single month is 123, 1If a value of .2 is input at the
value of the MULT variable, the model cost summary outputs
will show equivalent manmonths instead of actual dollar costs.
Figure 19 shows an equivalent analysis for a 400,000
instruction in-house developed COBOL management data system.
The charts reveal a 13.7 month schedule with a cost of $346,000.
Using the $20,900 average programmer cost figure, the project
requires approximately 198.6 manmonths of effort. This figure
translates to about 1.5 manmonths per 1000 instructions of
COBOL code. The average number of personnel required per
month of the project is 14.5, with a maximum of 27.55 available
in any single month,. Setti;g the model MULT variable equal to

.6 will result in a cost summary output in manmonths.
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400,000* Executable Object Instructions

iQQiQQQ = 100,000 JOVIAL instructions (from conversion
table)

42.6 Months Development Time (from Figure)

$13,821,000 Development Cost (from Figure)

1728 Manhours/Year

$60,000 /Manyear (Industry Average Programmer)
$5,000 /Manmonth

13,820,000 = 2764 Manmonths

10,000

TT6E - 36 Instructions/Manmonths

2764 _ y :
oo © 27.64 Manmonths/1000 Instructions

2764 manmonths

42.6 months = 65 Average number of people needed

on project per month

1.9 Peak Average Resource (from Model Resource
Distribution Profiles)

Maximum Number People Available for Any Single Month
65 x 1.9 = 123

1 _($k)

5 (§k/manmonth) ~ -2 Will give Cost

Summary Output
in Manmonths

Model Multiplier

* Estimate of executable instructions can be obtained
by totaling all blocks in a system functional flow
diagram and multiplying by 90 (model parameter
for average number of instructions per block)

t

Fig 18. Embedded Software System Approximation
(Contractor Development)
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400,000
3

346,000
1742

133,333

400,000* Executable Object Instructions

= 133,333 COBOL instructions (from conversion
table)

13.7 Months Development Time (from Figure)
$346,000 Development Cost (from Figure)

1728 Manhours/Year (AF Standard
$20,900/Manyear (AFDSDC Standard Programmer)
$1742/Manmonth

73 = 198.6 Manmonths

671 Instructions/Manmonth

198.6

igs'g = 1.5 Manmonths/1000 Instructions

19%3?7Mﬁg§2§§h5 = 14.5 Average Number of People

Needed on Project per Month

1.9 Peak Average Resource (from Model Resource
Distribution Profiles)

Maximum Number People Available for any Single Month

14.5 x 1.9 = 27.55
< s 1(8Kk) . .
Model Multiplier = ,6 will give
1.7 ($k/manmonth) Cost Summary
Outputs in
Manmonths

* Estimate of Executable instructions can be obtained
by totaling all blocks in a system functional flow
and multiplying by 90 (model parameter for average

number of instructions per block)

Fig 19. General Purpose Software System
Approximation (In-House Development)

106




R N A e st B A sl s o

:
b
L

The accuracy of this kind of methodology cannot be as
precise as that gained from a detailed system analysis using
the complete model procedure; however, this effort is only
intended as an approximation technique designed to give the
analyst a baseline figure from which to proceed.

Total Life Cycle Costing Effects. The present version

of the PRICE-S model includes only software development costs.
A complete economic analysis to include all life cycle costs
might be required for various management or budgetary pur-
poses. RCA PRICE Systems is presently involved in expansion
of the existing model to include the front end requirements
analysis, and back end maintenance and modifications portions
of the complete software life cycle.

| One recent study shows the total life cycle cost break-
éown by phase in Figure 20 (Ref 28:18). The figure shows

that the design phase makes up approximately 55 percent of

the life cycle costs with maintenance and modification account-
ing for an additional 45 percent. The figure shows that the
front end requirements analysis phase adds approximately 20
percent to the total 1life cycle cost. Using these gross
approximations, Table XV was constructed showing the total
life cycle cost estimates for the 18 systems utilized in this
research effort. It can be seen that in any economic analysis
where system acquisition or tradeoff requirements decisions
might rest on total cost, tPe added requirements analysis and
maintenance/modifications may prove to be important considera-
tions in the final decisions.
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Fig 20. Total Life Cycle-Cost Breakdown

This concludes the data analysis portion of this research
effort. What was attempted, in the time available, was a
PRICE-S model exercise looking at the three major Air Force
software development areas of embedded avionics, embedded
command and control, and management data systems. Utilizing
historical cost, schedule and development data gathered on 18
Air Force software projects, model estimates were obtained and
compared to the actual historical figures. Conclusions were

drawn regarding the three application areas based on the re-

sults of the model output. Finally, an attempt was made to

extend the results of the model exercise into a general esti-

f mation technique which included a look at total life cycle

o cost aspects of software development. In the next chapter the ¥
i results of this research will be summarized and recommendations

s
regarding follow-on activities will be discussed.
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TABLE XV

Life Cycle Cost Estimation Summary

Project RQMTS ANAL($k) DEVEL($k) MAINT/MOD($k) TOT LCC($k)

EA 3976 10934 8946 23856
EB 1802 . 4956 4054 10812
EC 5231 14386 11770 31387
ASA 155 428 350 933
ASB 4 11 9 24
ASC 764 2102 1719 4585
DCA 151 416 340 907
DCB 27 76 62 165
ALA 13 36 29 78
ALB 37 102 83 222
AUA 13 38 31 82
AUB 2 7 5 14
CA 30131 82862 67796 180789
CB 360 991 810 2161
CC 2989 8220 6725 17934
CD 2056 5655 4626 12337
CE 217 599 490 1306
CF 2223 6114 5002 13339

(Model) Development Cost Approx 55% of TOT LCC
Maintenance and Modification Approx 45% of TOT LCC

Requirements Analysis Apprqx 20% of Development +
Maintenance/Modification

P
i
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i B
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V. Conclusions and Recommendations

Conclusions

Before managers can hope to control software costs,
they must first understand how software costs are generated.
Until the relationships between system parameters and soft-
ware costs are recognized, control of software costs will be
unobtainable. It is hoped that this research effort will
provide some additional insight into the computer soflware

acquisition, management and cost estimation processes.

The major objective of this research was an attempt

-

-~

to investigate and validate the applicability of the RCA
PRICE-S software cost estimation model for possible use in

conjunction with Air Force software acquisitions. A major

portion of this report was, of necessity, devoted to providing

a basic understanding of the Air Force computer software
acquisition and management processes. It is the belief of
the researcher that an accurate software cost estimation
is not possible without a background in the processes by which
costs are drawn.

Historical cost, schedule, and development data was
collected from the three major Air Force software application
areas of embedded avionics, embedded command and control, and

management data systems. Discussions were conducted with

project management personnel to familiarize the researcher
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with current estimation practices. It was enlightening to dis-
cover the many and varied cost estimation techniques being
employed not only across the different application areas, but

aiso within the various areas. It is the belief of the researcher
that the existance of too many estimation procedures is a con-
tributing factor in the lack of progress toward more accurate

cost estimation capabilities. Unless some positive action is
taken to limit the number of procedures used to a few of the more
promising, visible progress in refining the estimation process is
unlikely.

The RCA PRICE-S system is a promising step in the direction
of more accurate software cost and schedule predictions. BRased
on the results of this limited investigation, the PRICE-S system
appears to have universal applicability to all phases of Air
Force software acquisition. Results of the model exercise were
encouraging. The predictions were highly accurate and well with-
in acceptable limits. Model flexibility allows the analyst to
develop estimates with very little system descriptive information.
Model sophistication provides the capability to adapt the model
to individual organizational operation techniques. The scope of
the model input parameters allows a progressively more detailed
and comprehensive cost estimate as the program advances through
the development process. Data required to operate the model is

available and can be obtained with a minimum of effort.

Recommendations

There are a number of factors regarding the model which

require some additional investigation. The cost multiplier
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globals (ATABLE) allow the user to modify the allocation of

costs to each of the five cost elements in each of the three
development phases. Further analysis needs to be conducted
to ensure that the nominal model values accurately portray
the distributions actually occurring in the embedded and
general purpose areas for Air Force developments.

The resource allocation profiles which are computed
based on the curve control globals (CTABLE) use three B dis-
tributions of the development costs through each of the three
development phases. The combination of these three distribu-
tions may not be representative of the situation actually
occurring in Air Force developments. Further analysis is
needed to ensure that the nominal values are accurate or to
develop more accurate portrayels of Air Force systems.

The PRICE-S model calculates what it refersAto as a
"typical schedule" with normal overlaps for the three activity
phases (design, implementation, test and integration). This
schedule is computed based on the size, tvpe, and difficulty
of the project described. Based on the input schedule identi-
fied by the analyst, a comparison is made with the internal
model typical schedule and costs are adjusted to account for
apparent accelerations, stretch-outs, and phase transition
inefficiencies. Project ASC, for example, showed an actual
schedule of 60 months and a typical schedule of 21 months.

The result was a penalty cost of $771,000 for schedule stretch-
out. The developer indicated that 60 months was required

because the system involved simultaneous hardware and software
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. (APPL) value based on discussions with project management

development. While this situation could be addressed through

the complexity variable, it appears that the 'typical
schedule'/'"penalty" effects on the cost estimate should be
examined in more detail.

In order to accomplish the management data systems

model exercise, it was necessary to assume an application

and PRICE Systems personnel. Additional analysis is needed
in this area to determine more accurately the management data
systems mix category composition.

Finally, and most importantly, the software cost esti-
mation process could be improved by the adoption of a systema-
tic approach and the development of an integrated estimation
methodology. Such a methodology should include:

1) Training and utilization of qualified personnel

with experience and knowledge of the software
acquisifion, management, and development processes. k
The system must draw upon information accumulated
from both the military and industry.
2) Evolving a systematic cost estimating procedure
which includes a series of steps to:
a) define the cost estimating task
b) identify the resources required in the
estimation process
c) identify the estimation technique to be employed
3) Deriving software sizing techniques based on techni-
cal evaluation of the functional performance
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4)

5)

6)

requirements of the software.

Collecting and analyzing software cost data from
new and existing systems, based on common defini-
tions of data parameters to provide an historical
cost element data base for derivation of cost
estimates,.

Employing a validated cost model supported by
analysis of the historical cost data base.
Ensuring that the procedures for software cost

estimating are rigorously and methodically followed.
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| 0 | 0 {1 = Software Model Filename: _STEAA
nput Workshe
Input W ct Page_t_of _7
i Title PROJECT EAN
Application EARLY whRuin: RAcnL  oferfTion
Date 4 octr 79 Optional
INST APPL RESO FUNCT STRU LEVEL INTEG
’ Descriptors .
25500 (o] 29
' MDAT MONL MREA MINT MMAT LSTR MOPR MAPP APPLS
Mix o o ) () o o {
DDAT DONL DREA DINT DMAT DSTR DOPR DAPP
' New Design 00l .00l  .00L  ,001 OOl OO (
|
! .
! CDAT CONL CREA CINT CMAT CSTR cOoPR carp
New Code
00l 00! _ _.pol o0t _ _,0Ci OO\ 1
— Device TOAT TONL TREA TINT
" Types Vo) _
| ‘ Quants QDAT QoNL QREA  ° OQINT
ntit
vantity o
Schedule crLx DSTART  DEND ISTART 1END TSTART  TEND
Data 9 04716 o o o o 117
Supplementary YEAR ESC TECIMP MULT PLTFM uTiL TARCST
' Information 1976 ! | 1. 1.2 63
S Notes:

GC 1610 8/77 m(’[rn_’m
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I' 0 l 0 E=-] Software Model Filename: __STEAR
J ) r
Input Worksheet, Page 2_of 1
| Title PROJECT  EABR !
L
Application EARLY WARNING RABARR  APPLICATION
Date 2 ocT g Optional
. ) INST AFPL " RESO FUNCT STRU LEVEL INTEG
' Descriptors
; 189500 (o) 24
. MDAT MONL MREA MINT MMAT MSTR MGPR MAPP AFPLS
Mix o o .40 A4 o .01 LN
’ DOAT DONL DREA DINT OMAT DSTR DOPR DAPP
‘ New Design . 0Ot . 0Ot .90 _ .90 .00\ .90 .