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SECTION T

rroolems of Interference-Free Reception of FM, PM and AM Signals

A.S. Vinitskiy

Method of Reduced Coordinate Systems as a Means of
Reducing Redundancy in the Flow of Scientific Information

It was shown, using a number of examples, that the uses
of a coordinate system which has been reduced to a nonsteady
state system being. studied, can increase the efficiency of
heuristic methods of investigation and can reduce many of the
newly emerging problems to already solved problems, thereby
decreasing the spurious' redundancies in scientific investi-

gations.

Mathematical difficulties in the rigorous analysis and en-
gineering calculation of the appropriate devices and systems are
characteristic for problems on the interference-free reception
and the reception threshold for FM [frequency modulated]
and PM [phase modulated] signals. This is associated with the
basic nonadditivity of the FM and PM spectra for the signals,
with the nonlinearity of the process for filtering the cor-
responding parameters of the signal, the basic unsteady state
of the optimum selective circults in the systems for their
processing, and with a large number of other features of the

problem.

During all of the years in which FM and PM have been widely
used, an intensive search has been made for different (usually

asymptotic) approaches to overcome these difficulties and to set
up consistent theory for the optimum reception of FM and PM
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signals. However, up to this time it is far from accomplished
and many of its segments are the subject of lively debate. The
number of publications on this problem is increasing at a vast
rate, but, unfortunately, the tempo of the increase greatly
exceeds the rate at which their essence is accurately explained.

Such a situation is characteristic not only for the given
group of problems but it is related to two basic circumstances:
the increase in the number of publications is totally unequal to
the increase in the volume of useful information; the universal
propagation of the methods of formal-mathematical logic in
studying the complex phenomena and objects also has negative 1
consequences, since it leads to a loss of their physical image,
which is the basis of heuristic thinking.

We will pause briefly on these two circumstances in con-
nection with the problem of the tracking reception of FM

signals.

Recently much has been written about the "information
explosion" - the precipitous, exponential increase in the
volume of information,yhich is caving in on the scientist.

In this case, the number of scientific publications which, as
it has been calculated, is doubling every 10-15 years [1l], is
often taken as the index of its growth [1l].

Recently sociological studies have shown clearly [1] that
the effectiveness of thw work of the scientist is determined not
by the number of published works but mostly by the number of
times they are cited in other works. As Dzh. Bernal pointed

out long ago, the evaluation of the activity of scholars in
terms of the total number of publications is very harmful for
science, since in the pursuit of numbers, scientific journals
become clogged with immature studies which investigate problems
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which were solved long ago albeit in a somewhat changed view.
These publications create the spurious redundancy in the total
flow of scientific information. The increase at times is taken
as an increase in useful information. In this case it is ever
more difficult, in the growing flow of publications, to find
small nuggets which are authentic new scientific information.

One of the effective media for decreasing such spurious
redundancy is the seeking out of "bonds" between related classes
of problems which can be used to reduce the newly emerging pro-
blem, which at first glance appears to be new and complex, to
a simpler problem which has already been solved., The widely used
method of electro-mechanical analogies is a clear example of
the efficiency of such an approach.

There is one other djifficulty in such an approach when
applied to the problems of the tracking reception of FM signals.
It is related to the fact that, regardless of whether a
tracking filter or tracking generator are used in the system,
the FM demodulator as a whole is a nonst€ady-state system which,
as a rule, does not allow it to be considered as quasistable
and, therefore, does not allow us to use the well developed
methods for the analysis and synthesis of steady-state
systems.

It appears that under these conditions a different appréach
would be an effective means of establishing the "bond" between
similar problems for steady and unsteady-state systems, i.e.,
the use of the method of reduced coordinates. The essence
of this method [2] boils down to using intrinsic basic
functions and nonisometric, reduced scales for time, amplitude
and frequency which are characteristic for the given, complex
modulated oscillations or for the given selective system.

3

2




The complex-modulated oscillations, which coincide in form
with the intrinsic oscillations of the system, degenerate,
upon conversion to these reduced coordinates, to harmonic
oscillation, and selective circuits with variable parameters
which are transformed into steady-state circuitsl. This
means that the entire arsenal of mathematical means for
studying steady-state systems can be used to study them in
the reduced coordinates and, specifically, the relationship
can be readily established between like problems for steady-
state and nonsteady-state systems. Thus, in [2] it was shown
that almost all problems on transition processes in nonsteady-
state filters can be reduced to analogous problems for which
have already been solved steady-state filters. It was shown
in [5] that a whole class of complex polynomial filters of
different order and with variable parameters is reduced to

an analogous class of polynomial filters with constant para-
meters, upon conversion to the reduced coordinates, which

has already been studied. The number of such examples can

be enlarged.

Of course, it is not enough to eliminate the spurious
redundancy in the flow of scientific information. 1In such
a case, we must provide for the proper tempo for the forward
progress of the growi.ug flow of useful, genuinely new infor-
mation. We will dwell here on some of the conditions which

are necessary for this.

1 The following important circumstance should be pointed

out: when it becomes necessary to convert oscillations or
systems from absolute coordinates to reduced coordinates

or vice versa, the conversion methods may either be precise

[3, 4] or approximate [2]); however, the adequacy of the reduced
coordinates method for the given nonstationary oscillations

or systems comes from the profound physical essence of the
studied process and does not depend on the method chosen

for the conversion.
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,4‘ . Today, much of the work of scientists is directed at
the development of rigorous methods of analyzing and synthe-
sizing electronic and cybernetic systems with the constant
K, 4 expansion of the use of computers. These methods have reached
ﬂf a high state of development and flexibility. However,they
are all set up for certain, idealized models which reflect

a certain state of cognizance of the phenomenon and therefore
they can only be used to increase the knowledge of the subject
at some level which has already been achieved but cannot

go beyond its limits. For example, studies of the threshold
phenomena as well as accounting for the effect of wide band
FM remain beyond the limits of possibility for the existing
methods of statistical synthesis of the optimum demodulators.
These methods stimulate the conversion to a new level of

knowledge which lies beyong the limits of the given model

only in those cases which lead to contradictions or absurdity.

Let us turn our attention to the fact, which is not

coincidental that each theory, when it achieves a completed,

4 closed, noncontradictory form, can no longer provide for
reaching gualitatively new results. Conversely, each new,
' fresh theory unavoidably contains elements of heuristics,
intuitive synthesis, and as yet unresolved contradictions.
But the outlet to new horizons is exactly the overcoming

of these very contradictions.

8 In this connection there must be a harmonic combination
' of the two aspects of a single process of scientific endeavor:
logic (using the entire arsenal of means for its methematical

solution) and intuition. The basic role in this, in achieving

a new level of perception, is intuition, first of all. Already
in the last century one of the leading mathematicians, Poincaré:
clearly formulated the relationship between logic and intuition

P
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with respect to mathematics itself. Specifically he wrote:

i! "logic proves, intuition invents. Logic is necessary but
by itself it cannot create anything that is actually new...
It's basis is passive. Intuition gives its work direction." "
- And further, "Logic...does not show the path to the goal.
;} For this we must see the goal from afar and intuition gives

] us the ability to see. Without it the geometrician would
be like the writer who is faultless in his orthography but
who has no ideas." The intuitive way is always much shorter
:34 than the path of logical proofs which is characteristic of
mathematical methods. Therefore, the effective use of the
intuitive approach should provide for an increase in the
flow of genuinely new scientific information. But, as recent
studies have shown [6], intuition does not operate with binary
or other symbols, but rather with whole images. Therefore,
in order to make effective use of the intuitive method to
"see" the problem's condition as a whole, we must not lose

track of its visual, physical image.

This determines the basic role of the analog methods

2 S ik g

< of investigation and the importance of the proper selection
of the coordinate system in which the problem is to be studied.
The method of reduced coordinates can serve as an effective

means for solving the problem in application to the theory

of FM signals and nonsteady-state selective systems which

are widely used for their optimum reception. 1In fact, since
the reduced coordinates correspond to the nature of the sense
of the given nonsteady-state system for as complicated actions
as desired, all of the processes will be represented in this
system of coordinates with the best physical visualization,

in the form that the system itself perceives them. 1In this

case it is important that the modulation, which is wide band

in the absolute coordinates, degenerate into narrow band




modulation in coordinates which have been reduced to be almost
cophasal with the tracking filter, making possible the simplest
spectral analysis and, sometimes, even a quasi-stable study

of the basically nonsteady-state systems.

This, specifically, allowed the authors of [7] to solve
one of the most difficult problems of the stability of a
circuit for self-cophasing a tracking filter by the method
of spectral analysis in reduced cocrdinates. It was shown
in [2, 4] that the problem of selecting wide band AM and
FM signals with respect to form by using nonsteady-state
filters, which is reduced in absolute coordinates to the
complex problem of separating signals with overlapping spectra,
is reduced to a simple problem of the frequency separation
of the signals with nonoverlapping spectra in the reduced
coordinates. Conversion to reduced coordinates was used
in [2, 8] to carry out a number of difficult problems of
studying the threshold, taking into account modulation, by
reducing them to problems without modulation with the graphic
physical treatment of the results. The effectiveness of
the method of reduced coordinates in setting up new models
for signals and systems is demonstrated in the article by
V.A. Zaytsev, V.I. Manenkov, and O.E. Abramyants which can
pbe found in this collection.

In conclusion, it should be pointed out that the method
of reduced coordinates does not exhaust, by any means, the
arsenal of methods for both reducing the spurious redundancy
in scientific publications or in stimulating heuristic methods
of scientific investigations, in its application to the theory
of the tracking reception of FM signals and even more to
a wide class of other problems. The aim of this article
is to call the attention of specialists to this very important

i
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problem and to indicate some possible approaches for solving
it.
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Noise Immunity of a System for the Transmission of
Continuous Communications

A.G. Zyuko

Relationships are found which can be used to de-
termine the freedom from interference for systems for
the transmission of continuous communications with dif-
ferent methods of modulation and for any type of inter-
ference.

A tracking receiver [2, 3] is quasioptimal for the trans-
mission of continuous communications. The known methods
for lowering the threshold for FM are versions of the practical
realization of such a receiver. There is no general theory
for analyzing these methods today. We will start from the
fact that there are two types of errors in the transmission
of continuous communciations: normal, which determine the
freedom of the system from interference in the suprathreshold
range, and anomalous, which characterize the freedom of the
system from interference at a high interference level (in
the subthreshold range) [1, 4].

In calculating the normal errors, the receiver is con-
sidered to be a linear device. In the region of the threshold,
the flow of the anomalous overshoots at the output of the
demodulator is assumed to be a steady-state, Poisson flow.

Normal errors. If the signal A(t,u) is distorted by

an additive interference N(t) then the signal which is received
can be represented in the form

X(t) = A(t, u) + N(t). (1)

where u(t) is the continuous transmitted communication with

9
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an a priori distribution p(u). For a low level of interference
the communication which is received u*(t) differs only slightly
from that which is transmitted u(t). The deviation

Au = u*(t) - u(t) is the random oscillation which determines
the interference at the output of the receiver. The energy
spectrum (or power of this oscillation) determines the mean
square (normal) error in the suprathreshold range. Since

Au is small then the following representation is valid:

A(t. o)=A(t, u)FAuAL(L, u), (2)
where A (t, uy=0A(t, u)/du.

It is obvious that if there are no distortions in the
channel A(f,v) —A(¢ u)=N(3).

Then, according to (2) we have

su=N(t)/ A, (¢, ). &)

The energy spectrum for this oscillation (interference at

the output of the receiver) is

G, () = Gy (v) | AZ(E, u) = K2 () Gy (w), )

where GN«U) is the energy spectrum for the interfereegg__m_
at the input of the receiver, 1<u(f)<l |3|; Kb(m)==|/]/2?ﬁfﬂ)
is the transmission coefficient of the receiver demodulator.
The expressions for KD@») are given in Table 1 for some

types of demodulation.

Table 1
Type of ' Moo
modulation " PM ! FM |VIM B
Ky, f(w) | £] | £] | 4% Vky Jo
‘ mA Yy Awd A Ac
10




Here A—is the amplitude of the signal, Ag¢, A, At—are the
maximum deviations for the phase, frequency, and time shift,
k¢-is a coefficient which depends on the shape of the pulse.

We note that the expressions given in the Table for
K, W) coincide with the corresponding expressions for the
optimum receiver, from Kotelhikov's point of view [1l]. We
arrive at the same results from a study of the ordinary
methods of reception based on
the vector representation of
the signal and interference
(Fig. 1) which confirms the

known position that ordinary
methods of reception achieve
potential freedom from interference
for small interferences.

In addition to a demodulator, a receiver usually contains
a filter at the input and a filter at the output of the
demodulator which, for low interferences, allow it to be
represented as a linear system (Fig. 2) which consists of
a bandpass filter (FPCh), a demodulator (D) and a low frequency

b Aylar . ) LY
Br-die Y E Pt
Fig. 2

filter (FNCh) with transmission coefficients of K, (@), KD(U)
and Kz(o). The energy spectrum for the interference at

the output of such a receiver, in the usual case, is determined
by the following expression:

11




Gy (0) = K} (0) K}, (@) K3 (@) Gy (@). (5)

This is the spectrum for the normal error. The only limitation
in the derivation of this equation was that the interference
at the input of the receiver must be low as compared with

the signal.

The functions Kl(w) and Kz(w) are determined by the
form of the frequency characteristics of the FPCh and FNCh
which are used in the receiver.

The energy spectrum for the interference at the output
GN(Q) is determined by the type of interference. For fluc-
tuation interferences the energy spectrum in the bandpass

of the FPCh can be considered as equal to the spectral den-
sity GN(O) = No.

PESSGE PP TRINECIER T PR E ¥

Pulse interferences are the flow of pulses with the

random parameters:

No=S a.F(iﬁL). (6) ]

=1 2

In many cases thig flow can be considered as steady-state,
Poisson flow for which the probability that k pulses will
appear in the interval T is determined by the expression

pp) = LI T’ r, )

where Vv is the average number of intereference pulses in

a unit of time. The energy spectrum for this flow for an

exponential distribution of the intervals between the pulses

is determined by the following expression [5]: i
12 :




¥ where Gy (w)=2va} H (w), (8)

H(m)::bg':’ | S(wx) |2 p()d=e, )

S(ut)= S. F(t)e—ttdt, (10)

T Bilnenid s o prlal e

al=a’+s? is determined by the well known law for the

il

distribution of the interference pulse amplitudes 62 is
the dispersion, p(¥) is the distribution in the pulse duration.

If the duration of the pulses is constant (%=7).

so that p(1)=08(t—w), then

G,(@)=2val 2| S(wt) |3, (1)

e T8 o A ek B2 A N i
i

In a number of cases the pulses can be considered as similar
to 6§ -pulses F(t)zi’nb('i—-t,,)' with an energy egqual to a,to=2n. f
Then the interference spectrum at the input will be uniform ;
| S{og) | =1 and

Gy (@) =8nv. (12) ,

The interferences in the middle of the spectrum may
either have a pulsed nature (signals from foreign radio
stations with discrete -or pulsed transmissions) or a continuous
nature (signals from AM and FM stations with the transmission
of continuous communications). The energy spectra for these 1
interferences (modulated signals) are also known in many

cases [6].

13
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The energy spectrum for the interference at the output
of the receiver, for the action of a group of different
interferences, when their overall level is much lower than
the signal, can be determined on the basis of the superposition
principle as the sum of the energy spectra of the interferences
at the output due to the action of the different interferences
at the input.

Anomalous errors. For a high level of interferences

Au is large and the linear approximation (2) is no longer
valid. Under these conditions the interference scatterings
at the output of the receiver cause a reduction in the indi-
vidual elements (counts) of communication u(t). The concept
of a mean square error, in this case, loses its meaning.

It is obvious that, in the givén case, it is expedient to
speak of the transmission of the individual, uncorrelated
values of: the oscillations in a given range of A and not

the transmission of a continuous oscillation u(t) and to
evaluate the freedom from interference in terms of the proba-
bility of a reduction in these values (the probability of
anomalous errors P,)-

The model for the normal and anomalous errors was suggested
by V.A. Kotelnikov. He also suggested a method for the
approximate evaluation of the probability for anomalous
errors [1l]. This method is based on the replacement of
the transmission of continuous communication u(t) with
the transmission of discrete, mutually orthogonal, signals
which correspond to the discrete elements of this communication.
For an even, a priori distribution p(u), these signals can
be considered as equally probable. The number of signals
m is equal to the number of elements for the resolution
of the communication ﬁQ=MAumw , where ukop is the range

14
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of correlation for the signal A(t, u) in terms of the parameter
u. Thus, the problem of determining P, is reduced to the
problem of determining the probability of error in the trans-=
mission of m equally probable, orthogonal signals. For

AR b e

fluctuation interferences this probability is calculated

from the known equations [3]:

Pow o (m— 1) V(1) L3
for coherent reéeption, and
.Plug‘ m—1 e-hn
for incoherent reception
Here . - 9 p ' .
V h o e———1 -2
| | () VQ"‘J‘ e-"d¢, (14)
where ’=P¢/P...' the ratio of the po(aers_of the signal

and.snoise. ;

In PM apd FM reception the anomalous scatterings
at the output of the detector, as shown by Rice [7], are
due to phase jumps © (see Fig. 1) for the overall oscillation
X(t) for the signal and the interference at the input of
the receiver by a value 6 2 2T. Consequently, the probability
of anomalous errors for FM and PM can be determined as the
probability that during the time the signal amplitude Uc
is exceeded by the interference U,, the angle 8 will change
by a value of 6 2T

P,=F(U,>U)P (> 2r). (15)

When the anomalous scatterings (errors) appear relatively
infrequently and are a stationary Poisson process, then

the average number of anomalous scatterings per second n

and the probability of anomalous errors P in a fixed period
of time, for example T = 1/2Fm, where Fm is the maximum

15
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frequency in the communication spectrum U(t), are related
by the expression

Py=1l—e-"TexnT. (16)

According to Rice the number n at the output of the standard
ChD [frequency demodulator] for the action of an unmodulated
signal on the input and for normal noise is determined by
the following expression:

n=n.4n_-=rVh, (17)

in which r is the inertia radius of the noise spectrum with
respect to its central frequency.

In the general case the probability for the anomalous
errors can be calculated on the basis of the theory of
scatterings [8]. Unfortunately, the statistical description
of scatterings for the output effect of the receiver in
evaluating the arbitrary oscillations u(t) is lacking as
of now.

The anomalous scatterings at the output for the action
of pulsed interferences on an FM receiver are also due to
phase jumps for the given oscillation by 27. The probability
of anomalous errors in this case is determined, usually,
on the basis of expression (15). In [9] this probability
was determined both for constant and random amplitudes for
the pulsed interference for different FPCh characteristics.
Thus, for a hyperbolic law for the amplitude distribution
of the interference:

27 U:L/U?."”o Up > U,

PWi=1,, vi<uv,., 9

16




o

where ¥ is the distribution parameter. The probability
of anomalous errors for a FNCh with gaussian characteristics

is equal to

1).,.-_--27;‘.%% [I _2 v(%fi;-)] (19)

where F, is the effective pass band for the FPCh and Af

is the deviation in the signal's fregquency.

The average number of anomalous scatterings ir this

case 1is

n=vpP,,, (20)

The determination of the probability of anomalous errors

for the action of a number of different interferences is
fraught with great mathematical difficulties. 1In those cases
for which the distribution of the group of interferences

can be considered as normal (Gaussian), the problem is reduced
to that discussed above for the fluctuation interferences.

In the other cases the result obtained for the Gaussian

approximation will be the upper limit of the freedom from

interference.

Energy spectrum of the interferences at the receiver's

output. For an approximate evaluation of the receiver's
freedom from interference for a high level of interference
and to set up the threshold curves in the generally accepted
coordinates, the energy spectrum of the anomalous scatterings
can be determined at the output of the receiver. 1In many

cases, the flow of the anomalous scatterings can be considered
as stationary, Poisson flow F2(t) with a duration distribution
pz(f) or any type of interference at the input for the receiver,
The energy spectrum for this type of flow is determined

17
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1‘ on the basis of expressions (8) — (11) if the corresponding
= parameters for the anomalous scatterings are substituted

; in them. According to (8) and (1ll) we have

2 Gy (w) =2nat H(w)Ki(w) 2h

,_‘ or for %, == 1, == const

Guu(9) =27 % | S(0 ) |2 K3 (w), (22)

where H(w) and S(w) are determined by relationship (9) and
(10) for a flow of the anomalous pulses F2(t), KZ(D) is

the transmission coefficient of the FNCh. 1In the range

of low frequencies, the amplitude spectrum for the anomalous
scatterings can be considered to be even, i.e., the flow

of the anomalous scatterings can be considered to be a flow
of g-pulses with an energy equal to 2™. The energy spectrum

in this qgase, according to (12) is determined by the expression

Uy (w) =8 rn K] (w). (23)

The appearance of normal and anomalous errors are incompa-

tible events: in one case there is a slight shift in the
values of received communication u*(t) in the vicinity of

the true values of the transmitted communication u(t) and

in the other case there is a reduction in the individual
elements of the communication. Therefore, the energy spectrum
for the interference at the output of the receiver for any
level of interference can be determined as the sum of the
energy spectra for the normal GHEQ) and for the anomalous
GaH&a) taking into account the probability of their appearance:

2 G(@) = (1 = P,) G, (@) Puy Gua (). (24)
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By substituting expressions (5) and (21) for GH(w) and GaH(w)

we find

G(w)=(1 — P K} (w) K} (0) K3 () Gy (v) +
+2nat H () K} (v). (29)

Further, the power of the interference at the receiver's
output, P,.. can be determined and the curves for (P./Puws =
=%fU%y/l%-0~ can be constructed. As the signal/interference
ratio increases, the probability for anomalous errors rapidly
decreases. Starting with some (threshold) value for the
signal/interference ratio at the input, the resulting signal/

noise ratio at the output of the receiver is determined

only by the normal error. For small values of the signal/inter-

ference ratio, the main role in the output effect is that
played by the anomalous errors.

As an example, let us determine the energy spectrum
for the interference at the output of an FM receiver for
the action of a pulse interference on its input. According
to Table 1, Ki(w)=2e*/A®?A? f£or FM. The frequency characteris-
tics for the FPCh and FNCh will be considered to be rectangular
Ki(m) = 1 and K%«a) = 1. Then, on the basis of expressions
(25), (11) and (22) for low enough frequencies <O «2TrF,
(the case in which the modulation index is B > 1) we will
have

O@=meF/act FI42e37, ()

in which ¢°=(U.JA)? is the average valuc of the square of

the maximum values of the interference amplitude U,=2a,1,S(wx)F,
at the output of the FPCh to the amplitude of the signal

A; m = vP(g<1l) is the average number of interference pulses

which do not exceed the signal amplitude at the output of
19
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the FPCh in a unit of time; n is the average number of anomalous

scatterings in a unit of time at the output of the frequency
detector. For a communication normalized to a unit interval
u(t)

1 1
n= j'np(u)du=2s’ vP. pwdu. (27)
—i 0

Thus, as for fluctuation interference, the energy spectrum
for the pulsed interference at the output of an FM receiver
in the range of low frequencies is the sum of two components:

a guadratic and equivalent component.

The power at the outlet of the FNCh, according to (26)
will be equal to

F 3
_r _m@Fe L ennE . @
Pn——OSG(2"f)df 34/ F3+ niy (28)

The power of the received communication P, = k;Z where k.
is the peak factor for the communication u(t). For sinusoidal
modulation Ak, =V3 1. e. P.=1/2

Tracking reception. The higher freedom from interference

of the tracking demodulator (SD) near the threshold is due

to its capacity to suppress anomalous scatterings. Studies

of the tracking reception of FM signals showed that for

each demodulator there is a dertain duration 7y, for the
threshold phase jump (a jump of *21), For t<r7t, the jump

is suppressed but for T>7%y the jumps pass through the
demodulator, causing anomalous voltage pulses at the output
[10). The value of the critical duration can be readily
determined experimentally. If the probability distribution
density is known for the duration of the anomalous scatterings
p(%) then the probability can be determined for the appearance
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of the threshold scatterings which have a duration of L

Pi(s) = | plode. (29 .

Kp
'

Knowing the number of anomalous scatterings n at the input
to the demodulator, we will determine the number of anomalous
scatterings which pass through the tracking demodulator

ny==nP(z,). (30)

The energy spectrum and the power of the anomalous scatterings
at the output of the SD is determined by means of the formulas
which were found above for the standard demodulator if n,

is used in place of n.
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Optimum Evaluation of the Oscillation Frequency
and Tracking Demodulators for FM Signals

Ya. G. Rodionov

It is shown in the article that a tracking filter
(SF), a demodulator with a negative frequency feedback
(OsCh) and a demodulator of automatic fine tuning of
the frequency type (FAPCh) are quasioptimum systems
for frequency evaluation. It is suggested that the
threshold criterion be used to compare the freedom
from interference of the quasioptimum systems for FM
reception. Expressions are given for finding the noise
bands and the signal/noise ratios for SF, 0SCh, and
FAPCh systems. It is shown that under real conditions
tracking modulators lower the threshold by 2-5 dB as
compared with standard demodulators, but the properties
of the "hypothetical receiver", which makes use of
all of the possible information fed into the FM signals

are not fully realized.

The oscillations y(t) at the input to a receiver with
optimum frequency evaluation under noise conditions is an
additive mixture of the narrow band signal s(t) = A(t)coslwt
+ q(t)L(in which ¢ is an essential parameter, A, $ are non-
essential parameters) and a stationary Gaussian noise n(t)
with a zero average with a correlation function k&(f) =0(t)No/2

and a functional probability of

" T

win(t)]= constexp[——I:,—Sn'-‘(t) dt] R

in which N0/2 is the spectral density of the noise's power,
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S(t) is the delta function, and T is the observation range
above the accepted mixture.

Taking into account the assumed slowness for the change
in the signal's parameters, the statistical independence
of the a priori distributions A, @, and o (w,(¢)=1/2x), A(?)
is a constant value of a known function of time Ao(t) because
of which w, (A)=8(A—4;). For T » 1 we can find the aposteriori
probability density [1, 2]:

.. (o) = const w,,(w)l.,(% z(w)) ' (1
b .

for which Io(x) is a modified, zero-order Bessel function:

z) =) X275

T
X=§ y(£) A, (t) cos wtdt;

T
Y—.—_(y(t)Ao(t)sinwtdt. 2
0

According to (2), the overall
functional scheme for the optimum
frequency measuring device must
include the device shown in
Fig. 1.

According to another guasi-
linear method for treating a
mixture of signal and noise
[3], the optimum instrument
for measuring the frequency for a Gaussian a priori density
wpr(w) can be found from the expression

w* ()= j G(t, ©)b(r)dr— w*(f), 3)
=1
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in which o*(t) is the average value of the informative function
which is assumed to be known and b(r) is a function which

is determined by the expression #
[ -o
[r@di=——Inw,(y/1*); 4
s ar
A is one of the integrands into which the (t-T, t) interval 1
1

is divided for the sampling which is needed in analyzing
the given process, * is the informative parameter, w,, (y/A*)
is the probability function for the process y(t) in the

T——_—

given integrand. The quantity A is much larger than the
interference correlation interval but much smaller than
the correlation interval for the informative function A(t). ;

The function G(t, T) is the pulsed response of the

linear system:

t
G(t, )=C(t, )+ * j c(t, s)G(, s)ds, (5)

=T

for which

C(t, )+ S C(t, s)R(s, ) ds=R(t, <), (6)

t-T

where R(t, 7 ) is the correlation function for the signal
y(t), and k is the mean value of the function K(t) determined
for the integrand A in the form

2

S‘ K(tydt =

-4

o w3 ) @ ;3
The optimum structural scheme which corresponds to

expression (3) is shown in Fig. 2. Here 1 is the nonlinear

connection (discriminator) which separates the function

b(t); 2 is the linear filter with a pulsed reaction G(t,7);

3 is the summation device. The filter's output response
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is added to the mathematical

expectation for the function 5

——

A ot - A(t) and, as a result, the approxi-
L . . ]
mate value of ¥ (t) is obtained.
aw \
odi 3
) The practical realization
of the processing algorithms 3
Fig. 2

(1)-(3) can be achieved in various

ways [4-8].

Tracking demodulators can also be included among the

quasioptimum systems for receiving FM signal analogs. We

lailing

will demonstrate this using a system of automatic fine tuning
of the phase frequency (FAPCh). It follows from expression

(4) that the output response b(t) for a nonlinear discriminator
in the optimum system (Fig. 2) is determined by the probability
function which, in the integrand A is written in the form

' ;.‘
w,,(y /) == const exp LN _" [y(t)—s(t)]’dt}. (8)
, . A“a-t' ‘ ' .
By converting (8) to the logarithmic form, collecting the
derivatives with respect to t, and equating it to expression

(4) and assuming that AO = const, §= const, we find

ad |
”“"'Tx{" MO eirar] @

Assuming that FM is an integral type of modulation
we differentiate (9) with respect to the parameter l=Swﬂ ",
and by discarding the vibration terms with a doubled value

of the frequency W, we get

b(t)e——:l— y(#) A, sin (0* £+ 7). (10)
¢
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k4. Consequently, the nonlinear discriminator 1 (Fig. 2)
Q:I in this case must be the amplifier and generator of the
3 supporting voltage. By replacing the optimum linear filter

e

(2) with an ordinary low frequency filter (for example a

3 proportional-integrating component type) and, considering

that the approximate value of the parameter A*(t) is reflected
directly in the output response of this filter, we arrive

at a system for the quasicoherent treatment of the phases

DR TN 3 T Ay
e e s il

of the FAPCh type.

A tracking demodulator with a frequency feedback system
(0OSCh) includes in its makeup a multiplier of the signals
which are received and the supporting signal (mixer with
a narrow band filter of intermediate frequency connected
at its output, i.e., the operations inherent in a correlation
receiver are carried out. The tracking filter (SF) with
the controlled resonance frequency is a device in which
the group of optimum, coordinated filters is replaced by
a single, quasioptimum filter which controls the approximate

value of the output parameter.

For comparing the quasioptimum systems for evaluating
the frequency under conditions of high noise levels, it
is convenient to carry out the threshold criterion for FM
systems. By the threshold of FM system, we mean the minimum
possible signal/noise ratio py, At the input to the receiver
taken as twice the infomative band ZFB for the FM_signal
for which the linearity of the interference-free characteristic

 Poux =wﬂn)‘ for FM reception breaks down. Let us designate

this threshold ratio by ot The lower the Pon’ the better,
obviously, the threshold properties of the receiver. .
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For a standard demodulator the threshold ratio an for
a deviation of the characteristic of 1 dB from linearity
can be evaluated with sufficient accuracy from the empirical
expression [9]:

B ( 8
on ™~ (39 481g —], 1
bou s 5 (394 ‘QF.) an

in which B is the noise band of the linear part of the receiver

ip to the frequency detector)

In tracking demodulators the noise band B should be
calculated taking into account the closed circuit for reverse
control. An analysis shows that for SF the value of B in
the suprathreshold and threshold regions can be determined
approximately by means of the linearized model for the system
using equivalent frequency characteristics (EChKh) [10].

It is obvious that the conclusion can also be extended to
other types of tracking demodulators. The general expression
for the noise band B in these systems is

B=2F.3|K..(a)|7da, (12
]

where \Kq(a)l is the EChKh modulus, a = F/FB, and F is
the modulation frequency.

In a FAPCh system with a proportional-integrating filter
the EChKh has the form

' )N | = ' 14-02+*
(K (J9) | = ‘/(1——;-n=)’+9:(: reg (13)

c < ‘

where AC is a parameter which is proportional to the system's
holding band (Ac=Awy | sing,|=2/%|sin%| is the linearization
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. ! parameter), T, T, are parameters of the proportional-integrating
filter.
L7 ko
E By calculating the integral j o we arrive
E at the expression
¢
X
‘1 B = A‘ l+‘¢§/‘
3 - . (14
é -2 1+3.% )
» The value of By, was calculated in a somewhat different
: form in [11). Formula (14) is valid for conditions realized
y in practice
1 —
2VAx — 128t At>1/4. (15)
Analogous calculations for SF with an integrating control ;1
circuit leads to the expression i
1 41A2g®
| Ki(a) | = '/ -*2- 22 , (16)
142 {A— —)a*+—a'
(=)t
{ i
where b = AF/ZFB, A= 21tFBT', AF is the band for the uncontrolled '
circuit of the SF at the level 0.707, and 7 is the time
constant for the integrating circuit.
' For atv<4 (a=nAF), which in practice is usually true
By=(at+1)/2x. 17 .3
In an 0SCh system with an integrating filter in the -
control circuit, we find 4
a K ¥
K (j9Q) | = 2 , (18
l -l(l )' V a(‘+K)—921] ( at)’Q? ( ) 1
|
where K is the amplification coefficient for the feedback I3
3 loop and 4 is the attenuation coefficient for the UPCh 5
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narrow band filter.

Determining the noise band from the expression

“+K’ CE J1Kweae
gives

Biey=2a(l + K)/2(1 4-ax). (19)

Formula (19) is valid for (l+at)¥ar< 4(1+K), i.e., for a
large amplification K in the feedback loop.

In order to evaluate the threshold properties of the

given systems it is necessary to equate their noise bands. L
For SF and OSCh the same values of t can be chosen directly
for a given a, In this case the amplification K in the
OSCh system is determined from the expression

K=(l+u1)’/2a1:-—l‘."' (20)

The noise band in the FAPCh system is a function of
a number of parameters. We can find the required value
of the parameterAc from equalities (14) and (17):

Ac==—2—[3:-(14-—l— )-F
| 4 at
7/ a?': 1 \¢
) () J 2
1Ty 4
If, for example, we choose t/t=0,1, F,=15 kHz

| sin¢g | =0,2 1=3/a=3,2-10-3c,
then we will have Awy,=094-10° rad/sec=032.10-5 In this case
the noise band for the FAPCh system is equal to the noise
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i band for the SF at ar = 3. If it is assumed that ar= 1 in
k1. the SF then its noise band will be equal to the noise band
!  for the FAPCh system with the same values of 7,/7,, sin@o\ h
- for t=1'a=1,06-10-5 ¢, Aw,=113.10° rad/sec, . =—0,89 » 3

: x10-5 8ec, 1,=0,0106.10-5 sec.

4 If we take into account the fact that the noise bands for

f the three systems are equal we can find the overall threshold
A ratio for them Pon * from (11). For ar=3(B=625-10° Hz it
: is equal to 10.5 dB and for ar=1(B=94.10% Hz) it is

equal to 13 dB.

The values that were found for POU can be compared
with the threshold ratios for other systems for FM reception
and, specifically, with the limiting threshold ratio which

is intrinsic to some "hypothetical receiver” which has all
of the information properties of the”"FM signal [12, 13].

[N
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Fig. 3
Key: (1) dB .
ey: (1) 3 (2) Rvykh
The curve for the freedom from interference is shown
in Fig. 3 for FM reception with an index m = 5. The points
and ordinates are marked on it which correspond to the threshold §
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ratio P0n for different types of receivers. Point 1 gives
the limiting threshold ratio (on the order of 8.8 dB) which

is realized by the "hypothetical receiver" and point 2 determines
the threshold properties of the standard FM demodulator

R with a noise band B = 150 kHz. Points 3 and 4 refer to

5 a tracking demodulator with at= 3 and 1, respectively. Point

5 gives the threshold for the correlation receiver [4] and

point 6 gives the threshold for a system with a divided

;; band [6]. As we can see from this figure, tracking demodulators
k- in a system [4,6] lower the threshold by 2-5 dB as compared
with a standard demodulator. In addition they are not yet
totally near the "hypothetical receiver" which indicates

that it is possible to improve the threshold properties

;' of quasioptimum systems of FM reception still further.
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Analysis of the Interference Protection for an FM
Demodulator, With Subtraction of the Deviations for a
Signal Modulated by an Effective Communication

I.L. Papernov

The effect of modulation was determined on the
interference protection of an FM demodulator subtracting
the deviations. It was shown that the spurious amplitude
modulation which arises in a narrow band filter is
the determining factor.

An analysis of the freedom from interference for a
transducer with subtraction of the deviations (PVD) whese
structural scheme is shown in Fig. 1, was made in [1-3]

without taking the modulation into account.

_ r_ﬂ—ﬁ@ ¥
2 | | Rk ti ke
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| oM r :
| !
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Fig. 1

For modulation the cophasal and orthogonal projection
of the noise vector on the signal vector depends on the
transmitted communication. In addition, the FM signal,

upon passing through the filter, acquires a spurious amplitude
modulation (PAM).

The first effect was studied in [4] on the basis of
the pulse model for the threshold mech..aism of FM ("method
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of anomalous pulses"). The second effect was r-udied in
{5] on the basis of the method of weighed probabilities.

We will take both effects into consideration and we
will find the mean number of anomalous pulses Nn., [4] with
a static detuning 4w of the carrier from the central frequency
of the filter. The signal's amplitude in this case is taken
to be equal to Uc(Aw) = UCK(AA» assuming that Aw changes
slowly as compared with the filter band. We will average
N,, with respect to 4w:

N(p)= S Nu. W(Aw)dAw =

. 2r ”l/-ze_,al l_—:“' :
eV = Vitgex
X[1— (VT +gt)Ki(dwf)p) | +

4tV gexp{—pKi(dw,t)} @ (VEgFpK2(aw, 1))} dt.

Here N(p) is the total number of positive and negative pulses
referred to half of the filter's noise band, where ¢ is

the signal/noise ratio at the input of the ChD; r is the

radius of ‘inertia of the square of the AChKh (amplitude

frequency characteristic) for the filter KZ(Aw), AWy is

the noise band of the filter, A&% is the effective frequency
deviation, and € =A4e/r? is a parameter which takes into

account the dependence of the cophasal and orthogonal projections
of the noise on the signal vector on the modulation.

Let us consider two of the AChKh filters which are
most often encountered at the input to a ChD (frequency
detector): a Gaussian AChKh which corresponds to a multicircuit
filter

K2(Aw)=exp(~—Aaw?/B%); Ao,=B V=, r=8,
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and the AChKh of a two-circuit filter with a critical circuit

) )
14+ (Qo/Awnt’

l(2 (A w) = A Wy = A wo,7, rzAU)oJ.

Vs

The results of calculating the dependence N(F) for
some values of the parameter qf=A"%/A“%7 are given by
the so0lid lines in Fig. 2 for the Gaussian filter and in
Fig. 3 for the two-circuit filter. The dependences taking
into account only PAM (q = 0) are shown by the dotted lines.
As we can see from the graphs, the PAM has the most effect
on the increase in the number of pulses for Gaussian modulation.

If the spectral density of the anomalous noise in the
Rice method is determined by the mean number of pulses N,
then in the method of weighted probabilities it is characterized
by the value (1.85/2mp, where p = P(U,> Uc) is the probability
that the noise amplitude will exceed the signal's amplitude.

¥ '

w3
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0% .
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07704 Y B \ —
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Fig. 2 Fig. 3
Key: (1) dB
By taking into account the PAM of the signal at the
input to the ChD we have [5]
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" v +oe
L p=j' PlUy> U, K(dw) |W(Aw)dBw=

T
= ]/ ?j' exp,{ —p K?(Aw, t)} e -2 dt.
0

2 4 We can see from the curves for the dependence of the
quantity (1.85/2 )p on # , which are shown in Figs. 2 and
3 by the dotted lines, that if the effect of the PAM is
4 taken into account both methods give similar results.

On the whole, for the action of modulation and for
q £ 0.1, the freedom from interference for FM reception
deteriorates no more than by 1 dB; the deterioration increasing

with an increase in qg.

The effective deviation in the frequency at the outputof PVD
of a transducer with subtraction of the deviations (PVD)
is related to the effective deviation of the frequency at
the input to the device 864 s by means of the relationship [2]

Aw? =2Aw?

P shx oh 8x

sin @, v, — sin 2, <,
[‘— & —2)r, ]’ M

where t; is the delay time in the delay line, . and 2y

B
are the upper and lower frequencies of the group modulation

spectrum,

It is expedient to use a standard ChD followed by a

corrective filter KF in the group channel

B (o) =[4sin?(w=,/2)]".

as a demodulator.

The energy spectrum of the noise phase was found in
[2]) at the output of the PVD:
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Gy (w) =

1 Kﬂ((u)4sin2ﬂ - «K.Q'?_s]- ! - ()
« Pgy 2 Pax Aoy,
Here'K is the number of dispersion phases, a@=A4u,, dw,

p“=z U,/ Pusi Pumx is the power of the noise at the input
to one receiver.

Although in the general case the distribution for the
cophasal X and orthogonal Y projections of the noise at
the output of the PVD differ from the normal distribution,
this difference is insignificant in the FM threshold region
for d> 5 and tfu>|

Expressions were found for = P in [2] (signal/noise
ratio at the output to the PVD) and o (ratio of the power
for the orthogonal projection of the noise to the power
for the cophasal proijection). These expressions have the
following form for a signal amplitude equal to one:

X4 Pra L=t (2+ °’75K); @
Pamsx G Pox Pax
a= Y’/X2==(l "T)/(I +T)n |=I/(I +Oi75K(2Plx); (4)
exp(—f?+?/4) —. in the first case
s 1| VEsin( 54205 )
X exp (—A%t—’)—in the second case

jt was found.inil6} that, PW,> Ujfor e+1. The following
approximation of the rather cogplex equations in [6] is
permissible for 4<puw;<16and 0321

p=P(Ug> Uc)=exp["c(¢)9mx]-
in which

C(a) =0,694-0,31 20,375 (a2 — a¥) ,

—
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Thus, in analyzing the threshold by the method of weighted
probabilities we get the following formula for the power
of the noises in milliwatts in a telephone channel with

a frequency »_, and a band width AQ at the point of zero

K
level of measurement

Kgc AQ, 0w, B2 (w)[ 1,85 »? ]
— [t ® K , 5
Pmr I’y “’3 " on P+ Ao, Gy (“’) ( )
2 . . . ,
where K,“,c is the psophometric coefficient and AmK Bx IS

the deviation in the frequency which corresponds to the
measuring level at the input to the PVD.

Since the projection of the noise on the output of
the PVD, for the values of T which are used in practice,
are approximately normal and are independent, then the number
of pulses N at the output of the device is determined by
the method in [4] by substituting the probability that the
signal's amplitude will be exceeded by the cophasal component
of the noise at the output to the PVD. This means that

P’ = paux (1 +a)/2° (6)
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should be used in place of p in the appropriate formulas
and graphs.

In the experimental study of the effect of modulation
on the freedom from interference for a transducer the PVD

had the following parameters: 'A(,,,',,,/2u=10 MHz |
28wor[2n=1,5 MHzZ 1, =sec, K=1 (single reception
A® yax /2ﬂ=100 kHZ (0./2“=‘|2 kHz m'/2"=

=3, kH2" Two-circuit filters with a critical coupling
were used at the input and output of the PVD. The psopho-
metric coefficient was not taken into account and no pre-
selection was introduced. The modulation was imitated by
white noise which has the spectrum 12-252 kHz and a load
level of 9 AB(A®wewu=28240,,)which corresponds to 60 telephone

channels.

In constructing the graphs, which are shown in Figq.
4 by the dotted lines (for modulation (1) and without modulation
(2)), the power of the transitional noises which is equal
to 15,000 pW is subtracted from the experimental measurement.
The curves which were calculated by using formulas (1)-
{(6) and using the graphs in Fig. 3 are shown by the solid
lines. The shift in the threshold which was found experi-
mentally 4, and by calculation A, is equal to 1.5 dB. The
agreement between the experimental and calculated values

is satisfactory.

In conclusion we note that when there is no correction

for the phase frequency characteristics for the filter at

the output of the PVD, lower deviations are used 'Aw, [2n=
(50-70) kHz] to decrease the power of the transitional inter-
ferences. 1In this case, modulation has no effect on the
freedom from interference. However, correction of the phase
frequency characteristics greatly decreases the transitional
interferences. As shown in [7], for ideal correction the
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power of the transitional inter-
ferences is approximately 200

PW for the parameters used above.

In this case, the effect
of modulation must be taken

into consideration.

Fig. 4

Key: 1) Rshtf,dBm; 2) dB
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Analysis and Experimental Study of the Interference
Protection of a "Tracking Heterodyne" FM Demodulator

with Low Frequency Feedback Circuits
Yu. N. Margolin and E. Ya. Ryskin

The differential equation for the output phase

of an FM demodulator was transformed and used to determine

the point of emergence of the threshold. It was shown

that for the appropriate selection of the device's
parameters, the demodulator's interference protection
is determined by a band of the SG's [tracking heterodyne]

narrow band filter. The results of the study are con-

firmed experimentally.

Differential equations were derived in [l and 2] (1)
for the phase and the envelope at the output of the device
for lowering the threshold level of a "tracking heterodyne"
(SG] FM receiver with feedback circuits for a low frequency

(OsCh) [3]:

=t Ra ol
—%=7 sin [Q,; — %], | (1a)
gL y=1 —
V'+ T 14 T.R.x cos [Qu — %), (16)
t
#e=h)ot —)dv, (19)
]

in which V@ is the envelope and the phase at the output

of the second mixer (SM2) (Fig. 1), T is the value of the

group delay time created by the single resonance circuit
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b of the SG filter, 9r is the phase at the output of the
frequency modulating heterodyne (ChMG), h(r) is the pulsed
reaction of the RC-filter which creates a delay t, in the

general circuit of the feedback circuit, are the

Rpx’ Opx
values of the envelope and the phase at the input for the
first mixer (SM1l). The structural scheme for the SG is

shown in Fig. 1.
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Fig. 1

; 1) cMl, 2) OGR and ChD, 3) Input of FM signal, 4) Narrow
f band filter, 5) CM2, 6) Wide band amplifier, 7) Group amplifier,
i 8) NCh [low frequency] output, 9) Negative circuit 0SCh,

10) ChMG, 11) Circuit of positive 0SCh [frequency feedback],

12) RC - filter and attenuator, 13) General feedback circuit.

We will present equation (lc) in the operational form
¢ = ¢/(14+pw)and by means of the usual transformations for
(la) we will arrive at equation (2) for the phase at the
output for the second mixer for the presence of an unmodulated
carrier at the input to the SG with an amplitude Rc and
a noise §l(t) with two-sided spectral density N, = kT,
(wher2 k is the Boltzmann constant and Tm is the noise temperature

in absolute units):

41




’ Rc - El(t) t
""j[rr,v ne rc.v]d +

1 l?, 1 (tl @
+-7‘ V T
Note that an equation of the type (2) was obtained
in [4] for a FAPCh system with a proportional-integrating
filter which has a transmitting function F(p) = 1 + 2/p,
In fact, the following equation is valid for the phase error
[4]:

[ 4
9’+a5|AK sing +& (K]t + K[A sing + &8)] =0, g
(3) ’

in which A is the effective amplitude for the signal at
the input to the FAPCh, K is the control coefficient in
the loop for the negative feedback of the FAPCh. 3

In [4], the interference protection of the FAPCh was ]
studied on the basis of the theory for Markov processes
assuming that the noise f (t) is distributed normally, that
8 is correlated and has a one-sided spectral density of
No.

number of phase jumps for the reference generator for the

In the same source N has been calculated, i.e., the

FAPCh with a proportional-integrating filter

N =1/2x% I3 (a), &)
in which
1= N, (AK'*"‘) a=4A? 'N,(AK+a). (5

It is emphasized, in this, that (4) is an approximate
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relationship which has a high accuracy for «>» 1, i.e.,
when the asymptotic representation

L@ ~e* [Vna . (6)

is valid. 1In this case
N ~e-%(A K+ a)/=. 7

Later we will use these relationships to calculate the number
of jumps and to determine the point of onset for the threshold
in an FM demodulator with SG.

Let us turn to equation (2). The number of jumps
in a system which is described by this equation can be readily
calculated if V is set. In this case we can convert from
(2) to (3) if it is assumed that AK = RC/TV, a=lm, In
so doing, we must keep in mind that the one-sided spectral
density for the noise at the input to the SG is equal to
2N0.' Further, if we follow the argument in [4], we find
that for an SG the conditional number of jumps (for a fixed

value of V) is determined by the relationship:

2
| Mo (Re+T)
Nv=mrrreen,eorveimar . @

Let us consider equation (lb) which, for ¢-= 0 is
converted into the equation for a single circuit [6], in
which the envelope V is distributed according to Rayleigh's
generalized law:

_ 9
W(V)=a’le (V'+Rz)/*-lo (_V;?L) , 9)

in whichtm? is the power of the noise at the input to the
SG's filter. For ¢ # 0, the distribution W(V) is other
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than (9), but in the case studied below, which is of practical
importance, it approaches (9). The accuracy with which

the distribution (9) is fulfilled in a circuit with an SG
depends on the =, /T ratio. 1In fact, if TZ/T -1, then we
approach (9) because of the actual opening of the loop of

the feedback circuit, however, in this case there will be

no compression of the useful signal. If 12/T <. 1 we approach
a marked contraction of the useful frequency deviation and

the simultaneous deterioration of the circuit's freedom

from interference. In this method of analysis, according

to (8), this is related to a great increase in N, even for

vV = Rc. Usually we select w/T~1 in practice.V However,

in this case, the phase processes at the outputs for the
signal circuit filter and the ChMG are poorly correlated

and relationship (9) is approximately valid for the envelope's
distribution.

If we try to average N, as determined by expression (8)

in conformity with (9), we erive at a diverging integral.
However, if we take into account the fact that the practical

SG circuits have, in addition to the single circuit, narrow
band fiber, a preselector also (a preliminary UPCh [intermediate
frequency amplifier]), then the averaging gives a finite
result. The fact is that the expansion of the equivalent

noise band for the SG which is related with the expansion

of the band for the single-circuit filter (or with the decrease
in V) cannot result in a number of jumps for NV greater

than that which is generated by noise in the band for the

input UPCh of the demodulator, which allows us to evaluate

the lower limit for the integration in terms of V.

We will introduce the designations: z = V/R,, T/1=%;

n’ = RzT/N0 is the signal/noise ratio in the SG's filter
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1 band, 2=N,2T is the power of the noise in the filter
band; |k=Afyu/Afu is the ratio of the UPCh's noise band
at the input to the SG to the noise band of the SG's filter.
We will rewrite (8) in the following form using conventional

designations
Af e (1 4 28)?
Nv = aznni2alz 79 - (10)
2n
If the inequality Tets 2 is valid the Bessel

function for the imaginary argument Io(t) is replaced by
the asymptotic expression (6) with sufficient accuracy,
and then

an .
45 i exp[« (|/z:—8)}“ 1 29)

AVV= -

(1

kit

As a result of averaging N_ according to (9) we get

v
the following expression to calculate N

N: ( 2Afm¢}"l; ><

=V
e 4nz - .
§ exp[—-(l+8z) —n(l —2) ](l-{—zo) dz)+
Vz
+Nqnp(z<zo)‘ (12)

%

We go about determining z, in the following way. The
number of jumps N at the output of a standard FM demodulator
with a rectangular frequency characteristic of the UPCh
at the input, equal to kAfuy, which is calculated according
to [5]:

No = kafuy _€°M
" 9yY3 YV «njk
- (13)
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If we equate the right hand
sides of (1l1l) and (13) we come

ey to the transcendental equation
for calculating z
e i
et t4on) (1 4 B2) _
& zo
v 0lgn=836| o » =.9L1_?e__“i . (14)
Vnjk
w0
Graphs are shown in Fig.
e 2 which were calculated by means
0 of equation (12) for different
values of n and k and for §= 1.
The values of z, are found by
Fig. 2 means of equation (14).

The expression for the curve of interference protection
of an SG is written in the form [5]:

Py l oN | /EF. ‘)2 ! \ A AF,

'P[ Af!uob + \ Afunb —”— Afz ! “5)

in whichA_fk is the effective deviation in the frequency
in the telephone channel: AFk is the telephone chanr<el band

which is equal to 3.1 kHz; Fk is the telephone channel carrier.

(ﬂ‘/pu)ﬂc"-di
ik’—"]'”j} T°°°

1) Demodulator with UPCh - N
7.0 MHz + SG 1) calculated A inen |
2) experimental geatyrmmoe 47 TS 2
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4) experimental “‘l—"(“j"] P
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6) experimental ” ” 20(R/Pa)ts 6
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In Fig. 3, Curve 1 shows the interference protection
of a demodulator with an SG with the following parameters:
noise band for the input UPChAf,. =7MHz, noise band for
the narrow band filter of the SG Afw=157 MHz; 8=Th,=085 (T=340us;
v, =400 ps). Here the signal/noise ratio in the Afwe. band
is plotted on the abscissa, the ratio of the signal's power
(without predistortion and nonpsophometric) to the noise's
power in the telephone channel bandAFk = 3.1 kHz with the
subcarrier Fk = 14 kHz is plotted along the ordinate. The
demodulator with these parameters was built according to
the scheme (Fig. 1) and was designed to receive 60-channel
telephone communications with an effective deviation of
afk = 100 kHz per channel and an effective communications
deviation of AF9¢ = 280 kHz (load Pcp = 9 dB). The deviation
in the frequency at the output of the ChMG was made equal
to the deviation of the input signal by means of an attenuator
in the feedback circuit. In this case, the maximum compression
was provided for the signal‘'s spectrum in the narrow band
filter of the SG. The experimental threshold dependence
for this demodulator in the telephone channel with the subcarrier
Fk = 14 kHz is shown in Fig. 3 (curve 2). For comparison
the calculated (3) and experimental (4) curves are given
in the same figure for a standard FM demodulator with a
noise band for the input UPCh 4&f,, = 7 MHz.

As we can see from comparing curves 1-4, the gain at
the point of onset of the threshold for the demodulator
with the SG as compared with a standard FM demodulator is
equal to 8.5 dB for a band ratio of Afuw'8fug=265 dB.

It is important to note that at the point having a zero
measuring level which is psophometric with predistortions,
the power of the transmitted noise which is introduced by
the SG into the channel of the demodulator and which is
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measured in the upper telephone channel with the subcarrier

Fk = 256 kHz forugfk = 100 kHz and Pcp = 9 dB did not exceed

1000pW. 1In this case, the shift in the point of onset for

the threshold for curve 2 did not exceed 1 dB. ;

For this demodulator with an SG for Af,., = 7 MHz, a
calculation was made of the relation of the number of jumps

to the value of T» Thus, for Ts=07T there was a slight
3 increase in the number of Jjumps as compared with the case
of 1= T which resulted in a change in the signal/noise :
ratio at the output of the demodulator (in the telephone
channel) of no more than 2 dB.

There are two other curves given in Fig. 3 which are

of interest. Curve 5, which was calculated by the method
given in [5] for the interference protection for an FM
demodulator with an input band filter which has a noise
band A, = 1.57 MHz, i.e., equal to the band for the
narrow band filter of the SG and the experimental curve
{(6) which corresponds to it.

[ It follows from a comparison of Curves 1 and 2 for §
the SG and 5 and 6 for the UPCh with Af, = 1.57 MHz that
they are quite similar.

The dependence of the signal/noise ratio was also checked
experimentally in the channel at the output of the demodulator
with the SG as a function of the input band &uu for a fixed
width of the noise band for the SG filter equal to 1.57 MHz.
The threshold dependences were measured for an FM demodulator i
with an SG for the preselector bands 4.9, 12.7 MHZGV%-/Qﬂw=9.1 dB).
For a broader band at the input the point of onset of the :
threshold is shifted by approximately 1 dB and the signal/noise i
ratio in the channel (in the subthreshold region) shifts "
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by 5 dB. We can see from the graphs (Fig. 2), the results i
of the calculation are in good agreement with these experi-

mental data. ,
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Tracking Process in Demodulators for
FM Signals with Frequency Feedback

Yu. V. Savinov

An approximate method is given for calculating
the discrimination characteristics of a demodulator
for FM signals with frequency feedback. The effect
of amplitude detection in the ChD on the tracking
process and on the threshold mechanism was studied.

The tracking properties and the threshold mechanism
for FM signal demodulators with frequency feedback (0SCh),
as shown earlier [1l], depends greatly on their discrimination
characteristics. The analysis given in [1] was based
on the representation of the discrimination characteristics
as the characteristics for an ideal ChD with a linear
segment limited because of the attenuation of the signal
on the filter slopes for the intermediate frequency (FPCh)
in the feedback circuit. However, such characteristics,
although they reflect some of the features of the threshold
mechanism, differ from the experimental characteristics.

In this work the form of the discrimination characteristics
is refined for demodulators with OSCh as a function of
the FPCh band, the ChD's parameters, and the carrier/noise
ratio. The results are used to study the effect of the
amplitude detection in the ChD on the process for tracking
scatterings for the instantaneous frequency for the sum
of the signal and noise at the demodulator's input.

Discrimination characteristics of demodulators with 0OSCh
It follows from the structural scheme of the demodulator

shown in Fig. 1 that the static discrimination characteristics
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Fig. 1

1) Input, 2) Mixer, 3) FPCh, 4) Limiter, 5) ChD, 6) Output,
7) FNCh, 8) ChMG

are formed by the FPCh, the limiter, and the ChD. 1In
practice, ChD's with unbalanced circuits are usually used
and the FPCh is made in the form of a single circuit.
Let the following signal act at the input of this channel

Uy == U cos [2x(f, 4+ Af) + %], (1)

in which f0 is the nominal, intermediate frequency and

the transmitting frequency of the ChD, Af is the deviation
of the intermediate frequency from the nominal value.

Then, the generalized discrimination characteristic, without
taking into account the action of the limiter, can be
represented as:

_.___l___ 1 - 1
)= vV l+(ab)’[l/ 1-Ha,—a)p Vl+(ao+a)']' @

where aa_gff[_Q‘; ansgé&. Qg
o Jo

afd, Qd are the frequency difference and the guality of

the ChD circuits, Q is the quality of the FPCh, b = Q/Q,.
This graphis for ¢(a), calculated by means of expression
(2) for b = 10 are shown in Fig. 2. It follows from the
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graphs that the boundaries for the linear segment for
the discrimination characteristics dces not exceed the
FPCh's transmission band. As the generalized frequency

difference a, is increased the slopes for y(a) gradually

are rectifieg. The maximum curvature for ¢(a) is reached

for a, = 1/V2. The slopes for the discrimination characteris-
tic of the ChD do not have a significant effect on the

form of ¥(a). This is explained by the fact that a much
wider FPCh band is chosen in order to lower the delay

time for the signals in the ChD's transmission band. When
there is an initial frequency difference between the FPCh's
resonance frequency and the ChD's transmission frequency

the characteristics for ¥${a) become asymmetric.

@ia) p -
“ S N
. AN
o "/

10 15

Fig. 2

A further refinement of the discrimination characteristic
is associated with taking into account transition processes
as well as the effect of the limiter and the signal/noise
ratio. In the general case the limiter causes some expansion
of the linear segment which can be analyzed by means of
expression (2). Let us consider the action of the signal
and the additive fluctuation noise on the ChD by using
the method described in [2]. 1In the general form we get

_ 1 Bl ____Bls
¢ (@) V1T @by [VW—(TFa_)’ 14 FF(ao+a)"] '
@)
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where B(pl) and B‘Pz) are factors which take into account
the amplitude detection in the ChD

g = p{|1 4 (@)1 + (@, —aP)}-" 4)
po=p {[1 4 (@bl | - (ay+ @)} (5)

are the carrier/noise ratio at the input for the amplitude
detectors, p is the carrier/noise ratio in the FPCh for ;
Af = 0. We will consider the case in which the increase

in the constant component at the output to the ChD is

the rectified signal in the feedback circuit and inertialess,
single-half period detectors with a «+-power characteristic
are used as the amplitude detectors. It follows from

the analysis of the conversion of the normal noise and

signal (1) in the nonlinear elements, which was given

in [3], that for v=1

B(p) = “_e-'-[(Hm)h(-%)ﬂ.h(%)]. ®)

2Ve

) |

Fig. 3
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in which Io(z) and Ii(z) are Bessel functions for the

imaginary argument of the zero and first orders.

The expression for B(pz) has an analogous form. The

generalized discrimination characteristics, calculated

for different values of # and ag = 1/} 2 by means of expressions

(3) -~ (6) are shown in Fig. 3, from which we can see that
there is a marked decrease in the linear segment for the

discriminator beginning at p<>5.

Dynamic characteristics. The dynamic characteristics
show the relationship between the deviation for the signal's
frequency at the input to the demodulator Afm and the
deviation for the signal's frequency at the output of
the mixer Af in the feedback loop. If the characteristics
of the frequency-modulated heterodyne (ChMG) and the discri-
minator are known the graphic method [2], which was used
to design the APCh system, can be used to find the dynamic
characteristics under the established conditions.




The generalized dynamic characteristics are shown
in Fig. 4 which were set up for the assumption that the
modulation characteristic of the ChMG is linear, its curvature J
is Sg = 20 and ag - l/rgi The important parameters of
the demodulator with OSCh can be determined from the dynamic

characteristics: the capture band B and the holding band Bh and

thelr dependence on p. The value of Bh in the suprathreshold regicn
and near the threshold must exceed the frequency deviation‘afm with
some reserve which takes into account the fluctuation in the frequency
of the sum of the signal and noise at the input to the

demodulator. On the other hand, an increase in Bh is ﬁ

equivalent to expanding the effective noise band of the

demodulator B which, as we know, decreases its freedom
from interference. Probably the most practical solution ?%
in choosing Bh comes down to the fact that the operating o
segment of the dynamic characteristic near the threshold ‘ H

for improving the FM should be taken as equal to Bm and

Bu=25fa. )

It should be pointed out that the noise which passes along ]
the feedback circuit causes random detuning of the ChMG
and, as a result, unstable zones appear in the vicinity
of the boundaries for Bh and Bh. The width of these 2zones
increases with a decrease in the signal/noise ratio at

the input of the demodulator. An analogous phenomenon

was noticed in APCh systems in [2]. ]

Remarks on the threshold mechanism. Let us present

the sum of the FM signal s(t) and the normal noise n(t)
at the demodulator's output in the following way

v ()= Acas [0t 4§ (0)]4 N (¢) cos [wf 0 (¢)] == : ?
==r (¢) cos [of + ¢, 8) |
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in which ¢ (t) is the phase for s(t), N(t) and 8(t) are
the envelope and the phase for n(t), respectively.

r(t)=V A; + N°F 2AN cos (1—9)

_ N sin (6—4)
v—‘l'+8rct¢A+Ncos(e__w

The physical picture of the threshold phenomena in demodulators
with OSCh for the action of a signal v(t) has been studied
many times [1l, 4-9, etc]. In [4] it was shown experimentally
that for a demodulated carrier ¢(t) = 0 and deep feedback
the threshold pulses appear at the demodulator's output
when the carrier/noise ratio p in the band B is approximately
equal to 6.8 dB. It was shown in [7] that the feedback
threshold arises as the result of tracking the phase jumps

¢ by *2n. The modulation of the carrier can lead to
the regeneration of the threshold pulses directly in the
demodulator [1, 6, 9]. It was suggested in [9] that this
phenomenon occurs when scatterings having different signs
of the instantaneous frequency (doublet) occur at the
demodulator's input for the signal v(t) and through r(t)
causing a narrowing of the holding band.

The physical concept of the threshold mechanism for
demodulators with OSCh can be expanded if we consider
that the narrowing of the holding band Bh’ as shown above,
depends on the amplitude detection of the signal and noise
sum in the ChD and the associated suppression of the signal
by the noise. It follows from (6) that the troughs for
the envelope r(t) and the corresponding change in the

instantaneous signal/noise ratio at the input for the
amplitude detectors of the ChD cause a marked narrowing
of Bh as compared with its value in the suprathreshold

region. It should be pointed out that the limiter in
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the feedback circuit cannot eliminate deep troughs r(t)
since for a weak signal its suppression by noise even

occurs in the limiter.

Let us consider the case in which the troughs r(t)
are accompanied by scatterings in the instantaneous frequency
o of the signal v(t) of the "doublet" type. If the area
of the scatterings @ S, above one of the houndaries
of B, reaches some critical value Skp’ then the feedback
circuit, as usually happens in tracking systems, is inter-
rupted. In the process for the reverse entry into synchronism,
at the moment the capture band's boundaries reach © threshold
pulses can arise. This phenomenon is characteristic for
FM signals since for an unmodulated carrier it is most
probable that its instantaneous frequency after the trough
r(t) is finished, will be in the capture band.

When the troughs r(t) are accompanied by jumps in
p by ¥2n the tracking of the freguency scatterings is
possible under the condition that their amplitude ?;<:BM2
Moreover, the duration of the scatterings must exceed
the time for the delay of the signals in the feedback
circuit. Since these conditions are not usually fulfilled
in the suprathreshold and near threshold regions the scatterings
are suppressed. For an unmodulated carrier and a carrier/noise
ratio of p< 6 dB, i.e., in the threshold region and
below, the value of w; in a filter with a rectangular
frequency characteristic and a band B0 which is equal
approximately to twice the inertia radius of the sum [6].
Thus, if we assume that the frequency characteristic of

0 = Bnr
then vL::BMlﬁﬂ‘, i.e., the tracking of the scatterings

the closed feedback circuit is rectangular and B

begins approximately at ¢ <. 6 dB.
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The tracking of frequency scatterings for a modulated
carrier depends on the type of modulating oscillation
and the frequency deviation at the moment of a jump in

¢ by ¥2n, If the modulating oscillation is sinusoidal

and Afm = BO/2 then, for by = 6 dB, the most probable
value is |¢ | =38, [10], i. e. |g, | =3B,

Consequently, the tracking of frequency scatterings
is not very probable. When the modulating oscillation
is more complex, for example, a speech signal, the number
of threshold pulses tracked and created by the demodulator
changes continuously. The greatest lowering of the threshold
will be achieved for signals whose instantaneous frequency

exceeds the capture band for the smallest period of time.

As in the preceding case, the interruption of the circuit

is possible if §>8 In this case, the suppression

kp®
of the jumps or their appearance when the demodulator

enters into synchronism depends on the position of the

instantaneous frequency o, with respect to the boundaries

of the capture band at the mement the trough r(t) is complete.
Here, apparently there is an analogy with the tracking
process and the origin of jumps in the FAPCh systems [1l].

In conclusion let us note that the phenomenon of
signal suppression by noise in amplitude detectors of
ChD greatly lowers the demodulator's freedom from interference
in the subthreshold region.
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Experimental Study of the Interference Protection
of Tracking Demodulators of FM Signals in the
Subthreshold Region

Yu. S. Agapov, V.M. Dorofeyev,
and V.L. Platonov

The results are given on an experimental study
of the interference protection of a synchrono-phase
demodulator (SFD) for FM signals.

It is shown that as the signal/noise ratio becomes
worse the gain in the tracking reception decreases
in comparison with the frequency detector (ChD) and
the freedom from interference for the ChD and the SFD

are almost identical in the weak signal range.

In modern FM signal reception on a background of
high level noise, methods of tracking reception are being
used more and more extensively. However, in contrast
to the standard ChD, a precise analysis is unknown today
of the freedom from interference for tracking demodulators
of FM signals in the subthreshold region. Approximate
methods of analysis are based on the calculation of the
average number of breaks in the synchronism due to the
action of noise. Along with a partial accounting for
the periodic nonlinearity, as a rule, a linear approximation
is used to calculate the dispersion in the phase error
[1]. Therefore the available results, strictly speaking,
remain valid for the initial subthreshold region for which
the linear model for reception holds with a high probability.

It should be pointed out that in the known methods R
the analysis of the spectral density of the noise at the
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demodulator's output is characterized by an average value

for the number of jumps by 2n for the phase difference

for the oscillations for the supporting ChM of the heterodyne
and the signal. This determination is only possible for

a Poisson flow for the jumps.

If we refuse to use the linear approximation and,
even more so, if we do not try to take into account the
statistical relationship between the moments for the appearance
of phase jumps for the oscillations of the FM heterodyne,
we encounter significant mathematical difficulties. 1In
addition, today there are no methods for calculating the
suppression of the frequency modulation by noise in the
case of tracking reception. All of this emphasizes the
importance of the experimental study of the interference
protection for tracking reception in the subthreshold
region which is now the only possible method of investigation
in the case of a rather weak signal.

In this article the results are given of measuring
the interference protection of a synchrono-phase detector
and a standard detector with a limiter for the frequency-
modulated signals, which are used to transmit in multichannel

telephony, which is close to ideal.

The measurements were made using FM demodulators
designed to receive 60-channel telephone communications
with an effective deviation of 400 kHz per channel.

In the experiment SFD were used with a proportional-
integrating filter and a standard FM detector with a PCh
filter having a variable transmission band at the input.




R

The experimental threshold curves, which are given
in Fig. 1 show the dependence of the signal/noise ratio
at the input in the AM band (, ayq) @nd the signal/noise
ratio at the output to the telephone channel (P./Pu) .
and the suppression coefficient (f) also.

If there is predistortion of the spectrum for the
group signal in the lower telephone channel in the subthreshold
region the signal/noise ratio will be the worst. On this
basis the measurements were made for the lower channel
with an average frequency of 14 kHz. Curve 1 shows the
signal/noise ratio in the channel and Curve 2 shows the

suppression of the signal for SFD.

It is essential to indicate that the threshold curves
3, 4, 5, and 6 for ChD were taken for values of the ratio
of the transmission band width for the PCh filter to the mean
sguare deviation for multichannel communication. equal
to 7.5, 6, 5, and 4 respectively which, as was shown in
[2], affects the freedom from interference greatly. 1In
constructing the threshold curves the psophometric effect
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was taken into account as well as the decrease in the
signals deviation by 4 dB in the lower channel for the
presence of the standard predistortions.

We can see from a comparison of the threshold curves
that the SFD loses gain as the signal/noise ratio drops
and, for a weak signal, the ChD loses in terms of the
freedom from interference. During the measurements it
was noted that the use of a PCh filter with a variable
transmission band in front of the SFD does not improve
its freedom from interference markedly.

The exception is the case of a weak signal. In this
case it is possible to get the same results as for a ChD
which is generally apparent. On the other hand, if a
ChD is used there is a clear-cut optimum in terms of the
PCh filters transmission band [2]. The value of the optimum
transmission band decreases markedly for the decrease
in the signal/noise ratio and the freedom from inter-
ference for an FM receiver with a variable transmission

band increases somewhat in the subthreshold region.

This, specifically, explains the decrease in the
effectiveness in using tracking reception. However, even
for a constant transmission band for the PCh filter the
threshold curve for the SFD for a weak signal has a sharper
drop (Curves 1 and 3 in Fig. 1) and the suppression of
the wanted modulation increases more rapidly than that
which follows from the known relationship for the ChD
] (1 - e-p)z, where ;, is the signal/noise ratio in the
FM band.

The features in the behavior of the SFD's characteristics
in the threshold region, which were studied above, are

63

AT




4
&
$
4+
X

) bL PR oo vy o ‘Fh’“ Rty 1. i R

determined by the same principle for tracking reception

in which the phase of the signal is evaluated and a copy
of the signal is formed by means of the voltage of the
frequency-modulated heterodyne to develop additional filtering
of the signal from the noise. For a large signal/noise
ratio the copy reflects the signal quite well and the
ChMG's phase is determined mainly by the phase of the
signal and it depends only slightly on the realization

of the noise at the input to the demodulator. This assures
good efficiency for the additional filtering. In the
range for a weak signal the power of the noise at the
output of the demodulator becomes commensurate with the
power of the demodulated signal. 1In this case, as the
signal/noise ratio decreases the dispersion of the phase
of the ChMG increases as does the dependence of the ChMG's
phase on the realization of the input noise. As a result
the tracking of the noise sets in, with a high degree

of probability and the effectiveness of the additional
filtering decreases. The latter results in a greater
deterioration in the signal/noise ratio at the output

of the tracking demodulator.

In conclusion, let us point out that for a sufficiently
weak signal the tracking reception is almost equivalent,
in its freedom from interference, to reception using a

standard ChD if the PCh filter is optimal.
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Effect of the Statistical Dependence of the
Phase Jumps by 27 in the Sum of the Signal and the
Narrow Band Noise on the Intensity of the

Frequency Fluctuations

Yu. S. Agapov

The effect was demonstrated of the statistical
dependence of the phase jumps on the frequency fluc-
tuations. An expression is given for the spectral
density of the fluctuations at a zero frequency for
a frequency detuned signal. The results are compared
with the results calculated using Rice's method.

A knowledge of the spectral density for the fluctuations
of the derivative phase at zero frequency F ¢ (0) for the
sum of a VCh signal and a narrow band noise can be used
in many practical cases to determine the freedom from
interference for FM signal demodulators. Today the pulse
model (Rice) for the interaction of the signal with noise
(1] is widely and effectively used to calculate F (0).
However, the relationships obtained by 0.S. Rice are not
sufficiently accurate for a low signal/noise ratio. The
results for this region were refined in [2] by taking
into account the statistical relationship between the
moments at which jumps in the phases by 2.n appear. The
effect of the statistical dependence is also reflected
by the model which was suggested by N.M. Blachman [3]
in which the zeros in the VCh process were studied. Both
models give values for F ,(0) which are valid for an arbitrary
signal/noise ratio. However, the authors of [2 and 3]}
studied a nonmodulated signal tuned to the central frequency
of a PCh filter. It is shown below how the statistical
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dependence of the phase jumps affect the values of F0)

for the frequency detuning of the signal. The results are
obtained by means of some transformation of the zero model
suggested by Blachman in [3].

We will make some generalization of the known models
for the interaction between a signal and noise. For this
we will consider the method for taking into account the
statistical dependence of the phase jumps by 2a.

The sum of the signal and the narrow band noise is
written in the form

1(¢8) = E(t) cos[wyt 42 ()}]

where E(t) and ¢(t) are the slowly changing amplitude
and phase, 0g is the mean frequency of the energy spectrum
for the noise.

The spectrum for the noise is assumed to be symmetrical
with respect to wg*

Let us consider the intersection of the phase ¢(t)
of equidistant levels with a step A radians in the time
period (-T/2, +T/2). The vector diagram for the process
1. is hown in Fig. 1. The
phase for this process passes
consecutively through the 0, n/2, =
levels 0, a/2, =, -af2, o
and again #® but in the reverse
direction.

The step between such
Fig. 1 levels is A = =n/4.




% We will determine NT as the difference between the number of
intersections for a positive value of the derivative phase
¢’ (t) and the number of intersections for its negative
value (in Fig. 1 the intersections of the first type are
designated on the hodograph of the vector % by the points
1, 2, 3, and 4, and by point 5 for the second type.

This difference is determined, with an accuracy to
unity, by the increase in the phase ¢ in the time T divided
by the value of the step between the levels, i.e.,

AP (s <3V A ATy 7 1 g

T
Nr=':— f ¥ (8 dt. 10
-¥n

By calculating the ratio of the second moment from the
left and the right hand side of expression (1) to the

time period T and converting to the limit for T., e, we

can show that the spectral density of the derivative phase
¢’ at zero frequency is

. 242
Fyr (0) = lim == <(N7)>. @
Here < >indicates averaged over great numbers.
An analogous method was used in [3] in which the

zero process E(t) cos ¢ {t) was studied, which is equivalent
to intersections of the phase ¢ with the #n/2 levels.

Without destroying the general nature of the discussion,

the calculations for NT can be restricted to the region

in which ¢ has a unique value for the vector representation

of the process n(t). It will also be assumed that

A= 2n/k, %)
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where k is an arbitrary whole number.

Further, we show that if the derivative phase contains
a constant component then the average value is not equal
to zero only in this case and the discrete component of
the spectrum corresponds to it for a zero frequency of
the spectrum for the derivative phase.

The zero component for the continuous part of the
spectrum for the derivative phase F,, (0) is determined
by the dispersion in the difference for the number of

intersections”og . From this, taking (2) and (3) into
T
consideration, we can write

> 2
Far@=lm 22 g1, . @

We will show that the given method for determining Fv,(O)
encompasses the known models for the reaction of a signal

with noise.

Let us assume that the moments of time of intersection
with the phase of each individual level are statistically
independent of one another. 1In this case the dispersion
in the difference of the intersections of each nth level
will be equal to the mean value of the total number
for this level for positive and negative

- 2
% nT
of intersections MnT

values for the derivative phase because of the well known

property for the Poisson distribution

d:r = <MIIT>v n= 1, 2. 3, iy R

In addition, it follows from (4), which is valid for any

2.2 .
values of k, that o\ n = k';"" 10, i.e., the fact of the

intersection of one of the levels with the phase with
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a probability equal to unity, fixes the intersection of

all of the remaining k - 1 levels with it (in Fig. 1 the
hodograph of the vector y is shown by a solid line). 1In

fact, in the opposite case, the phase must intersect the

given level in the opposite direction (in Fig. 1 the hodogfaph
for the vector 5 is shown by the dotted line). However,

the reverse intersection for the level, being a consequence

of the direct intersection, must depend on it, which is

a very acceptable assumption.

As a result we obtain a group of independent 24 phase
jumps which characterize the pulsed component of the noise
in the Rice model. On the other hand, it is apparent
that the moments of time for the intersection of the phase
of any level for the group of independent 25 phase jumps
are statistically independent.

As a result we have, according to (4), the following
expression for Fv,(O)

Fo (0) =822 <M,>,

in which <M,>1is the average number of intersections for
the nth level in a unit of time.

It is obvious that the condition that the intersections
are independent can be realized with a high degree of
probability for a good signal/noise ratio if we assume
k = 1 and if the value for the level is taken as equal
to Vg + 5, where Ps is the signal's phase. Thus, we finally
arrive at the model proposed by Rice (1].

We note that in the case of detuning or modulation
of the model with respect to frequency in the Rice model,
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the level whose intersection is set must change with
an angular velocity equal to the detuning of the signal

with respect to @0 which introduces a large additional

; error for a small value of the signal/noise ratio in calculations
g using the Rice formula. 1In fact, as the signal's power

[3 drops to zero the average number of intersections for

: this level depends on the detuning of the signal (a "memory"

] remains of the signal) whereas it is obvious that the

effect of modulation of the signal for frequency fluctuations
should disappear as the signal/noise ratio decreases.

Let us turn to a study of the dependent intersections.
As was shown above, the number of levels in the region
of a unique value and their values may be arbitrary. It
follows from this that F . (0) in this case too will be
determined by the jumps, or more precisely, by the increases
in the phases by 25 but taking into account the statistical

dependence between the moments of their appearance. We
note, however, that the proper selection of the intersection
levels in the initial model can simplify the mathematical
calculations and the final expressions for F , (0) which

give the same results upon calculation.

A model was studied in [2] in which the intersections
of the phase ( was fixed with levels equal to ; for A=2r .,
The moment for the intersection of this level and the
sign for ' were determined by means of the product of
the delta function and a power function, respectively,
of the orthogonal and opposite - phase components of the
overall process with respect to the signal. This allowed
us to take into acocunt the statistical dependence of
the moments of time of the intersections. However, the
final results were obtained in rather cumbersome form.
In [3] the zero process n(t) was studied which, as was
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shown above, is equivalent to studying the intersections
of the levels *2x with the phase 4 for A=n .

In this case, the value of NT is expressed in terms
of the Stilts integral [3]:

TR
Wr=—-L [ sgnvdsgnx, ©)
where 2 A

Y=E(t)sing(f), X=E(t)cos¢(t)

The spectral density of the derivative phase at a
zero frequency in this case, according to [3] will be
equal to

mn 1n

]
F"(0)=|rlﬂ %_< S. sgnY,sgn¥, X
“fi2-¥r
d?(sgn X, sgn X,) dt. d
= t
X dt'dt’ 1 2>n (6)

in which Xi=X(4), V=Y (), Xy=X(t;), Y,=Y(t,).

Some modification of the last model can greatly simplify
the mathematical transformations and, as a result, new
results are obtained.

Let us write equation (6) for F 4 {0) in a somewhat
different way. To do this, we will integrate it by parts
with respect to the variable ty. As a result, we get

R T2 18 d y
O =—1im = | dsgnt,
Fe@=—nm = é Ssan, TR
‘-T2 -T2
-, dsgn X
sy Yz——i—a——’—dt,dt2>. )
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Here F7(0) is determined by the limit for the difference
in the number of intersections for the levels O and 5 and
the levels t;/2, with respect to the mixed second moment.

As an example, let us consider the case of an unmodulated
signal with detuning with respect to the mean frequency
of the energy spectrum of the noisew= v, —ay,where wg is
the signal's frequency. We will assume that the noise
has a normal distribution with the parameters (0,4) in

this case
X(t)y=A.(t)+ A, cos Aet, Y (t)=A;4 A, sin Aot,

where Am is the signal's amplitude and Ac and As are the

guadratic components of the narrow band noise.

Since the chance processes Ac(t) and As(t) are mutually

independent than we can write (7) in the form

r T Focseny,sgny
Foe—im™ (. [ 9<sgnY,sen¥,>
v (O)=—1lim = iﬂfn o X

X 0<Sg“fo\;1§gfﬂxz> dt,
2

dt,. 8

The expression for the integrand in (8) is the product
of the derivatives of the correlation functions for the
chance processes after nonlinear sign transformation of
the normal chance processes Y(t) and X(t). Both factors
depend on the time only through the correlation coefficient
R(t2~t1) and the mean values b1 = Amsinlyntl and a, =
AmcosAmt2 for the processes Y(t) and X(t), respectively.
This means that the so-called method of derivative calculation
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;, ? of the correlation function can be used effectively to
' determine F _, (0).

The rule for the differentiation of a complex function
'ﬂ of two variables [4] can be applied to each of the factors
g in (8). By using this method it is simple to find the
partial derivatives of the sgn function with respect to

k| R, bl' and ay-. Further calculations are rather cumbersome.
3 | The final result of the transformation (8) can be given

in the form of the sum F ,;(0) = F “7(0) + F ,.(0), in
which F ;. (0) is the discrete component of the spectrum ¢’.
The continuous part of F .-(0) will be

P _ I+P'—2R €08 Awt
Figr (0)'==2e~* j\ - TR gy
o -+4Awer ~ R'fsin Auwr
4 Il + R? — 2R cos dwr
i ( —p 1+R*~2R cos Awx
” 7 X\l —e 1-R* )dt +
s +2 Aw? e j‘ [ 1)—e-p— 1 —R?
! ) Y I+R2'—2RCOSA(MX
! ( - 14 R —2R cos dws
~ N P
in which T=&—%. .

A more detailed derivation of equation (9) is given
in [5].

The result found in [3] for F_ (0) is a partial case
of (9) for Aw= 0. 1In this case

© 1-R
F.: (0)=2e~- R? PR
o’ (0)==2e~* Il—R’e dr.
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8, - Calculations were made using equation (9) for the
filter's Gaussian characteristic, i.e., for R(tr)=e-"";
in which r is the radius of inertia for the filter. The

k> 4 results of the calculaton which are the dependence of

the normal spectral density F(0) /11 on p for different

values of the normalized detuning Yy=Aw/2nr, are shown

in Fig. 2. Here |l=) 2axr is the noise band of the filter,

F(0) = F,y,(O)/4n2. For comparison, the results of cal-_

culations of the spectral density of the frequency ﬁy

the Rice method [1l] are shown in Fig, 2 by the dotted
lines. The dependence of F.0)e */I1 on Y is shown in Fig.

3 for several values of p. As we can see from the graphs,

the spectral density F(0) for a large signal/noise ratio

coincides with Rice's results which was to be expected

since the statistical relationship between the time of

the phase jumps by 2n is slight in this case. Further,

‘ for low signal/noise ratios in which the statistical relation-
i ship for the jumps is large, Rice's formula gives a large

error in the calculation, particularly for large frequency

differences. The latter is associated, to a large extent,
with the "memory" effect mentioned above for the signal

in the Rice model. We will also point out that F(0) depends
greatly on the detuning for pZ 1. For p< 1, in contrast

to Rice's results, the effect of detunihg decreases with

a decrease in p and gradually disappears for small enough
values of p . A comparison of the curves in Fig. 2 shows
that the statistical dependence for the phase jumps always
decreases the spectral density of the fluctuations for

its Jerivative at zero frequency which is natural since

it is determined by the dispersion in the change values

with a mean value of zero.
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Action of Interfering Signals on a Synchrono-Phase
Demodulator and the Selectivity Requirements for a
Tracking Receiver for FM Signals

V.V. Loginov

The action was studied of useful and interfering
FM signals in a synchrono-phase demodulator (SFD).
Formulas are found for calculating the permissible,
protection ratio of the interfering signal/useful
signal ratio in a tracking receiver for telephone
channels and also for the signals in multichannel
telephony. The selectivity requirements were determined

for a tracking receiver.

The characteristics of the freedom from interference
for the action of interferences such as fluctuation noises
is most important for tracking FM receivers. The questions
of the effect of the interfering signals on the freedom
from interference has not been extensively studied to

this time.

Experimental results are known [1l] which indicate
that a tracking receiver has some selectivity and a high
freedom from intereference for the action of interferences
on a neighboring channel as compared with receivers in

which a standard frequency demodulator (ChD) is used.

Some questions of the selectivity of a tracking demodulator
with frequency feedback (0SCh) were studied in [2,3] for
a non-ideal limiter and a nonlinear demodulation characteristic.
The results led to the conclusion that for small interfering
signal/useful signal ratios and for overlapping spectra
of the signals the receiver in which a demodulator with

OSCh is used cannot lower the cross interference.
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In this study the selectivity characteristics were
determined for a tracking receiver with SFD for the action

of interfering signals.

Harmonic interfering, low level signal. The reaction

of the useful and interfering harmonic signals with the

SFD leads to the formation of a variable and constant
component for the phase difference. For a small interfering
signal/useful signal ratio (U“/Uc = ka' 0.3) the expression
for the amplitude of the first harmonic (Z“a) and for

the constant component (Z ) for the phase difference are
determined by the following expressions [4]:

7 = Beim My, V1= 1240kl
ng = a7 2 3 ’ (h
L Mo (] "'7..)'!"5“0

T2 OMlEnO] .

AL Y 72 Mt
z,,_.2(1+5‘,‘0) [MJHVl T M,

2

Here Yi=2/Qy is the relative initial frequency difference,
Eno=Qu/Qyo is the relative frequency difference for

the interfering signal, QyO is the synchronization band

of the SFD, Io(n) is a modified Bessel function of the

first type of zero order,ﬂ==M|Vq::ﬁ/ho;/Wmand P, are the

coefficients in the Fourier expansion of the functions

N
VT+2k, cos g-F&2 m Mo+, 3, M, cos n9;

kn(ku"" cos ¢) - N . _
142k, cos o F 2~ 3 b, cosnp, p=2,t.

n=1

The amplitude for the output signal of the SFD is
proportional to the phase difference 2,4 - Comparing
(1) with the expression for the amplitude of the first
harmonic for the oscillation at the output for the ChD
with an ideal limiter shows that their difference is
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determined by the effect of Y in the SFD. For low values
of y., which occur in the majority of practical cases,
the amplitude of the interference at the output of the
SFD will be the same as at the output of a standard ChbD.
Consequently, for the action of small interferences which
appear in the transmission band of a demodulator, the
freedom from interference for a receiver with the SFD

will be the same as in an ordinary receiver with ChD.

Selectivity of a tracking FM television receiver.

The appearance of interference at the output of the SFD
is explained by two reasons: first, at certain moments
of time, for modulation, ¢ falls in the transmission
band of the receiver's output filter and secondly, the

change in Z, upon modulation.

From the practical standpoint the case in which the
protective interval between the spectra for the wanted
and interfering signals is quite big and interference
does not occur because of the overlapping of the spectra
is of greatest practical interest. For this, for high
modulation indexes (m>3) the following condition must
be fulfilled

Eno ) Ec;n /2 + ECp21I2 + Ea- (3)

in which fpi=0404, /2y, [Bga=08wy /2y, are the ratios for
the complete ranges for the change in the signal's frequency
to the synchronization band.

In this case, the phase difference has an additional
constant component (2) for the action of demodulated signals
on the SFD.
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For the frequency modulation of the interfering carrier
this component for the phase difference changes and an
interference arises at the output of the SFD whose level,
generally, will depend not only on the characteristic
of the interfering signal & §, but also on the modulation
of the wanted signal.

For the transmission of an FM television signal in

the interfering trunk, an interfering videosignal will
be present at the output of the SFD according to (2) which
is subjected to linear transformation.

If we consider that the discernment of the interfering
videosignal and of the periodic low frequency interference

PR—-

have almost the same level [5], then in studying the inter- ;

action of the interfering and useful television signals

in the receiver we can proceed from the standpoint of

the heaviest conditions which correspond to a loading

of the interfering trunk with a test television signal
which is a sinusoidal, low fregquency oscillation with

an amplitude equal to half of the range of the videosignal
from the black level to the white level. In addition,

in order to provide for the permissible level of transmission
of color television, it is necessary to consider the effect
of the color subcarrier for the interfering signal. For
the most serious case, it may be assumed that the level

b dda

of the color subcarrier beyond the predistortion filter
is equal to the full range of signal brightness.

For such a model for the interfering signal there
will be a periodic interference at the output to the SFD

whose level in the videochannel is determined by the ratio :
of the range for the videosignal between the black and '
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white levels to the maximum range of the interference

Po =20 g U,/ U, MaKee 4)

The size of the protective ratioxpng is approximated

by the polynomial [5] for the monocrhomatic television

Pr(x) =50—18x —36x2417,64 x3 for0<lx <1 (§)
and for color television
P2 (x)=29,6 — 31,2x+4136,8 x2— 108 x®
for 05<x<L, (6)
here x=ufo, ©,=22.6.-10° rad/sec.

The ratio of the signal to the periodic interference
at the output of the tracking receiver is determined from
the formula

bu = 201g (0,7 Ecp1/ Zap Kog)s ("

where an is the doubled amplitude for the change in the
phase difference due to modulation of the interfering
signal, KB¢ is the transmission coefficient for the restoring

filter at the interference frequency.

We must keep in mind that the periodic interference
causes the greatest interfering

action at the levels for (25-40%) " j}‘;ﬁ//’éy/%{;zrfif
of the videosignal's range. The 10 s ~ 1//11;///1é2
total range for the change in the LA ;ﬂ’/’
phase difference in SFD does not a6 ~~Kf:::::;,£/'
exceed 1 rad for a complete ~ L

range for the change in

Rt ac—omueen

T—gare

AR ——

a2

4z 44 as a8 x

Fig. 1
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the signal's frequency but the gray level is transmitted
by a signal frequency close to the carrier frequency.
Thereforc, we can assume, approximately, that vy«= 0 and
use the following formula for the calculation:

Zy=kbW20 + 8 (8)
For the modulation of the interfering signal with a sinusoidal

signal, the relative frequency ¢, will change from the
minimum value

€ soum = &np — Eepo [0,0804 — 0,7 Ky, (x)}/2 )
to the maximum value
fnwane = b+ Ecpz '0»0804 +0.7 I(no (%) I,/Q' (10)

simultaneously with the synchropulses. Here Kuw.is the
transmission coefficient for the predistortion filter.

.
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The value of the protective ratio k,, is found from

| (5) - (10):
1
| ST
t
! , ,',‘ e 1.4 Ecp [
o I 7Y (R ¢ e s = =y ) R

The relationships hu(x) (solid lines - for monochro-
matic television, dotted curves for color television)
are given in Fig. 1. These curves show that for 0 <x <
0.5, k, increases with an increase in x. For 0.5<x<0.8
(regioh for the color sub-carrier) k  for the color television
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is less than for black and white. The lower the frequency
for the test signal the lower the value of k, which corresponds
to it for low values of x and the values of k, close
to the color subcarrier differ by 6 dB. In calculating,
the case for the complete exclusion of the effect of an
interfering signal should be used as a guide, therefore
the values of km for low values of x should be used.
The dependence k,, (:iw ) for x = 0.05 is shown in Fig.
2. It characterizes the selective properties of the SFD
for the action of an inter-

fering television FM signal.

o V] .
as 1 LA This dependence can be used
£<A - as the required protective
a3 ///7 interfering signal/useful
v signal ratio in a tracking
az -l receiver. If k  exceeds
vz J ¢ T k,, then an intermediate frequency
Fig. 2. cHannel must provide the additional

selectivity for the receiver.

Selectivity of a tracking FM receiver for multichannel
telephony. Let us consider the case in which the distribution
of the carrier frequencies between the tracks is so large

that if the frequency of the interfering signal is changed
the interference cannot fall into the receiver's transmission
band. For large modulation indexes (m>3) it is obviously
necessary that the following condition by satisfied

B > Abcxe - Abyuy 4 B0 (12)

In which X and x,- are, respectively, the peak factors

for a multichannel useful and interfering signal, & =%&/2p—
is the normalized upper limit frequency for a multichannel
signal.
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The power of the signal for multichannel communications

at a point with a measuring level Py is equal to

2

Aw
— ﬂpk+2pcp — Acd ]
PC e Qyo Rk S¢l Kry'

(13)

here Awxs 1is the effective deviation in the frequency

of the useful signal, Kr is the transmission coefficient
for the group amplifier, Pcp is the level of the mean
power of the multichannel communication, and Rk is the
load resistance at the point of measurement.

The power of the interference in the kth channel

taking (13) into account is

k2. W,G,(s)) K,’, '_
. R‘ -
= K W8 G (o |

P,=

(14)

here K. c is the psophometric coefficient, Wy is the band
frequency of the telephone channel, Gz(ok) is the spectral
density of the power of the phase difference &= 8%y, A%

is the ratio of the effective deviations in the frequency
for the interfering and useful signals, Afiw is the effective
deviation for the frequency of the inEerfering signal

in the channel.

To find G2(ok) we expand the expression for the phase
difference Zn(e;) in a power series for the relativity
of the point §,, and we will limit ourselves to the first

three terms of the expansion.

Then we will determine the spectral density of the
interference by means of the Fourier transformation from
the correction function. Dropping the calculation by
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means of the method in [7], we will write the expression
for the power of the interference in the telephone channel
with a relative level of zero

2 2 99 2pc A C
P. = 109 Rac W.zﬁa e P{[E‘_+36Fe4pcp AE:nx+

AC
Bs

w
P, 2 D? 2p 3
+ 12 el Ak | 91 (o) + 8‘5{ ever ARR L V2 (o)) +

+ 24 1.3“:_2 e¥er AE2 _y, (a,)} . (15)

rae A=1—ty =1+ C=8, —4t, -
— 380+ 206, — 32 D=£En B — &)

for calculating the system of transmission with multichannel

oy = Fy|Fs —Fu Fy
frequency, yl(ok) is the coefficient equal to one in the

telephony. Here is the channel
frequency band (F_ - FH) and zero outside this band, yz(dk)
and y3(,k) are coefficients which take into account the power
distribution for the products of nonlinear distortion [7].

Being given a certain value for the power of the
interference P, equation (15) can be used to determine
the permissible protection ratio k, . The value of P,
must be found from the general standards for the power
of transmission noises in the system. A calculation was
made for k , using equation (15) for P .= 500 pW for trans-
mission by 600 channel telephony in a two track system.
In the calculation it was assumed that the effective frequency
deviation for the FM signals are the same and the effective
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deviation for the phase difference with the SFD is equal

to 0.2 rad.

The dependence &, (tw) 1is shown in Fig. 3.

From this we can see that the SFD has a high selectivity.

We note that in a standard ChD with an ideal limiter

and for non-overlapping spectra for the wanted and interfering

signals there is no interference but its occurence in

Aoy
a°s

Qs

Qs

the SFD is basically unavoidable.
Therefore, in order to attenuate
the interference in the neighboring
channel, a fllter or a limiter
must be introduced in front

of the SFD. If a limiter

is used the amplitude modulation
suppression must be close

to ideal [8] or else this

may lead to an increase in

the interference's power to

a value greater than provided
for by the SFD.
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1 Drop in the Threshold Noise Levels of FM Receivers
With Postdetector Treatment of the Signal

Yu. I. Tarakanov £

u? The basic methods for building FM demodulators
are studied in which postdetector treatment of the
signal is used to lower the effect of the threshold
component of the noise. The results achieved in studying

and using such demodulators are described.

The study of the postdetector treatment of the signal
to lower the noise level at the output of FM receivers during

operation in the range of signal/noise ratios lower than i
the threshold may be desirable in many cases in view of

the great stability of the low frequency circuits, their
lack of dependence on the value of the intermediate frequency,
and the fact that numerical methods of treatment can be

used. Let us consider the basic results which were obtained
in studying and using postdetector treatment of the signals
to lower the level of the threshold noises at the output

of FM receivers.

All of the methods for lowering the threshold by post
detector treatment of the signal can be divided into three
groups. The first group is made up of demodulators based
on observing the threshold pulses at the output of the ordinary
frequency detector with a broad band output circuit and
their subsequent elimination from the output voltage of
the demodulator. This principle for the action of a demodu-
lator with postdetector treatment of the signal has been
described in [1-5]. The second group of demodulators with
post detector treatment of the signal contains the video
analogs of high frequency, threshold lowering demodulators. i
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5 Let us list the known ways of using the postdetector
treatment and we will show a method which is based on observing
the threshold pulses at the output of the ordinary frequency
detector with a broad band output circuit followed by their
elimination from the output voltage of the demodulator [1-5].

The method of creating video analogs of high frequency threshold
lowering devices 1s another way. The operation of these low

frequency devices 1is described by the same equations as 1is the
operation of the corresponding high frequency demodulators, The
analogy between the demodulators which operate at low and at
intermediate (or high) frequency was observed in [6, 7]. The
functional circuits of the video analogs of the synchrono-phase

demodulator and for a demodulator with frequency feedback were

given in [8]. ©Nonlinear elements witha periodic characteristic
make up these functional circults. The voltage from two
detectors, a frequency (or phase) and amplitude detector, are used
in all of the devices wlth postdetector treatment, which were
described in [6, 10].

Considering that for input signal/noise ratios lower than
the threshold the useful information is included both in
the instantaneous phase and in the amplitude sum for the
FM signal and the noise [l11] we can point to the approach
to post-detector treatment both for the problem of the optimum
use of the information and for minimizinégthe noise power
at the output of the FM receiver. ‘

Let us dwell on some of the demodulators with postdetector
treatment of the signal which were studied.

D) R AR ]
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Fig. 1

1) input, 2) frequency detector, 3) delay line, 4) circuit
for selecting the mean voltage, 5) output
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The functional scheme for a demodulator which eliminates
the threshold pulses from the output voltage of the frequency
detector is shown in Fig. 1. 1In contrast to the demodulators
described in [1-5], there is neither a special device for
observing the threshold pulses nor a predicting filter in
the scheme. The frequency detector with a low time constant
for the output circuit is connected with the delay line,
whose output voltages are a period of r and 2r behind the
) input voltage. The value of T exceeds the duration of the
- pulses being suppressed but is much less than the period
. of frequency modulation, i.e., (l/B)<:T<i(l/FB) where B
is the transmission band for the track which proceeds the
demodulator and FB is the top frequency of the spectrum
for the incoming communication. When this condition is
fulfilled the scheme for selecting the mean voltage, at
the outlet of which at every moment of time the instantaneous
value of one of the three input voltages is observed, suppresses
the threshold pulses except for those which follow one another

with an interval no greater than 2y and which have the same

polarity.

The value of 1 is limited by the level of the nonlinear
distortions which arise in the scheme for selecting the
mean voltage. For a sinusoidal voltage at the output to
the frequency detector these distortions can be readily
evaluated without taking into account the action of inter-
ferences: u = U sin ¥t. Let us expand the periodic voltage
at the demodulator's output in a Fourier series. Then for

Q2 , the expansion coefficients are equal to:

2U(Qt)7sin nir ‘n .

'
a = U a,= 5in? —

P 2 3 N
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and the coefficient for the nonlinear distortions is

' 4! 12
v X
a, "

Summation is made for all of the harmonics which fall into

the frequency band for the communication received (O, FE]
since the rest of the harmonics will be filtered out by

the band filter at the output to the demodulator. For wide
band FM the time t can be selected so that the condition
for the suppression of the threshold pulses 1/B<«y will

be observed for a low level of nonlinear distortions.

Let us consider the optimization of the postdetector
treatment of the signal in an FM receiver. We will assume
that the incoming communication has a constant spectral
density in the frequency range {O, FB] and an even probability
distribution rule. We know that for the addition of Gaussian
noise with a symmetrical spectrum and with a dispersion
02, to a sinusoidal signal with a circular frequency O
the conditional distribution density for the instantaneous
frequency s for the total voltage with an envelope U, is
equal to (12]

2

ter—u
1 e 2?
V 2ra,, '

where 9 =0d?1/U? is the dispersion for the noise addition

p(og Uy} =

to the signal's frequency, vy is the rotation radius of the
spectral density of the input noise. If we assume that

the conditional distribution law P{w;/Ur) is retained for

a chane in the signal's frequency during modulation by Aw
and that Aw is invariable during the time interval 1/2FB,
then we can evaluate the maximum probability (which in this
case coincides with the evaluation in terms of the maximum
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a posteriori distribution density) by means of the ordinary
methods of statistical theory

n
Wy / 03‘

i=1

Ao = .

a

2 1/ag,

i=)
where o, and 4

wf

are random values of @, and the corresponding

values for the dispersion o2 . Considering that ¢, is inversely

U3

proportional to t» we can express the functional scheme

for the demodulator (Fig. 2) which gives the optimum evaluation

of Aw according to the last expression. \

&2 I-‘ M 7

Depamuyumens 2 ’
) om u dvm‘ma/m/ud o 0/7‘”’ - Zfﬁgf
e mexme, WUMESS
P w vacmonm
4
Badoamu s/l @ursmo
QMPIUMY oW/ HUIHUX
Gemenmop vacmom
k)
P v} L8y 9
Hemuneinsii | V5 Nepe-  |Gsrxa0
FNEMHENT! NHOWLITENS |
Fig. 2

1) From the UPCh, 2) Limiter and frequency detector, 3)
Quadratic amplitude detector, 4) Cross multiplier, 5) Low
frequency filter, 6) Nonlinear element, 7) Low frequency
filter, 8) Cross multiplier, 9) Output

In this scheme the low frequency filter which follows
the remultiplier carries out a weighted summation of the

values of w.the greater weight being given for the lower o?.
This operation coincides with that which takes place in a demodu;
lator described in [6, 9]. The additional elements, as

compared with that demodulator {(the second low frequency

filter, the nonlinear element with a hyperbolic characteristic
which produces a voltage inverse to the averaged value of the
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square of the envelope Ui and the output remultiplier) decrease !
the action of the noises on the output amplitude detector
which take place for a deviation of Aw,

s

The possibility of lowering the noise level at the
output to the receiver by means of demodulators with postdetector
treatment of the signal was confirmed experimentally,
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Switch Model for Noise in an FM Receiver and
Lowering of the Threshold for FM Reception

L.P. Yaroslavskiy

A statistical model is formulated for noise in
a standard FM demodulator which generalizes, in analy-
tical form, the known theoretical and experimental
facts and it is discussed in application to the synthesis
of threshold-lowering schemes for FM reception.

Let u(t) be the process at the output of the frequency
discriminator, A (t) be the signal modulation (communication)
as a function of time (A€ [-%, hl).

The following model for the noise in an FM receiver
follows from the results of the experimental study of the
statistical characteristics of the interference in FM reception
(1, 2] and the analytical solution of the problem of the
distribution and the spectrum for the derivative phase for
the sum of a sinusoidal signal and a narrow band Gaussian
noise [3, 4].

“(8) = M)+ [1 — a(8)] ma (&) + a ()| kn, (£) + p (B)].
- 4}

Here nH(t), nc(t) are the derivative sine and cosine components
of the input noise, p(t) is some pulsed chance process,

a(t) is a switching chance process which assumes the values

0 and 1 and which is not correlated with nH(t), nc(t), and
p(t). The most important parameters which characterize

the suggested model are the average value of the switching
process a the power of the correlation functions, and the

mean values for the processes nH(t), nc(t), and p(t), and

also their mutual correlation functions. By making use

92




of the results for the mean value of the derivative phase

the sums of the sinusoidal signal and Gaussian noise [3]
and having written the expression for the correlational

function of the derivative phase, we can obtain the following

expressions (using S. Rice's designations [4]):

T=e b p)=—is k=V2 N 2
n,()=n (=0 n(H)p C+y=m®piE+q =(g;)

ﬂ@ﬁﬁ?ﬁé—%EWwamﬁ¥ﬂ=gm
)

and also the expantion p(t)p(t+?¥) into a binary series,
which contains members with the form g" (T)gk(Y)h(?D);

K@) g W () g (A () g () g* ()t (z);
FEE @R () 8°G) g A () g’k ()gh=)h(x);
K (x) g () At (x), &, L=0, I,...,

where g(r) and h(Y) are determined by the relationship

§  (f) exp (2-1’;f7‘;———'"“f <)af
g+ ik = _ d ;
o e
[}
w(f) is the noise energy spectrum at the input of the discriminator;
fo is the frequency of symmetry w(f);
Af is the full deviation of signal frequency.

The pulse process p(t), in turn, can be presented in

the form of two components (anomalous and subanomalous),
which are switched by a certain process s(t):

PO=35OP O+ —s®]palth = G
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whereby p, (f) = — ); p,, (f)m0 and they all are not correlated

to one another and to the remaining components of the model.
The empirical data of the energy spectra pa(t) and pca(t)

are given in [1, 2]. The empirical relation of s(t) to

A and p, is constructed from data (data presented by M.A.
Rabinovich), produced on a digital model of an FM demodulator,

which is shown in Fig. 1.

A model, similar to (1),
can be used also for describing
a signal at the output of the
SN————-5 ‘ low-frequency filter of a standard
0,85¢ . demodulator of FM signals.
1 In this case, relationships
(2) and (3) are preserved, J

2 but (4) is replaced by its

955t
convolution with the pulse

\\\\-a

‘ae -x&aw reaction of the low-freguency
) i i |’2
7 2 35 4

0%

5
1,
=0 filter. In practice it happens
A that the subanomalous component

Fig. 1 at the FNCH output is absent,

and the spectrum of the anomalous

component equals the square of the modulus of the frequency
characteristic of the FNCH. -

Such a model can be used for describing the noise at
the output of a frequency discriminator and in a receiver
with frequency feedback. In this case one must take into
account that A is the difference of the transmitted frequency
and its evaluation at the output of the feedback loop, which
contains a certain random component.
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By using model (1), we can suggest a method for lowering
the threshold during reception of FM signals, which is based
on the principle of detection and suppression of anomalous
pulses of noise [5, 6].

Insofar as available data permit one to find only the
energy spectra of noise components in an FM demodulator,
an anomalous pulse detector must be constructed as an optimal
detector of the pulse signal (in the given case of anomalous

pulses) on a background of colored noise (in the given case,
communications of Gaussian and subanomalous noise). Such

a detector consists of an optimal linear filter and a threshold
device, which records a pulse when a signal at the output

of an optimal filter exceeds a threshold level, which is
selected, for example, from the condition of equal probability
of passage and false detection (or of any other similar
condition). 1In order to find the frequency characteristics
for the optimum filter and to evaluate the amplitude spectrum
for the anomalous pulses we can use a function which is

equal to the square root of their energy spectrum.

The measuring device A(t) for a(t) = 1 must be built
taking into account the fact that at the moment anomalous
pulses occur the communication is totally suppressed. Therefore,
the best measuring device is one that makes an optimum prediction
of the values of \(t) for a(t) = 1 from its value of neigh-
boring moments of time when a(t) = 0. Such a prediction
is best made by using communication which has already been
filtered. Sometimes it is simpler in practice to compensate
for the anomalies by introducing compensating pulses into
the signal being filtered for a(t) = 1 rather than to suppress
them.
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Schemes which realize the given principle for the obser-
vation and suppression of anomalies are shown in Figs. 2,
3, and 5. These differ in the point of their connection
in the demodulator and by the different use of the a priori
information on communications and interferences [5].

Filtration of anomalies at the output of the FNCh.

The scheme for a filter for anomalies, which is connected

at the output of the NCh filter is shown in Fig. 2 [5].

This scheme can be used to filter out anomalies both in

a standard frequency detector and in a detector with frequency

. Y 2 ,
J Amnpumyowerd - -
z iﬂtﬁpﬂﬂgﬂaﬂwp lepenmovamens >
- :
9 f )

llpedenasamens

Fig. 2
1)Amplitude discriminator, 2) Switch, 3) Predictor

feedback if the communication is highly correlated within

the limits of the duration of the FNCh's response. Its
modeling on a computer in the case of image transmission ]
showed that it shifts the threshold curves with respect 1
to the input signal/noise ratio by (4-5 dB).

Filtration of anomalies at the output to the frequency
discriminator. Version 1 (Fig. 3). The scheme which is 4
shown in Fig. 3 can be used in a standard frequency detector

in the case in which the communication spectrum A (t) is
not known and only its frequency band width is known. The
threshold curve, which is obtained for modeling this scheme
on a computer (with some variations) for a coefficient
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of expansion of the band £ = 8 is shown in Fig.;4 [71.
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1) Optimum filter, 2) Amplitude discriminator, 3) Switch,

4) Predictor,

1) standard demodulator

5) FNCh

2) demodulator with anomaly
filter (Version 2),
3) demodulator with anomaly
filter (Version 1)

Version 2 (Fig.
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Fig., 4

This scheme can be used if the energy

spectrum of the communication is known in which case the

range of correlation for the communication is greater than

the response time of the FNCh.

In this case, it is best

to use the low fregquency part of the anomaly spectrum and

the effectiveness of observing them is increased.

The

threshold curve which is obtained for modeling such a system

on a computer for §3
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1) FNCh, 2) Optimum filter, 3) Amplitude discriminator,
4) switch, 5) Predictor

Let us compare the freedom from interference which
is provided by the methods of observing and suppressing
anomalies with the potential freedom from interference
for FM reception. We can evaluate the potential freedom
from interference for FM reception for communications with
an even spectrum within the limits of the communication band
by using the analogy between VIM and FM [8]. The result
of evaluating the output signal/noise ratio for an ideal FM

receiver, using the formula
1 — P,

SNRyux = T
A01—Py) + = P,

is shown in Fig. 4 (dotted line). Here P,=@2V6)e—* is
the probability of anomalous errors in metering the communication,
o= 1/3p% is the signal/noise ratio for "normal" noise.

Thus, it appears that the scheme (Fig. 3) for filtering
the anomalies at the output to the discriminator is close

to "ideal" and the scheme (Fig. 5) is better. This is explained
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and the evaluation for "ideal" reception
taking this correlation into account.
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Analysis and Comparison of Multifilter Methods of Reception

I. Zodzishskiy,
A. Kiy,

A. Sakharov,

P. Sokolov

The comparative characteristics were studied for
multifilter systems with the filters connected in parallel
and with the automatic selection of filters in application
to the problem of narrow band filtering of a harmonic
signal whose frequency is not accurately known. A method
of calculating the required number of filters is developed
and of determining the area for the preferable use of
both schemes depending on the given signal/noise ratios
and the probability of the proper switching on of the
filters.

It is necessary to filter a harmonic signal from the
noise in many problems of radio technology in which the signal's
frequency is not precisely known and is variable. Usually
either a narrow band tracking filter or a device which consists
of a group of nontracking, narrow band filters with overlapping
frequency ranges are used for this purpose. The multifiltering
schemes have certain advantages over the tracking filters,
the main one is the fast connection which is particularly
important when working with intermittent signals.

Today two types of multifiltering schemes have been widely
used: a scheme with parallel connected filters and a scheme
with the automatic selection of the filter in whose transmission
band the signal is to be found [1-3, 6]. One of the schemes
with parallel connected filters is shown in Fig. 1. The group
of band filters Qi (i=1, 2,...,N) overlaps the range of
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p unknown frequencies forming N channels. In each of the channels

' there is an envelope detector D after the filter whose output
voltage is comparable with the threshold a. If the envelope

; for the process exceeds the threshold a, then the oscillations

T R

i‘ beyond the channel filter pass through the commutating cascade
-/ (KK) and go into the output of the circuit.
33
B
e AN
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........... vt
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“axlel| Coad) |
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KK
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A
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3 > Pn 4 cempzeoﬂ )
H
1
Fig. 1

1) Comparison with threshold. ) p

In the scheme with automatic selection (Fig. 2) the input

signal also passes through a group of narrow band channel ;
filters Qi.

W

There is a detector at the output for each channel which ]
separates out the envelope of the process. The scheme for
selecting the maximum (SVM) by comparing the values of the
envelopes, automatically opens the commutating cascade for
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that channel in which the envelope is maximal, blocking
the other channels in so doing.

" u Bn (2 -

c————
g ()

Fig. 2

1) D; 2) SVM

The specific feature of the multifiltering schemes is
that the channel, in whose band the signal is found, can be
switched off of the circuit's output from time to time due
to the action of the noises. The probability for such an
event Pnp will be called the probability for signal passage.

The operation of the multifiltering schemes can be charac-
terized quite completely by means of two output parameters:
the ratio of the signal's power to the noise's power at the
output‘from the circuit (P/Pales and the probability for
the signal's passage %1p' In this case (P/Pulmn will determine
the so-called "smooth" fluctuations in the output signal and
P will determine the probability of the appearance of large
scatterings (anomalous errors). Let us find these parameters
for the given schemes.
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o Let the input voltage Ug () (Figs. 1 and 2) be an additive
mixture of a harmonic signal §(¢) == Ugcos(wt + ¢.) and a
normal stationary noise n{t) with an even spectral density "
:; ' G, in the band Af:, which is overlapped by N channel filters.
3 We will assume that the amplitude-frequency characteristics @
e of the channel filters have a rectangular shape which do not
] overlap and they have the same transmission bands equal to ;
N = Aﬁs/N and that the power of the noise in the band of :
) each filter isc? = G,Af. If we assume that the processes
x{t) at the output of the channel filters are narrow band
processes they can be represented in the form

x; (£) = A, (¢)cos [of 4 o, (1)]

where Ai(t) and qa(t) are the envelope and phase of the process,
aﬁ_is the tuning frequency of the i-th channel filter.

2 For a scheme with parallel connection P is the probability
B np

that the envelope signal and noise at the output of the filter

in whose transmission band the signal is found, drops below
the threshold a

C e P ——

Pun =§WC(A)dA, M

, ’
<}

is the Rayleigh-Rice distribution law.

For a circuit with the automatic selection Pma 1is equal
to the probability that the envelope for the signal and noise
mixture at the output to the filter with the signal will be
less than the maximum value for the envelope Amax at the
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output of the other filters. Since Amax is, in essence, a
floating threshold, an additional averaging by means of the
distribution rule WJAmax) is needed for calculating g]pA: {

‘mu

P,.,A==<j W. (A) dA > @

.0
It is obvious that Puwpa is the probability that A x
exceeds the value of the envelope in the filter with the signal. l
Taking into account the fact that the processes in the channel ]
filters are independent and also that the envelope in the
channels without the signal is distributed according to Rayleigh's
law and it is distributed according to the Rayleigh-Rice law

in the channel with the signal and by using [4, p. 67] we
have

LN v g
Ppa=1-— ~ E(._ 1)i=1 4, e~ -1 3)

=1

Here <*=(PJ/P.)«N is the signal/noise ratio in the band
of one filter.

The results of the calculations made on the M-222 computer

and using equation (3) are given in the appendix.

'
1
i
H

In some cases approximate expressions can be used in ‘
place of (3). Since %TpA is described by the sum of the sign- i
variable series, then by using only the first term of the

series in (3)

N—1

Pnp A= e~—"ﬂ. (4)

we overcome the error of the approximation

APpa . N—2

ap A

SP,,P A= e-1"2,
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‘For example, 8P, a <006for N = M4f =2,
3Puy 4 < 0,0045"For 13 = 48. ot e

We should point out that for the circuit with automatic
selection, if the output from a filter whose transmission
band contains the signal, is connected to it, all of the remaining
channel filters (N-1) must be closed but for the circuit with
parallel connection several filters can still be open.

The (PclPy).. ratio only has meaning for the circuits

shown in Figs. 1 and 2 if the output from a filter containing
the signal is connected to them. For circuits with parallel
connection

P
(Pc Plu‘lux = - ’
/ " Pus + Py

in which.P-zis the mean power of the noises which pass through

the output of the circuit along the channels which do not
contain the signal and Rmc is the mean power of the noises
which pass through the channel with the signal.

We will assume that Rmc =CT2. Strictly speaking, for
a(.Uc ghich is almost always the case, Pcw is somewhat less
than ¢« . 1If fact, the channel with the signal is blocked
at that moment for which the envelope becomes less than the

threshold because of the action of the noise and at that moment
the instantaneous power of the noise is greater than its mean

value.

RPN SRR

The well known relationship of the noise's power on the

mean square of its envelope [5], Pu = <A%>/2, is. used to determine

the mean power of the noise that passes to the circuit's output
from one of the channels which does not contain the signal.
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Since the noise only passes into the circuit's output for
the condition that its envelope exceeds the threshold a then
A2'A - -
P, = 5—'-2'—-">—T.,,..=% To | A*W(AIA > a)dA.
¢ )

Ton = j W (A)dA

Here is the relative time that the envelope

a
stays over the threshold a;

173121L—-for A2>a,
W(A/A>a)= j'W(A)dA

0 for A<a
is the conditional rule for the envelope's distribution,

A? \
a® /

W(A):—A—exp(—

ad

is the unconditional rule for the envelope's distribution.
By making the necessary transformations, we find

) o

Taking into account that the total number of channels

2
Py, =0 (|+ ;,-

without a signal is equal to N-1 and that the noises in them
are independent we have

Pur=©N—1)P,,

Thus, for the circuit with filters connected in parallel
we get

(Pc/Pm)luln = (Pc/Pw)uNX
i a’ ' a2 -1
x[l+(N--—l)(l+ = )exp(— o )] . )
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i In the circuit with automatic selection when the filter
f. with the signal is switched on (PC/P ) coincides with the
i X

signal/noise ratio in the band for this filter and it is equal

to

(Pe/Pu)aux 4 = "2 = (P, w)ux N. (8)

) 285
Hol S R A

Here, as in the preceding case, the slight decrease in
4 the noise's power due to the fact that for a low enough value
3 for the probability of Rnp' the blocking of the channel with
the signal takes place predominantly at a low level for the
envelope in this channel is not taken into account.

In practice, the multifilter circuit is designed on the

basis of a given value for the input ratio (PC/RN)“ and the

permissible values of the output parameters (Pc/Pw)' ' P;-

[ 13

The design of the circuit with parallel connection is
reduced to finding the necessary number of filters N and the
threshold a. The circuit with automatic selection has only
one degree of freedom - the number of filters N and therefore

‘ its design is reduced to determining just this number. The
% values which are found should be such that they provide for

the fulfillment of the following conditions:

©)
(Pe/Pudsx > (Pe/ Pu)yuy- (10)

Py <P,

np’

The complexity of creating multifilter circuits depends
mainly on the number of filters which are used in it. Therefore,
it is desirable that the number of filters be as low as possible.




“r

For circuits with parallel connection the value of N
and a can be determined if the system of inequalities (9)
and (10) are reduced to equalities and if we substitute equations
(1) and (7) in them. For circuits with automatic selection,
after substituting equations (3) and (8), which, as before,
are considered as equalities, in (9) and (10), we get two
equations with a single unknown. Two values of N can be found
from solving these equations. It is obvious that the larger
of the two is the onevwe want.

/

The method which has been described for determining the
required number of filters analytically is associated with
great mathematical difficulties. Therefore we will use the
following method. We will construct a group of curves which
Brp = £L(B/7) ..,} for different
numbers of filters N. Such a group for the circuit with a

express the relationship

parallel connection and using the tables for the integral
Rayleigh-Rice distribution law for (P./B,),, = 1, is shown

in Fig. 3. The form of the curves is determined by the value

of the threshold a established in the circuit. As a 1is increased
the ratio (Pc/Pw)am increases with the simultaneous increase

in the probability for the passage of the signal P__. As

np

a is increased Pnp—f%l and (PC/PNLMK —_— (PC/PNL“ N.

For a — 0, Pnp-q»o and (P_/ER,) —~9(PC/P )“ .

BHIX

For circuits with automatic selection, if (Pc/gu)n\ and
N are set, Rnp and (Pc/PM)mp have unique values. Therefore, ﬂ
the functional relationship Py, = f{(P} P,) . }degenerates
into a point.! These points for different numbers of filters N,

taken from the tables given in the appendix, are designated
at AN (N=1, 2,...,20) in Fig. 3. For a concrete value of
N the inequalities (9) and (10) are fulfilled in the region
(of output parameters) bounded by the coordinate axes and

-
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the dotted lines which pass through the point AN for circuits i
with automatic selection.

The number of filters required for both circuits can
be readily determined from the graphs in Fig. 3. For example,
let us assume that for (Pé/Pm)“ = 1 we must get (Pc/Pn)m‘ ;} 11
and Pnp £ 3.5 x 10—3. We can see from the figure that the
minimum number of filters in this case for a circuit with
parallel connection is Ng = 18, and for the circuit with automatic

selection it is N = 15.
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It also follows from an analysis of the graphs that the
plane for the output parameters is divided by the curve Nn/NA:ZI
(dotted striped line) into two zones for the preferred use
of the circuit with automatic selection (to the right of the
curve) and the preferred use of the circuit with parallel
connection. A comparison of the zones shows that in the region
which is most widespread in practice the values of the output
parameters for the circuit with parallel connection of the
filters requires a greater number of filters than the scheme
with automatic selection. The line with a single point Ay
corresponds to the case in which the circuit with automatic
selection has the greatest advantage. In this case the Nn/NA
ratio reaches a value of 1.3-1.5.

Other comparative characteristics for the circuits can
also be determined from Fig. 3. For example, for a set value
for the probability of the signal's passage in the same number
of filters we can compare the ratios (Pc/Pnp“u .

APPENDIX
Table of probabilities for the passage of the signal for the
automatic selection of the filters

N
104 Ppa=1— _l._ Z(_ 1y-! Ci e-tu-un
=1
PPy
2 | 4| s 8 o | w | s e | o | = | =

’ ’ 1,58 33,69 12,39 4,549 1,677 0,617 | 0,227 0.08351 0.03072
125 mlm ﬁg; 24\'432,% lg7.l 63,14 23,67 8,824 3,277 1,214 | 0,4486 | O 1656 {0.06107
4 | 3440 | 1460 | 591.4 232,7 89,73 34,14 | 12,86 4,814 l,7?3 0,6656 | 0,2464 0.09!08
5 | 291311733 | 74,1 291,2 114,2 ,96 | 16,72 6,299 2,358 | 0,8784 | 0,3261 | 0,1208
4284 | 1964 | 840.8 4.4 136,9 53,27 | 20,42 7,138 2,910 { 1,088 0.4048 | 0,102
9 4588 | 2163 | 945,4 393,4 158,2 62,13 | 23, 9,137 3,450 | 1,293 0.4822 | 0,1793
8 | 4842 2338 | 1040 438.8 178,4 70,61 | 27,42 10.50 3,979 | 1,496 0,5394 { 0,2082
9 | 5060 | 2404 | 1127 481,3 197,5 78,76 | 30,76 11,83 4,499 | 1,6% 0.(_5354 0.2369
10 | 5250 1208 521,3 215,7 86, 34,00 13,13 509 | 1,893 0,7106 | 0,2653
$1 | 5418 | 2764 | 1283 559,1 233,2 94,18 | 37,16 14,41 5.512 | 2,088 0,7851 0,2936
12 | 5567 1353 §95,0 249,9 101,5 40,23 15.65 6,006 | 2.280 0,8585 | 0,3216
13 | 5702 { 2001 | 1419 629,1 266,0 108,6 43,23 16,88 6,493 | 2,470 0,9321 | 0,344
14 | 8624 1481 | 6618 | 2851 | 1155 | 46,17 | 18,08 | 6,973 | 2.65 | 1008 |} 0.3771
15 | 5935 | 3187 | 1540 693,0 296,5 122,3 49,04 19,26 7.447 | 2,845 1,077 0.40:6
16 | 6038 | 3275 | 1596 723,0 311,0 128,8 31,85 20,42 7.915 | 3,029 1,148 0.4319
17 16133 | 3359 | 1649 751.9 3%.1 135.2 54,60 21,57 8.376 | 3.211 1.219 0.459%0
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continuation

18 | 6221 | 3437 | 1700 779.7 | 3388 | 141.4 | 57.30 | 22.69 8,832 | 3,39 1,289 | 0,4860

. 19 | 6302 | 3512 | 1749 806,5 | 352,0 | 1475 | 59,96 | 23,80 ,283 | 3,570 11,350 | 0,5128

%) 20 | 6379 | 3582 | 1796 832,5 | 364,9 | 153,5 | 62,56 | 24,90 9.728 | 3,747 | 1,428 | 0,5394
21 | 6450 | 3649 | 1840 857.6 | 377,5 ) 150,3 ] 65,12 | 25,8 | 10,17 | 3,923 | 1,497 | 0,5660

; 22 1 6517 | 3713 | 1884 8820 | 3898 | 1650 | 67,64 | 27,04 | 106 4,007 | 1,565 | 0,5923
- 23 | 63581 | 3775 | 1925 905.6 | 401.8 | 1706 | 70,12 | 28,93 | 11,04 | 4,270 | 1,633 | 0,6186
?‘f'
i
¥
s‘i H 4 6 8 10 12 14 16 18 20 22 24
4
24 | 6641 | 3833 [ 1965 928,6 | 413,5 | 176,01 | 72,56 | 29,13 | 11,46 | 4,441 1.70 0,6447
. 25 | 6697 | 3889 | 2004 950,6 | 424,9 | 181,5 | 74,97 | 30,16 | 11,89 | 4,611 1,767 | 0.6707
l_ 2 | 6751 | 3943 { 2041 9727 { 436,1 186,8 | 77,30 | 31,17 | 12,31 | 4,780 | 1,834 | 0,6965
3 27 | 6802 | 3994 | 2078 9939 | 4470 | 192,1 | 79.67 | 32,17 | 12,72 | 4,947 | 1,90 0,7223
» 28 | 6851 | 4044 | 2114 1015 4578 | 197,2 | 81,98 ! 33,16 | 13,13 | 5,114 1} 1,96 | 0,7479
] 29 | 6897 | 4092 | 2148 1035 468,3 84,25 | 34,14 | 13,54 | 5,279 | 2.031 | 0,7734
- 30 | 6941 | 4138 | 2181 1054 478,6 | 207,2 45 | 35.11 13,94 | 5,442 | 2,006 | 0,7987
v 31 | 69683 | 4183 | 2213 1074 488,7 | 212,1 | 88,71 | 36,07 | 14,34 | 5.60% | 2,161 | 0,8240
4 32| 7022 ] 4226 | 2245 1092 498,6 | 216,9 | 90,90 | 37,02 | 14,74 | 5,767 | 2,225 | 0,8491
! 33 | 7060 | 4267 | 2276 i 508,4 | 21,6 | 93,06 | 37,9 | 15.13 | 5,927 | 2,289 | 0,8742
- £ 4306 | 2305 1129 517,9 | 26,3 | 95,19 | 38,89 | 15,53 | 6,087 | 2,353 | 0,8992
’ 35| 7117 | 4341 | 2335 1146 527.3 | 230,89 | 97.3 39,81 15,91 | 6,245 | 2,416 | 0,9240
: 36 | 7135 | 4370 | 2363 1163 $36,5 | 235.4 | 99,39 | 40,72 | 16,3 6,403 | 2,479 | 0,9488
4
e
L"
‘4

i
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Evaluation of the Interference Protection for
Transmitting Color and Black and White Television
Pictures in the FM Gain Threshold Region
E.I. Kumysh

A method is suggested for evaluating the onset of
the FM gain threshold for the transmission of television _
pictures, and the threshold signal/noise ratios were i

refined for FM reception with a standard frequency detector.

The study of the interference protection for color and
black and white television signals in the region of the FM
threshold is of great practical importance for determining
the best energy potential for the communication channel and
the optimization of the electrical parameters of the VCh tracks
of these channels [l1]. 1In a widely used method for determining
the FM threshold the moment for the onset of the threshold

is related to a decrease in the gain in freedom from interference

with respect to the potential freedom from interference, for
example, at 1 dB [2]. A detailed study is almost linked with

the study of the threshold curves which are used by FM demodulators.
It is this approach which has predominated in the determination

of the moment of onset of the FM threshold during the transmission
of television signals. However, the study of the physical

nature of the threshold noises and particularly their subjective
perception indicates that such an approach is not adequate.

In order to facilitate the description of the following
material we will give an analytical expression for the threshold
curves for a standard frequency detector (ChD) for the trans-

T P e Y e S R TS

mission of black and white television signals. It was obtained
by integrating the energy spectrum of the noise according
to [3] using linear predistortions of the television signal
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in the communications channel as standardized by MKKR (4],

The threshold curves were calculated as the ratio of the video-
signal range from the white level to the black level to the
effective, weighted voltage of the noise as a function of

the ratio of the powers for the signal and the noise at the

input to the frequency demodulator so that the objectively
measured value of the noise will correspond to their subjective
interfering action and so that the evaluation of the interference
protection will correspond to that used in television [5]:

U, 4 1
— 2B =9 — 10} — ——— (] —
an g[l/3 m(

1
B ¢ 3750(1 4 147 x?)
e'”/;)&f (1 367 29 1 16529

1L 'e . 378 (1 + 147 xY)
o by * T 3 367 )1 + 155 09 d"]'

Here m is the modulation index for the FM signal, P is the
signal/noise ratio at the input to the FM receiver, x = F/F_,

F =6 x 106 Hz is the top frequency of the spectrum for the
rBdulated signal, K2, (x)=375*(1+147%)/(1+3672%; 5 the square of

the modulus for the transmission coefficient for the restored fil-

ter; Kial*) = (14155 x%)~' —xBaapar —_the square of the modulus for the
transmission coefficient for the weighted filter.
For KéCT(x) =1, equation (1) corresponds to the case

in which there is no linear treatment in the communication

channel.

The results of calculations by means of equation (1)
are given in Figure 1. The solid lines correspond to the
direct transmission of the television signals [K§CT {x) = 1]
and the dotted lines correspond to the use of linear predis-
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‘,‘ tortions in the channel. The moment for the appearance of
A the FM threshold, as determined by a 1 dB loss in the FM gain 4
with respect to the potential gain, is shown by the crosses. ;
B We can see from Figure 1 that when linear predistortion is E
;} used the onset of the FM threshold is earlier (by 1.5 dB)

;f than for the direct transmission of the television signals.

o s ST e

However, it would be premature
s e to consider these results to

59 be definitive since, as we noted

above, the physical nature of
the threshold noises and the

features for its subjective perception ;

were not taken into account in
this kind of a determination

of the moment of onset for the

FM threshold. 1In fact, in working
above the FM threshold the noise

3 at the ChD's output is a normal,
3 steady, chance process with a
Fig. 1 zero mean [3]. Such noise covers
the entire field of the picture
’ evenly. Its interfering action can conveniently be evaluated
by the value of the effective, weighted voltage which belongs
to the range of the videosignal [6]. The moment for the onset
of the threshold is characterized visually by the fact that
individual pulses appear on the background of this noise.
Their number is small at the moment the threshold appears
and they approach the pulsed interference and not noise interference
in their effect on the observer. If the threshold pulses
at the moment the threshold sets in are identified with the

CuznZa .

pulsed interference then their interference action can be

characterized best and the moment for the appearance of the

FM threshold can be determined more accurately.
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In television the interference from pulsed interferences
is evaluated by the ratio of the ranges for the videosignal
to the pulsed interference [5]. If we assume, according to
[3], that the energy spectrum for the threshold pulses at
the output of the FM discriminator is even then it is not
difficult to show that the ratio of the videosignal range to
the mean range of the pusled interference for direct transmission

is equal to

U, U, = 01m, 2
and for linear treatment it is

UC 'llll = On65 m, (3)

where m is the modulation index for the FM signal.

Equations (2) and (3) can be used to compare the ratio
of the ranges for the videosignal and the threshold interferences
with those which are permissible (25 dB) for pulsed interferences
as recommended by the MKKR [5]. The comparison will be made,
according to [1], for the case in which the modulation index
is optimum. The optimum index for the signal is selected
so that a certain signal/noise ratio will be obtained at the
threshold [l]. For television transmission the MKKR standards
provide that this value must be equal to 55 dB. At this ratio
the noise should not be noticeable in the image. It follows
from Fig. 1 that the optimum modulation index for the FM signal
is ma 4. However, it follows from (2) and (3) that the ratio
of the ranges for the videosignal and the threshold pulses
is less than the permissible value recommended by the MKKR,

i.e., it is less than 25 dB. From this it may be assumed by
that even if the MKKR standards for the signal/noise ratio
are met which, when weighted, are equal to 55 dB the threshold
pulses will be clearly visible. The experiments made for
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. the transmission of real subjects and the test table 0249
for communications channels with FM confirmed this assumption.

These results indicate that in the threshold region it
is not possible to evaluate the interference from noises by
means of the relative value of the effective, weighted noise. j
Such an evaluation would be equivalent to the threshold pulses

being unnoticeable on the image, i.e., for the condition

20 Ig (U,/U,) = Ig 0,65m > 25 1b. 4) |

Then we get from (4) that m > 27. However, if (4) is
fulfilled it follows from (1) that the relative value of the
effective weighted voltage for the noise greatly exceeds the f

MKKR standard. Therefore, it is not expedient to design com-
munications lines with a modulation index m 2> 27.

For m 2 27 and for a large enough signal/noise ratio

ath the input to the demodulator, the appearance of the threshold

pulse is always probable (even if it is very small) with a

range for which the relationship (4) becomes invalid. However,

this does not mean that m 2 27 should be abandoned since a

frequency can be established experimentally for the appearance

of threshold pulses such that they will not make the observer

aware of the presence of noise in the image.

Since determining the number of threshold pulses at the
moment of image transmission experimentally is complicated,
the permissible signal/noise ratio at the input to the FM
demodulator for which the threshold pulses will not cause
the observer any awareness of noise in the image was determined
by the method of subjective expertise using the method in
[7]1. This value for the ratio was taken as the threshold

116




v " ,n—mum---—uu-!-u-n--uq‘
™"

ey

g ' value. The measurements were made for modulation indexes

' for the FM signal equal to 2, 2.5, and 3. The demodulation

of the signal was accomplished with a standard ChD. The observations
were made with real subjects and the 0249 test table. It

was shown, as a result of the measurements, that for the direct

transmission of television signals the threshold signal/noise

VY g .
e e v

ratio is equal to 10 dB and for linear treatment it is 10.5
dB. The somewhat greater signal/noise ratio for linear treatment
2 as compared with the case of direct transmission of the television

signals is due to the difference in the nature and subjective

perception of the threshold noises. In the direct transmission
of the television signals the threshold pulses appear over

the entire field of the image. The maximum number of pulses
occurs on black and white details for the image and fewer

on the gray details. At the moment the threshold appears,

for linear treatment, the pulses only appear on the borders

of the sharp, high contrast differentials in brightness and

 5 as the signal/noise ratio becomes still smaller they appear

?1 on the entire field of the image.

The threshold pulses appear to be elongated along the
line because of integration in the restoring filter, i.e.,
they have a greater duration and they become more noticeable

on the screen at almost the same range [see (2) and (3)].

The data which have been presented on the value of the

-

threshold signal/noise ratio, as well as the nature and discer-
nibility of the threshold pulses on the image can be used

to evaluate the permissible number of threshold pulses for
direct transmission and for the case of linear treatment of ;
the television signals. It was shown, as the result of the
calculation, that for direct transmission the number of permissible
threshold pulses is 20-25 in a single frame of the image and H
it is equal to 3-4 per frame for linear distortions.
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In determining the protection of the transmission of

color television signals from interference in communications
channels with FM in the threshold region, we must, first of

all, distinguish between the moment of appearance of the threshold
in the communications channel and the moment of its appearance
in the color channel since in a SECAM color television system
the signals which differ in color are transmitted on subcarriers
in the frequency band of the television signal by means of

FM. For this reason the moment for the appearance of the
threshold in the color channel of the SECAM system was determined
by calculation and experimentally. It was found that the
threshold noises in the color channel have a pulsed nature.

It was shown, by using the given method with respect to the
moment of appearance of the threshold, that for an even noise
spectrum at the input to the color channel the moment for

the appearance of the threshold is fixed for the ratio of

the range of the brightness signal to the effective, weighted
voltage of the noise in the brightness signal's band equal

to 33-34 dB and it depends on the transmitted color. For

a parabolic spectrum for the noise at the input to the color
channel, which is characteristic for the direct transmission

of the signal for color television in a communications channel
with FM, the moment for the appearance of the threshold is
fixed at a signal/noise ratio in the brightness channel equal
to 45-46 dB and the threshold in the color channel, for linear
predistortions in the communications channel with FM, is fixed
at a signal/noise ratio in the brightness channel equal to

43-44 dB.

These results indicate that in the transmission of color
television signals along communications channels with FM,
which are operating in the threshold region and under the
condition that the MKKR standards are met with respect to
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the signal/noise ratio (55 dB) the threshold does not appear
in the color channel.

It should be pointed out that the results obtained above ]
refer to the case in which the effect of distortions of the
signal for the color subcarrier SECAM system on its interference
protection can be ignored.

However, when the threshold ratios in the color channel
of the SECAM system and in the communications channel are
similar, which may occur in practice, the effect of the dis-
tortions of the color subcarrier on its interference protection
must be rigorously taken into consideration since it may cause
the threshold to appear in the color channel before it appears

in the communications channel.

In order to determine the moment for the appearance of
the threshold in the communications channel for the transmission
of color television signals, experiments were made which are
analogous to the case for the transmission of black and white
television signals. During the course of the experiments,
with the reception of the FM signals on a standard ChD it P
was shown that the threshold noises begin to interfere with
the visual perception of the color images almost for the same
signal/noise ratio at the input to the ChD for which they
begin to interfere in the transmission of black and white
television signals. Therefore, all of the conclusions as
to the moment for the appearance of the threshold in the communications
channel with FM for the transmission of black and white television

signals can also be extended to the transmission of color
television signals.
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Shape of the Phase Jumps for a Narrow Band Signal

V.P. Zhukov, N.N.
Ivanova, and L.A.
Razumov

The results of the theoretical and experimental
study of the possible shapes for the phase trajectories
and the derivative for a jump in phase for the sum of
a harmonic signal and a normal, narrow band noise, are

presented.

The sum u(t) of the harmonic signal Egﬂlﬁef and a normal,
narrow band noise with a correlation function ¢%(t)cosaet can

be written in the form

u(t)y = E(t) cos ot + ¢ (1)),

which is illustrated by the vector diagram shown in Fig. 1.

Fig. 1

In the presence of detuning Ae=wc—®c between the frequency
of the harmonic signal and the central frequency of the noise
spectrum, the noise vector not only fluctuates in amplitude
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and phase but it also rotates in the plane of the diagram

with respect to the end of the Ec vector at an angular velocity
A®w. Large fluctuations in E  and @,  can result in the complete
revolution of the vector E around the point 0, i.e., to a

2r phase jump. The phase's trajectory @(t) for a jump is

chance and, as will be shown below, its form depends on the
detuning 4w and on the magnitude and rate of fluctuation of

the envelope E(t) and of the phase<p(t) which accompany the

given jump.

Let t0 = 0 be the phase at some moment of time and its
derivative will assume the value P = T, C?'o = Jand the enve-
lope and its derivative have the values E, = H and E,=y=Hiojigu
(¢ is the angle of slope for the trajectory of the end of the vec-

tor E to the abscissa cpo =7).

Then the behavior of the phase @(t) and of the envelope
E(t) at < < !¢ '« jig described by the conditional probability
density wy., (E, ¢) which can be calculated by the formula

Wyca (£, 9)= .

—_ w (EO’ %o, E(']. ?(’p EI ? (1) T

w (EO’ 90: Eor ‘P(') Pom%, Eo=H, E(') =T 9:) -9,

The denominator in equation (1) is the four dimensional
probability density for the quantities Por Eqyr E('), and q>6,

at the moment of time t, and the numerator is the six dimen-

0
sional probability density for these same quantities and for
the envelope E and the phase ¢ , at the moment of time t.

The method for calculating these probability densities is

well known ([2].
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Mathematical transformations which are not complex but

‘, 4 ¢ are cumbersome, made according to equation (1) give
'E(¢)
. ¢ ()]= ; |
E? (t) — 2E (t) Acos |9 (f) — D} -1—A2 2 ]
x ex | =2 (= i) ) @ |
in which sa2=—p(0) A and ¢ are functions of time which

depend on AW, the correlation coefficient of the noise P (T),
the quantities E and Cp and their derivatives for ty = 0 and
are determined by the formulas

A =UE.+ EP + B
E;

¢ = arclg m-— | 3

in which

E, = X cos Awf - y sin Awt, E; = x sin Awt -- ycos Awf,

x=— ¢ (t) (E.4H) + p(t) (/aw?, y=p(t) [HY —
— 2o (E. + H)|bw2.

We can see from an analysis of (2) that the function
A(t) characterizes the behavior of the envelope E(t) in the
jump and the function ¢(t) is the most probable value for
the phase cp(t) .

{
The purpose of this work was to study the phase trajectories, ]
the most likely one being described by the expression ’

® (t)=arctg =1t + MR + NkR]sindwt — R, [N --
I — (14 1) R+ &NR,| co8 Aut+R,[N--

o =L (14 A cos Awt "

— f(1 4 h)] sin Awt
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Fig. 2 _ Fig. 3

The following designations have been used: , () = R, — (()fdw -~
2 Ry, dwde = f, HiE. = h, h#/6e =N, 1/1ga = k

Differentiating ¢(t) with respect to time gives the derivative
of the most probable phase trajectory qhui=dQ(0kﬂ. which
characterizes the rate of change in the phase in the jump.

Some of the results of the calculation of the most probable
phase trajectories for ¢(t) and its derivative ¢l(t) for the
case in which pg)=exp¢_ﬂwq2) are shown in Figs. (2-6).

Figures 2 and 3 illustrate the effect of the parameter
N = E,9,/Edw on the shape of the jumps for zero detuning
{=Aw/bw and h - 0.1. The trajectories shown in Fig.
2, were set up for k = 0 and in Fig. 3 for k = 1. An analysis
of the graphs shows that the deviation for the parameter k
from zero leads to an asymmetric trajectory. We note that
the value of the parameter N has little effect on the duration

of the phase jump.
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Two trajectories are shown
A in Fig. 4 (for k = 0, N = 0.5,
3 $it)) , and f = 0) which differ in the
value of E, = hEc. For small

0
values of the envelope, the jumps

e
aial

are smoother and shorter in duration.

er oy
K

i

A group of trajectories

1A - - |-
A . ™

is shown in Fig. 5 (set up for
k=0, N=20.5, and h = 0.5)
which correspond to a different

YN

"

frequency difference Ap={bw.

DU b e S
—

As we might expect, the negative

detuning hinders a positive jump.
For large negative detunings

the negative jumps are most

Fig. 4 probable.

PR p———T————e T —————

X N L L
- ” 7 x’ 0 ‘x\f 2 3 4 ot
! x’ *~ -15 -
——" x\x~x.——x"
Fig. 5
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The experimental study of the phase trajectories during
jumps was carried out by the method described in [1]. As
an example, the experimental trajectories (dotted and strip-
dot lines) are shown in Fig. 6 along with the trajectories
calculated by using equation (4) (solid lines). The experi-
mental results confirm the fact 206)
that the curves, calculated by means
of equation (4) are, in fact, the
most probable trajectories for the
phase during the jump.
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- Mutual Correlation of the Pulsed and Gaussian Components
of the Noise at the Output to the Frequency
Discriminator

o ‘ N.A. Rabinovich

jg A statistical analysis is given of the switching

gy

model for noise at the output of the frequency dis-
criminator (ChD). Expressions are found for the corre-
lation function and the energy spectrum for the noise

s at the ChD's output for a modulated signal and an additive,
3 Gaussian noise at its input. i

The most widespread statistical models for noise today
{1, 2] can be used to describe the energy spectrum at the 5
ChD's output only in the vicinity of the threshold and above
# it. The experimental values for the energy spectrum for the 13
/ noise at the output to the ChD for the deep, subthreshold

"] region of an input signal/noise ratio p are in poor agreement
with the theoretical results (particularly for a modulated
2 signal) found from the S.0. Rice pulse model and the method

of weighted probabilities.

In this article an idea is presented on the possibility
of representing noise at the ChD's output in the form of the
output signal from a composite source (so-called switching
model) for noise).

The purpose of this work is the statistical analysis
of the switch model for noise which is made for the assumption '
that a signal, which is frequency modulated, and an additive,
Gaussian noise act on the input of an ideal ChD. The corre-

lation functions and the energy spectrum for the noise at

e

the ChD's output are found. Particular attention is given :
to the mutual correlation which occurs between the pulsed ‘
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and Gaussian components of the noise at the ChD's output.

Let us represent the noise u(t) at the ChD's output in
the form of the sum of two components, the Gaussian m (t)
and the pulsed p(t)

@ =90 +p O =al)mt) +[1 —a®)p@® 0

where qo(t) and po(t) are the generating processes for the
Gaussian and pulsed components of the noise, respectively

and a(t) is the switching process which is independent of

them and which assumes values of 1 and 0 when the corresponding
Gaussian and pulsed components of the noise act on the ChD's

output.

The generating process for the Gaussian component of

the noise is of course assumed to be a chance process:

w0 () =y’ (8)/Q, (2)

where y(t) is the gquadratic component of the input noise and

Q is the amplitude of the frequency modulated signal. It
follows from (2) that the generating Gaussian process is charac-
teristic for the operation of a ChD for p » 1.

We will assume that the
Gaussian component for the noise
at the ChD's output acts in

that time segment for which the

vector for the sum of the received
signal and noise falls into a
N circle or radius Q with its center
at the point A (Fig. 1). We
can readily show that in this

Fig. 1 case the mean value a, for the
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switching process a(t) is equal to

a(p) =1—e" @)

The correlation function for the noise u(t) can be written
in the form

Ry (&) = R, () + 2Ry (3) + Ry (), (4)

where RP(TW and R.(x) are the correlation functions for the
pulsed and Gaussian components of the noise and Rﬁp(T) is

their mutual correlation function.

We have the following expression for the correlation

function for the Gaussian component of the noise

Ri(x) =a(f)a(t+7) v (¢) 70 (£ + 1) =R, () g:)f) L 6)

where R,(x)=ua(l)u(l+7) is the correlation function for

the process a(t); g(?) is the correlation function‘for y(t).

The mutual correlation function Rnptr) is given in the
form

Rup () =lu()y —a(t)yn O]a(t+ ) w (E+7) =
= R, (x) 8" (\)/Q* + ao 4 () % (£ + 7). (6)

In equation (6) there is a term which represents the mutual
correlation between the Gaussian generation process-qo(t)
ar.d the noise u(t) (at the ChD's output):

U % T 0=

_xo+Qy@—y@x ) yeE+y @)
[x )+ QF+y* (1) Q

Calculation of the latter expression gives [3]:
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b, = <2«)~§sn () (f — fo) df,

s

where

g)= j Suc (/) €08 2% (f — fo) <df;
[4]

h(1) = I"s., (f) sin 2x (f — £,) dvt,

where S, (f)-is the energy spectrum for the input noise, fc is
the detuning frequency for the sum of the signal and the noise
with respect to the symmetry frequency of the input filter.

An important moment in the analysis of the switching

oA A MR LB S i $ ) S ' UL LY MR
!

model for noise is in defining the form of the correlation
function for the process a(t). 1In the general case this problem
is quite complicated however approximate methods can be con-
sidered for finding Ra(T). We w}ll pause here on two such

methods.

1. We will assume that the energy spectrum for the process
a(t) is centered in the range of low frequencies. 1In this

case the correlation function Ra(T) can be given in the form
R,(Y=~R,(0)==1--¢ :. (9)

This expression follows from the fact that the values of the
process a(t) can only be 0 and 1 and that its mean value is

determined by the formula (3).

By substituting (9) in (5) and (6) and by using (8) we
get the correlation function R,(r) in the form

Ru (!) == Rp (1) - (l - e—P) X
K (1l—2e-?)g"(x)/Q* —2(1 —e-?)e-rh, h'{<)/bk. (10)
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The energy spectrum Su(f) for the noise at the ChD's
output can be found by carrying out the Fourier conversion
for Ru(T):

S ify =42 (N + N)+

+U =D L =2 epy Sy (f £ -

—2@2s)* (1 —e e fb, Su(f 1+ 1)
— o f e, (1

where N, is the mean number of phase clicks for the sum of
the inpat signal and the noise #24v, respectively. In (1l1)

we used Rice's approximation for the energy spectrum of the
pulsed component of the noise [2]. It follows from (1l1) that
in addition to an even spectrum for the pulsed component of
the noise and a parabolic spectrum, which is characteristic
for the operation of the ChD above the threshold, there is

a term with a linear frequency function which arises because
of the mutual correlation of the pulsed and Gaussian components
of the output noise. It should be pointed out that this term
is different than zero only for a modulated signal (b1 # 0).

2. Let us write the process a(t) in the form

a(t)=a(t) + ay

where 3a(t) is the chance process with a zero mean. The corre-

lation function Ra(r) is equal to

R, (V=R, (1) 4 af,

where Ra(t) is the correlation function for the process ¥ (t).
For large signal/noise ratios (p~> 1)

R, (%) ~ ak. (12)

By using (12) the correlation function for the noise at the
ChD's output is given in the form
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! Ri() =R, (1) — (1 ¢ ) g" (x))Q* — i
— 2 (l -—- e‘P) e-* blhl (T)/bg. (13)

The following expression is arrived at for the energy spectrum
of the noise at the ChD's output from (13)

S, (f) = 4s* (N, + N_) + —‘—'—_Ep—eﬁ @sf)2 X

X Sulf+fo)
—2@m2(l —e-?) e fb Sy (f+ fo),
—w L f< oo, (14)

A comparison of the theoretical

and experimental results is shown
in Fig. 2. Here the experimental

results for the energy spectrum
of the noise at the ChD's output
are shown by the dots for a constant

detuning of the signal with respect
to the symmetry frequency of

the input filter with a rectangular

frequency characteristic (Qo=Af/Afy

Q25 45 a7 =0,25). The dotted curve
~
4% corresponds to the spectrum given
Fig. 2. by S.0. Rice's puls- model [1, 2]

(taking into accoun. the suppression

of the Gaussian component of the noise) and the solid curve
was calculated by using equation (11l) and the stripe-dot curve
was calculated by means of eqguation (14). It follows from
Fig. 2 that for the deep, subthreshold region (p®1l), the

best approximation of the experimental results is given by
equation (11).
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li . The Concept of Fluctuation Interference in
Reduced Coordinate Systems
V.A. Zaytsev and V.I. Menenkov

The concept of chance processes in reduced coordinate

systems is discussed in which the intrinsic oscillation
for the equations for nonstationary systems are described
- as the "simplest" oscillations. A foundation is given
for the concepts of correlation function, energy spectrum,
transmission coefficient, white noise, and reduced
normalized coordinates.

The problem of observing the filtering complex signals
is simplified if the area of observation is represented
in a basic system of intrinsic functions by equations for
the filtering and generating circuits. However, a comparative
analysis for different communications systems should be

praar) -

made by using one of the coordinate systems for the functions.

£, The concept of reduced scales for time and amplitude [1]
: can be used to reduce the different basic systems, which
are adequate for nonstationary filters, to a single, more

convenient system, for example, a basic system of functions

ATy -1 o T g+ e M A T Sy

which is used in the classical Fourier transformation.

In this study, a basis is given for models of chance
processes which, in the basic system of intrinsic functions
for a nonstationary circuit, correspond to the stationary

processes for circuits with constant parameters.

Let us consider functions having the form
s(f) =i (f) el 0 (n
which are intrinsic functions for the structural-signal
parametric filters (SSPF) [2]. 1In the reduced time scale
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t = TY(t) and the normalized amplitude scale (normalizing
factor 1/2A (t), the functions (1) describe monoharmonic
oscillations

s(f) = el 2)

A group of functions of the type (2) are chosen as

the basis for the canonical representation of chance processes

s (;) = elot , | 3)

which are orthogonal in some range [0, T] of the reduced
time scale. The convolution of the inverted function x(t)
in this range (realization of the chance process) with a
function from the group in (3) is

a

By oy

a unique dependence t(v) determines the projection of the

~
realization on the coordinate function si(t) uniquely.

The condition for the completeness for the base of
the functions in (3) in converting from the time for the
complete orthonogal basis for functions of the type fi=exp joi ¢
which is known in the real time scale, by replacing the variable
t by T is determined by the uniqueness of the function 7 (t)
and its inverse function t{(r) is an example we will represent

an element of the initial base zi(t) by the sum

70)=Sc8 )
\ /=0

where sj(E) is an element of the base obtained by replacing
the variable which has be orthonormalized in the reduced
coordinates. The completeness of the new basis can be proved

from the Parseval equation
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S| dt=§ ¢tp=(T).
) =

In the real time scale the elements of the base {si(z)k
are orthogonal with a weight of “(t) which is different,
usually, from unity, which limits the space of the function
which can be represented in the base in (3) by the condition

7
3x’(t)§(t)dt<oo.
0

For a comparative analysis of the freedom from interference
for filters with variable and constant parameters by the
method of reduction of the intrinsic functions of the different
circuits to a single, base system of functions energy relation-
ships are needed in the initial and reduced scales for measuring

the corresponding variables.

Let us consider a chance process, which is stationary
in the reduced coordinates and which has an even energy
spectrum. The autocorrelation function for such a process,
which we will call corrected white noise [1] is determined
by the relationship R(af)=N(8f): At=1(t,) — (t,).

It is not difficult to show, by taking (1) and (2)
into account that in real coordinates this function has
the form

Rt t) = Noh(8,) A (8,) 3 [z () — = (¢,)] 4

The conversion of the chance process «x(f) with a non-
stationary filter can be written in the form of the integral
[3] .

uih= [ 20t Hx(man,
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where g(t, 8) is the filter's pulsed characteristic.

Let us find the pulsed intermediate characteristic
for the SSPF [2]. The following property of the J -function
is known [3]:

N vy ¢ (¢t —
sl = 2

where ti is the simple root of the equation 7(t) = 0.

From the conditions for the ability for the physical
realization of the nonstationary system (l) it follows that
T (t) 2 0 (conditions of stability) therefore the equation
T(t) = 0 has only one root, ti = 0., It follows from this
that the delta functions in the real and reduced time are
related by the equation 3(f) = () 8[«¢))

By taking the normalizing factor for the amplitude
scale as equal to 1/A(t) we get, in the reduced coordinates

3 () =13 [ @M.
Now it is not difficult to show that the expression
for the pulsed characteristic of the SSPF can be written
in the form

g (i) =k (x) ‘T‘t‘)l &l (%) — (0],

in which 9 is the pulsed characteristic for a system with
constant parameters to which the SSPF is reduced by replacing
the variable.

By making use of the conclusions in [3] we can find
the relationship between the correlation functions at the

input and output of the SSPF:
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Ralt ) = (6) 2 ) || Ry (B0 82) X

% (6,) 5 (by) et — _
X—T‘T‘.ﬁa:)—go[ (t) — < (8,)] &olx (£2)

— (6’)‘ do‘ de’-
We will introduce the designation R(h, &) =R(f, &)/A(f)M().
Then in the reduced time for the normalized amplitude scale

we get
Ry (L, L) = .”Rx (,, 62) g, —6,)g(t ""aa) ‘;ﬂn daz-

If the input process is stationary in the reduced coor=._
dinates  [R,(f, &) =Ri(Li--t2) ], then the function for the auto-
correlation at the output for the SSPF is determined by
the relationship

Ro(8) == || Rotw — o A fyg () g(v) dudv,

- — e~
where u = tl-el and v = t2-92.

We will show that the generalized Viner-XKhinchin theory
4] for SSPF relates the corrected energy spectrum and the
corrected correlation function by the Fourier transformation
in the corrected coordinates. For a truncated realization
of the process n(K)(t) equal to zero beyond the limits of
the (-T/2, T/2) range the generalized Fourier transformation
is valid

T2 T(t)

1 (0) = S, n) () Jp €I dt
~T2

The mean power of the process at a frequency w, with
reference to the band Af = 1/T, is equal to
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2 g TR
WP (v) = -~ | (w)|2 = T 3) a, (&) X
T

() T (& i -
X my(t) ST exp {— ) — st a, dy

By averaging this expression over multiple realizations

we find
T

W = (R, t) W)= )
() ﬂ (nt) 2l )

Xexp {—Ju|s(t) — (4]} dt, dt,. B

For a chance process which is stationary in the reduced
time scale and whose correlation function is written in

the form
Rt ) =Mt M () R (1) — < () (6)
exXpression (5) can be given as

2 A - -~ -~ o~ o~ -
W (a) = TURU. — £ e-ii-iodt] ar,.

Let us introduce a new variable, z = %I-Ez. By dividing
the area of integration along the diagonal %l = €2 we get

T
W () = 2 S‘ (l—LzT—'-)R(z) et gz,
-T
ﬁor: T+

W () =2 j' B (7) e~¥s df.

Now let us find the corrected spectrum for the process
at the output of the nonstationary filter
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','l W (0) = 2 .B(t) e~ ds =
' )

= j‘ £o(8) go(v) j R,(s —v4)e-t=didudo =

=jgo(u) elws du f g, (v) e~ du.2 j R, (3) X

E- X =i dv = & ()F (ju), Y
oy
%1 here p(jo) is the reduced transmission coefficient of the

SSPF, &F(@e) is the corrected energy spectrum for the chance
process at the filter's output.

The mean power for the process, which, from (6) is
equal to

P.-:—;':.v(t) j W (o) d,

is a function of time. Averaging with respect to time gives

1 1 ™

é(.——:g

— 112

j The following expression is obtained for the mean power
for the process at the output of the SSPF taking (7) into
account

Py = L A2 k? (0) F (v) dw.,
2 P

- o0

If A = const, then the results of calculating the energy
relationships by the corrected methods for the passage of
chance processes through the FM SSPF coincide with the analogous
results for filters with constant parameters. In the general

case of AM-FM SSPF it is necessary in calculations of the
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freedom from interference to introduce the correction coefficient
| T
Mp = ltm _r-j' A2 (¢) dt.
0

The average power of the interference at the output
to the filter for the action of corrected white noise on
the SSPF, when F(w) = const, is given by the guantity

l -
= M S k? (0) do.
A study of the signals of the type of (2) does not
limit the general nature of the concepts presented here
which can be extended, for example, to signals of the type

a(®) = A a (0 + Ag, (0). @)

By using the designations s = ai(t) + ja2(t) and s*
= al(t) - ja2(t), we can write

1

' § =k (f) e = A () ef~e(; 5° = ) (£) e=iun,

in which the modulus is

Mo = VA GO F [

and the argument is

'P(l)=arclg g-l-(—t)-:-—l— in _S__
a, (t) 27 s*
By using these designations the correlation function,

according to (4) for corrected white noise can be written

in the form

= R X

e -‘%--'E)’&:Wmf,”?.‘




>

e al_‘... l In __é_(_t.'_)__ — in »E.(i?l.._ } =
2/ L s*(¢) s* (¢) |
= N, Vs (t,) s*(t) s (£,) s* (£,) X

X b [_’_,,, Mz)_] ,
% s (t) s ()

Accordingly the correction coefficient is
1 T
K= lim — j s (8) s* (8) dt.
0

Thus, the introduction of the concept of reduced chance
processes simplifies the calculation of the freedom from
interference for nonstationary systems, reducing it to methods
of calculation which have been well devleoped for the freedom
from interference for circuits with constant parameters
and, in addition, the comparison of the freedom from interference

for circuits with constant and variable parameters is simplified.
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The Use of Modulated Filters for FM and AM Reception
On a Background of White Noise

I.D. Zolotarev and S.V.
Bukharin

A number of problems for the interference free reception
have been successfully solved by using modulated filters
[1], and the use of a filter with a variable transmission
band width decreases the duration of the transition process
and increases the signal/noise ratio at the output of the

system.

In this work the passage of a mixture of FM or AM signals
with white noise through a filter with a variable band width
was studied. A circuit, which is shunted by a period of

time VT after manipulation of the radio signal's parameters
(the moment of manipulation is assumed to be the beginning

of the reading) is used for this purpose. 1In this case

the problem for the passage of an FM signal is reduced to

the problem of switching on a radio pulse in a circuit with
nonzero starting conditions due to the energy which is stored

during the passage of the preceding elementary signal pulses.

Let us consider the range [0, T] in which the radio
signal's parameters (duration of the AM signal or the discreteness
of the FM signal) are constant. The initial equation for

determining the component U(t) at the filter's output has

the form
ay au
F-{_ 2a (t) -E-+€(D:U’_— E sin (“’ut + ‘P). (l)

where o (t) = 1/2R(t)C and 4 (t) changes according to the
1
a ke, 0Ct<:

., t<taT 2L (2)

a(t)={
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In the [0,7] range (the case of a "wide" band) the

response equation is found by the Laplace transformation

.

taking into account the initial conditions U(0) and U' (0)

Uity = EfC ka2t jug) sin g+ w, cos §] )
ju)ol - k2 + / («n“ _ m")] l__ ka + J (g 'f“””)l AN
Wkt Elowsing + v, cos y)

Jon [kaj (0, — o) [k 1 f(om 1 o))

>< C/“’)II + l)’([)) } (kd-—f j(ﬂo)—D (0) c( kﬁ#‘lu".)l. (3)
2""0
For w, = @y and o(t) « W4 the value of the derivative

at any moment of time is related with the value of the signal

U’ (t) = jo, U (t). 4)

The initial conditions U{(T) and U' (YY) for the range [7,T]

(the case of a "narrow" band) is determined by taking (3)

and (4) into account. In this range the solution is determined
by equation (3) for k = 1, for nonzero starting conditions

at the moment 7', and by replacing ¢ by § =4+ o1,

t by t, =t - %Y. The system's reaction to the action of

an AM signal is also determined by equation (3). The difference
lies-in the fact that the initial conditions are zero conditions
(t = 0). The results that were obtained for a manipulated
parameter are extended to the arbitrary law for the "slow"
change in the parameters by means of the concept of condi-
tional, generalized functions which were developed for modulated
filters [1].
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Taking into account the expression for the dispersion
of the chance component.at the output of the circuit for
the action of white sound on it [2], we get, for the interval
[0, ¥

d0= "8t (1- )] ®

in which k0 is the coefficient for the change in the amplification.

In the interval [T, T] the dispersion for the chance

component is

% ()= 1:,—°CR—{| +[(—ZL -1 ) - (—’-:—— l)e-"‘“]e"“-(}s.)

The curves which characterize the signal/noise ratio
at the filter's output are shown in the figure (solid lines
for FM and dotted lines for AM signals). Here curves I
are set up for a stationary filter, curves 2 are for a non-

stationary filter with k = 3, k, = 3,47 = 0.7. For a given

ratio of the established value gf the signal to the effective
noise level Uyc;r /a,1 gyer

the FM signal at the output éf%ﬁ@pié SR
exceeds the noise for the I A Vs :—::;;2
stationary system at a time 12 f’lff/l ped

equal to 1.37«t and at a asll! 1A

time equal to 0.45 A&t for aslf /

a nonstationary system. The %

0
. . . 5 7 ¥ 2 a
average signal/noise ratio 4 '

during the period of treatment

I T
1=—— (29,

T—-« an(‘) (7)
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is equal to 1.098 for the stationary filter and 1.764 for
the nonstationary filter.

The results lead to the conclusion that a modulated 1
filter is better than a stationary filter for FM and AM
reception both with respect to the criterion of a minimal
time in which the signal is a given range higher than the
mean square level for the noise and in terms of the mean
signal/noise ratio.
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Study of the Operation of a Dynamic Discriminator of the

-

o Outside Frequency for the Signal's Spectrum in the L
Presence of Fluctuation Noises
N.S. Shlyakov

PR PO

- J A fluctuation circuit is studied for the diScriminator

%, of the outside frequency for the signal's spectrum.

Its stability is studied by an approximate method "on
X a small scale." The results are given of a study of

;5 the discriminator's operation under conditions of dynamic |
. tracking of the outside frequency of the signal's spectrum

on a background of interfering signals and fluctuation

noises.

Introduction. LChM signals, which can be used to make

simultaneous measurements of distance and velocity with

a high resolution [1l, 2] are often used in radar and radio

f; navigation systems. We will study signals with symmetrical

g linear frequency modulation [3]. The reception is usually
3 made with correlation filtering treatment [4]. 1In this
the distance to the target corresponds to the telemetric

increase in the frequency for the transformed signal [1].

In many problems when there are many targets, the parameters
must be determined for that target whose distance is minimum
(maximum). When signals with symmetrical LChM are used
: the problem is reduced to isolating that component from
the spectrum for the telemetric frequencies which has the
minimum (maximum) frequency and measuring its parameters.
The necessity of isolating the outside frequencies in the
signal's spectrum arises in other problems also. The solution

for such a nonstationary, nonlinear problem, is associated :
with significant difficulties because of the pulsed nature
of the input action and the lack of a priori information
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about the parameters for the useful and interfering signals.

This article is devoted to a study of the operation
of a dynamic discriminator for the outside frequencies (VKCh)
of a signal's spectrum in the presence of fluctuation noises.
Analytical expressions are found, with some simplification,
for determining the behavior of VKCh for low perturbations.
The main part of the studies was carried out using a mock-
up of the high frequency part of the VKCh on the "elektron"

analog computer.

Functional scheme for the unit. When interfering signals

and fluctuation noises are present at the input to the unit
the synthesis for the optimum discriminator of the wanted
signal under conditions of an absence of a priori information
about the parameters for the interfering signals results

in rather complicated structural schemes. A version of

the quasioptimum unit, analogous to that studied in {1}

was achieved as the result of certain simplifications. The
functional scheme for such a VKCh is shown in Fig. 1.

PR
4
) (=
beod m . =, o1
1) Input . Lo _————_
1-d
2) Output re
3) lst channel I

|
4) 2nd channel Hj—— nr2

2-d wawan n.\)

Fig. 1

In the usual case the unit contains two identical channels
which are switched on alternately in the closed control
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system by means of two commutators (Kom) in different half-
periods of the modulation. All of the following discussions
will refer to the pulsed operation of the VKCh with one
channel. The unit's operation is illustrated in Fig. 2.

9
Py Crewmp %J‘remeo tmw
N0 ML LN
< oswanod Y

i

L L e i Do e T

1) spectrum for the useful L2
signal, 2) spectrum for the
interfering signal, 3)
spectrum of the noise

I

Fig. 2

At the beginning of the search for the wanted signal
the spectra of the useful and interfering signals are outside
of the transmission band of the lst filter (§l). The spectrum
of the useful signal should be closest to the tuning frequency
of the filter. The voltage at the output to the amplitude
detector (AD) in this case is proportional to the level

of the fluctuation noises which pass through Q1. The difference

in the supporting voltage (Uon) and the voltage at the output

of the AD after the deducting device (VU) enters the inte-

grator's (I) input. The voltage at the AD's output which

is due to the action of the fluctuation noises should be

less than Uon'
There is a retuning of the frequency in the reorganized

heterodyne (PG) due to the action of the voltage from the

output of the integrator which changes linearly so that

the spectrum for the signal, which is converted in the mixer

(Sm), shifts along the frequency scale in the direction

of the tuning frequency for ¢$l. This shift stops when the

spectrum for the converted signal coincides with the transmission

band for 01 to such a degree that the voltage from the AD's
output is comparable with the supporting voltage. In this
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state the outside frequencies of the spectrum for the converted |
signal should not be outside the limits of the transmission
band for filter ¢2.

Study of the structural scheme for the unit. The main

difficulty in building the structural scheme for the unit

is related with finding an equivalent transmission function
along the envelope for $l. 1In order to ensure the necessary
suppression of the interfering signals the slope for the
amplitude-frequency characteristic (AChKh) should be quite
steep. This is accomplished by using multicell, high-quality

filters, and finding an equivalent transmission function

for the multicell filter for the radio signal, whose frequency
coincides with the slope for the AChKh filter leads to the i
expressions which are described by high order differential ]
equations. In this study an equivalent filter circuit was
used with respect to an envelope in the form of series-
connected delay units and an aperiodic, first order cell.

The validity of such a simplified representation is confirmed
by an analysis of the intermediate characteristic of a filter
which is obtained upon switching on a signal whose frequency
coincides with the slope for the AChKh filter.

A preliminary analysis of the pulsed conditions for
the operation of the VKCh shows that as the stability of
the unit is increased the duration and the moment for switching
of the channels by the lst commutator (Kom 1) should differ
somewhat from the intervals for the operation of the 2nd
commutator (Kom 2) (Fig. 3). This is explained by the presence
of pure delay in the structure of the discriminator (t&)
and the aperiodic cell. Taking the foregoing into consideration,
the structural scheme for the given unit (single channel)
can be represented in the form of the scheme (Fig. 4) on
which Y (t) is the input action, X(t) is the signal for the
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error, Z(t) is the output signal, Kl(x) is the transmission
coefficient for the discriminator which depends on the signal
for the error, ™. and Tl are the delay and the time constant
for the equivalent cells in the discriminator, K1 is the
transmission coefficient for the integrator, and K2 is the
steepness for the characteristic of the reorganized heterodyne.
Since such a system for the automatic control is nonlinear,
because of the nonlinearity of the discriminator's characteris-
tics, its behavior is studied for the assumption that the
signal for the error is small. 1In this case the characteristic
for the discriminator can be considered to be linear. An
analysis of the linearized system (Fig. 4) was made using
the approximate equations and the D-transformation method

[5]. The results of the study

are valid for the condition

l"‘ that the input action changes
KNom 1

more slowly than the duration

i~ 21> of the interval Xl (Fig. 3.).

Hom2 [—

—> In converting to dimensionless

? characteristics the transmission
coefficients for the continuous

Fig. 3 parts of the given system are

written in the following form:
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K, -5
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‘k“ (q)= .K_zp." .
q
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Here Rm(w, kﬂ(q) are the transmission coefficient for
the given continuous parts of the system which are included,
respectively, between the 1lst and 2nd commutators and the

(1)

@

output: g¢=pT; p-—=_T/T,; ‘t_|=‘t|/T;_ﬂ..=’-=T-/ T..;‘T.. are the integration

times. By making the necessary transformations we find
the transmission function for an open pulsed system

Gk NI 3

el — e M- P
— —— B
K*\q. ;)_xo[l e *-]x
= 12 3
X(1=%+ ) @)
where ¢ ==1,/T (see Fig. 3) Ko=K,K,b..

The transmission function for the closed pulsed system

is equal to

Kiq, ) =

LU B ~ -
_ei—e =8 (-1} ( - 12
Ko[ - == ¢ e —ut i

ev—|

I+Ko[l_ e —eMn s J(.____'f? __;'2)

L —

The equation for the image
the form

Z*(q, &) = K3(q. ©) F*(¢q. V), (%)

where F*(q, 0) is the image of the given external action.

The Rauss-Gurvits algebraic
the stability of the system. +#t
stability of the system from the
polynomial [5]. The use of this

system of inequalities which determine the limits of stability:
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coefficients for the characteristic
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The inequality (6) determines the dependence of the time

the 2nd commutator is switched on on the delay t&, the duration
Yl and th time constant for the aperiodic cell T, - The
relationship ¥, =7, + Vﬁ which always satisfies the
inequality (6), was used to determine the stability limits
according to the inequalities (7) and 8.

The dependence of the limiting amplification coefficients
on @ are shown in Fig. 5 for different values of ?1. The
region of stability lies below the corresponding limits.

In Fig. 5 it follows that as @ increases, the reserve for

the stability at first increases and then decreases, in

which case with an increase in 3, beginning with some value,
it does not change. As the delay time increases the stability

of the system increases.

The results of modeling. Since the modeling of the

VKCh units in terms of the envelope is approximate and related,
in the given case, to significant technical difficulties,

the operation of. the unit was studied using a high frequency
part of the VKCh mock up and an analog computer. The slope

of the AChKh for the 5-resonator electromechanical filter

of the EMFDP-500 - 0.5 s type was used to form the discriminating
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characteristic in the unit. It has a transmission band
at the 0.7 level equal to 500 Hz and a mean tuning frequency

of fo = 500 kHz.

Mo rp

o
9

0 5 .8

Fig. 5

A study was made of the intermediate and established
operating conditoins for the VKCh for the input action of
a jump . The system was studied for the action of the useful
signal alone, the sum of the useful and interfering signals,
and the sum of the useful and interfering signals and the

fluctuation noises.

The studies that were made on the stability showed
that the results of the analytical study coincide with the
result obtained from modeling. This confirmed the validity
of the simplified, equivalent structural scheme used above
for the discriminator. A study was made of the intermediate
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and established operating conditions for the VKCh for the input
action which changes according to a linear symmetrical cross

cut rule.

The results of the study are shown by the curves in
Fig. 6 and they correspond to the following conditions:

Fig. 6
- the mutual position of the carrying frequencies for
the useful and interfering signals are given in Fig. 7.
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- the ratio of the amplitudes of the acting signals is:

Ao/ A = 1/3'3 Ao/A3=.|/2;

- the ratio of the powers for the wanted signal and
the fluctuation noise in the transmission band of the first
filter, is equal to 500 Hz, is taken as equal to 5. This
value was determined from the permissible level for the
fluctuation noises at the input of the device for the subsequent
treatment of the signals.

- the working point for the discriminator corresponds
to the level of 0.5 on the AChKh's slope for the lst filter.

The dependence of the
oscillation amplitude of the

faA ff ? error's signal on the amplification
|7 SO0 coefficient for the system
e —r is shown in Fig. 6a for three
different rates ~ for the
"amicable" change in the frequency
Fig. 7 of the input signals. The

dependence which corresponds
to the action of a single useful signal and the sum of the
useful and interfering signals at the input to the system
is shown by the solid line. These curves basically coincide
with one another which confirms the efficiency of the VKCh's
operation. The dependence which corresponds to the overall
action of the useful signal, the interfering signals, and

the fluctuation noises is shown by the dotted line.

The dependencies for the dynamic tracking error for

the system on the amplification coefficient are shown in i

Fig. 6b for three different rates of "amicable" change in

the frequency of the output signals. In this case the following ‘1
designations were used:
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G0=8f /Ty o = Af /My v=Va/M,
where ﬂfn is the range for the periodic oscillations for
the error's signal (Hz), Afn is the dynamic error which
is established for the system (Hz); ﬂp = 250 Hz is the frequency
band for the "working" part of the discriminator's characteris-
tic @etermined from the level from 0.1 to 0.9 for the AChKh's
slope for the first filter):/L is the rate of change of
the input action [Hz/sec]. The sign 3 in Fig. 6 corresponds
to the minimum amplification coefficient for which capture
conditions set in with the subsequent tracking of the changing
input action. The sign T determines the maximum amplification

coefficient for the system for which tracking is interrupted.

The index I corresponds to the tracking conditions
for the half wave which is "going out of" the transmission
band of the first filter for the linear change in the input
action and the index II corresponds to the "incoming" half
wave. As a conclusion to the article we can draw the following

conclusions:

1. The system that was studied has a high stability
both in terms of the interfering signals and the fluctuation

noises.

2. The behavior of the system for the action of a single,
useful signal differs very little from its behavior of the
action of the sum of the useful and interfering signals,
which exceeds the useful signal by more than a factor of

ten.

3. The behavior of the system, for the action of the
sum of the useful signal, interfering signals, and fluctuation
noises at the input of the system, differs from the case in
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v which only the useful signal acts on the input only for
small values of the amplification coefficient, provided
we do not consider the slight shift in the limits for the

interruption of tracking (Fig. 6a).
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1) record, 2) jump

4. When interfering signals are present at the input
to the system and the amplification coefficient for the
system is close to the limit for interruption of tracking,
the phenomenon of "jumps" may occur in the tracking because
of the high level for the interfering signal (Fig. 8).

5. The size of the dynamic error in tracking depends
on the sign of the change for the input action.
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Possibilities for Improving the Interference Freedom

for FM Systems Using Filters with Variable Parameters

O. =, Abramyants

The freedom from interference was studied for
radar FM systems with SSPF and an evaluation of the
gain in the signal/noise ratio is given, obtained from
the use of such filters.

We know that complex FM signals which are widely used
in radar devices are adequate filters with variable parameters
[1-3, 6]. Because of the high phase sensitivity they can

be used to improve the accuracy for measuring the signal's

parameters for the action of various interferences. One
such filter, which transmits complex FM signals without
distorting the shape, is the structural-signal parametric
filter (SsSpF) [1, 2].

We know that the interference spectrum and the signal/noise

ratio at the output to a standard filter depends only on
the transmission band and does not depend on the FM signal.

At the output to the SSPF (or any other parametric filter)

the interference spectrum and the signal/noise ratio depends

greatly on the FM signal since this law is uniquely related
to the law Zfor the change in the filter's parameters.

Let us assume that an additive mixture of a reflected

signal SoTp(t) and interference n(t) arrives at the input i

to the SSPF ‘
x (&)= Sorp (t) +n(t),

then, at the output to the SSPF we will have ;
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o (£) :f x® gt Hdt= fsm(aga. Bdt +

t
+ f RE)VE (¢, §)dE = Spue (£) + Maus (2),

g(t, &) is the pulsed, transition characteristic of
the SSPF [2}; Ssux(l) is the signal to the filter's output
in the absence of the interference, and Msux(!) is the inter-
ference at the filter's output.

For a spectral representation the signal at the output
to the filter will have the form

Soux (£) = —2!;- 5‘ A (w) K (w)eldnd o, )

where ACQJ) is the spectrum for the reflected signal on

the frequency scale corrected for the filter being used

[2, 3], K@) is the corrected transmission function of the
filter being used, and 7({t) is a function which determines
the law for the phase change for the FM signal.

The spectrum for the reflected signal on the frequency !
scale which has been corrected for the receiver SSPF can
be found by expanding the reflected signal in terms of a
system of functions of the intrinsic filter base [5]. 1If
the probe signal is given in the form

s(t)= U, e it

then the corrected spectrum for the reflected signal, which
is held for a time {, which has a Doppler shift for the

frequency 2 equal to

Ac(w) = U, g‘e/wzu-:,; elsV 1) gl g 2)

l61l
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in which Uc is the voltage amplitude for the reflected signal.

In the absence of a phase shift for the reflected signal,
i.e., for ty = 0 and 1= 0, it follows from (2) that

Ac(w)=27 U 3 (v, — w).

By substituting this expression in equation (1) and
assuming that K(y) = 1 in the corrected frequency band @o+Awo
we get

Suux (1) = U, e i)

i.e., in the absence of a phase shift the filter which is
used does not distort the signal's shape. The normalized
value of the modulus for the output voltage, in this case,
is equal to one.

Improving the signal/noise ratio. Of all of the forms

of interference in active radio counteraction the masking,
trapping, selection, and mutual interference must be considered 3
the most serious. The signal/noise ratio at the output ]
of the SSPF for the action of a masking interference n(t)
on the input in the form of normal, white noise was determined
in [2 and 3]. The gain in the signal/noise ratio at the
output of a narrow band parametric filter in this case is
equal to the index of the FM parameters for the filter in 4
the receiver [3].

= (Pe/Pulous

P Py

B. 3)

Let us determine the signal/noise ratio at the output
of the SSPF for the action of selective (or mutual), wideband
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3 FM interference [jamming] at the input which is analogous
to the probing signal but which does not coincide with it
in phase. Let us assume, for definitiveness, that the signal's
interference's frequency are modulated according to a harmonic
law and that the initial value of the frequencies coincide:

t(f)=1t4 ¢, sin Q, £ t,(t) =t Ly sin L i
SOTI, (t) =z (/‘ e Ju, '-.;Ul; n (t) — U.m e im,‘-;n(l)'

wheren01 and f202 are the frequencies for the modulation
of the signal and of the interference, respectively and
&9 is the initial frequency of the signal and of the interference.

The spectrum for the FM interference on the frequency

scale corrected for the receiver's SSPF is equal to

Auw)={ n(t)e """ =

-0

= Uni | %c(tye/sa® g=retgy =

==2“U-m 2 2 jn(mot()"’)‘lﬂ(wotm)x

X (|+5n_$_29_') 6((oo—w+n902—m901)-
® .

Assuming (as in the first case) that K@) = 1 in the
corrected frequency band  wetiAwe, at the output to the
SSPF we get

wy S,
1 wt
Uy oux (t) = -é: Aq. ((l)) K (m) e jorg () do=

[ U

= Uq i g: (l-’r 2o )Jn(“’otol)x

wat-nQy— mey,
Ao =00 Ren—

X Sy [ (017 oy — m Q) o] exP [J (w41 243 —
—m Q)% (f)]. 4)
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In order to get the maximum signal/noise ratio a filter
must be used which has a minimum corrected transmission
band whose value is determined by the condition for the trans-

mission of the expected Doppler shift £ :

Q<A“’o<9m- (5)

The worst case is that in which the modulation frequency

for the signal and interference are close to one another:

gy = Uy, . (6)
Assuming that in the centimeter range (in which RLC
[radar systems] usually operate) the following holds true
wy | Ry, 7

and also that equations (5) and (6) hold true, we get from

equation (4)

Wy wax (1) = U £, (B)) 1y (Ba) € ottt

in which B,=u,t, and 3=, le — are the indices for the

FM signal and the interference, respectively.

If the receiver's filter is phased with the signal
then the gain in the signal/noise ratio for the action of

a wideband FM interference is equal to

= (Pl Pudws _ 1

o = = —_— 8
T PP BB R ©
For g8,»1 and @ »l equation (8) can be simplified

by using the asymptotic expression for the Bessel function
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 - The expression (9) shows that the gain in the signal/noise ]
ratio is sufficiently large even under the worst conditions
for reception when, in addition to the phase, the signal

FROPEIE 5

and interference coincide in all parameters. The coincidence ﬂ

for the current phase in unlikely.

x
i

Another type of selective (mutual) interference is

c e

an oscillation centered in the spectrum. If the interference ]
has the form ‘ 'J

n(t)= U &'’

then its spectrum on the frequency scale corrected for the
receiver's SSPF is equal to

Acpr(@)=2xU,,, Z "i++go‘-,n(‘“ t0) 8 (e, — w4-n2Qy)

If it is assumed that we have the same conditions (5)
! and (7) then at the output for the SSPF we get

; U 1 ouax (8) = Ue g1 Jo (0, £g) € *en *e (10)

where Té(t) is the law for the change in the current phase
for the filter's resonance frequency tuned to the reflected

signal.

Equation (10) is valid only in the case in which the ]

interference's frequency is in the corrected transmission

band for the receiver's SSPF, i.e., when o, < u;+ Ao,
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Taking (7) into consideration, we can write
W o by e wy by =By,

If the parameters of the filter are modulated according
to a harmonic law, then the interference's power at the
filter's output is
2

nl "p‘

P ={U. ndo@]? < U2 ()

Comparing equations (8) and (11) shows that we can
find the signal/noise ratio for the action of an interference
centered in the spectrum from (8) by assuming ﬂz = 0. The
gain in the signal/noise ratio for the action of an interference
centered in the spectrum and for a harmonic law for the
change in the filter's parameters is equal to

— (Pc/Pcnl)lux ®
TS P 2 a3

Let us consider a different case in which the interference

which is centered in the spectrum acts on the input to the

SSPF whose resonance frequency changes according to the
linear rule % (£) = t4p 3w, and whose initial frequencies
coincide. The corrected spectrum for the interference is

equal to |

™ it 2
Acnz(“’):‘ucn ’y e™e }( L wg '”‘)d‘!=
~fr

= Uy V[ 28 {[C (1) —C(v)) | — /[SW) =S (v |}

where T is the period for the frequency modulation for the
filter, p=Aw/2T— is the rate of change for the filter's
frequency, C(v) and S(v) are Fresnel integrals,

Vpy=—,= VA77/§. Af=A40/2x.
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;j . By using the asynptotic expression for the Fresnel

- integral for v » 1 and taking into account the relationship
C(-v) = =C(v), S(-v) = -S(v) we get the following expression

for the interference at the output to an SSPF with linear FM

nd bt AR il
PPN NP S .

1 sinAwye.(f)
u ..,.,t=U” 0 “e el-.'r(t).
y. el = e )

Under the worst conditions

sin 8 w, 7 (¢) o1 fOrf—=0
8wy (t) '

then the gain in the signal/noise ratio at the output to
the SSPF is

P (PC/Pf‘ n?)uux

Y n
? (pc/Pcni’)u

>2@fTp, (13)

ratio at the output for the SSPF is significant.

o Lo iGN ARG R o ki

Measuring accuracy. Let us evaluate the accuracy for

in the potential error in measuring distance for the action

of a trapping interference in the form of normal white noise
[4] is

where g is the signal/noise ratio at the filter's output

i.e., even for signals with a low base the gain in the signal/noise

measuring distance for an SSPF location system. The dispersion

and AW is the equivalent band which characterizes the frequency

spectrum for the signal [4].

If we assume that the signal/noise ratio at the input
to the receiving filter is equal to unity, then we can use
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the value of the gain in the signal/noise ratio, found at

the SSPF's output, directly in the expression for the dispersion.
As was shown earlier, the signal/noise ratio at the SSPF's
output increaseslb times for the action of a trapping inter-
ference in the form of normal white noise and therefore

the dispersion in the potential error in measuring the distance,
according to [3], is equal to

1 1
2 — = N
CTAW?2Y T WWRAST

3

since the FM index can be represented as the base for the
continuous signal f=Aw/Q=AfT. '

Thus, location systems with SSPF have the same potential
accuracy in measuring the distance for a continuous signal
as the pulsed system with an optimum (in Norse's terms)
filter. The dispersion in the potential error for measuring
distance for a nontracking FM range finder with compensation
of the phase shift, according to [6] is

%= ;-;,, (l+ql)'

A comparison of this expression with an analogous expression
for the SSPF can be used to derive the equation of=33}(1+1/q).

The poor accuracy for the nontracking range finders
is due to the nonoptimum, predetector treatment of the
signal and the effect of the dispersion in t error of
measuring the frequency from which the dista..ce is measured
in such systems.

The dispersion in the error for measuring the distance
for the action of selective (mutual) interferences are equal to:
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- for a harmonic law for the FM interference and the filter's

parameters according to (9) o, =2/4a Wix2p,8,; °

¥ - for an interference which is centered in the spectrum
and a harmonic rule for the change in the filter's parameters

according to (12) g =1/aW2@afTH

- for an interference which is centered in the spectrum
and a linear rule for the change in the filter's parameters,
according to (13) ! =1;aW2@AfT)>

The total dispersion of the error in measuring distance
can be achieved by adding the dispersion in the potential
- error to any of the dispersions in the error from the action

of selective (mutual) interferences.

Conclusion. An analysis of the expressions which were
found shows that the error in measuring the distance under

the operating conditions for a system of active counteraction

3 can be greatly reduced by using structural-signal parametric
filters for treatment in continuous, radar FM systems. The
use of such filters lets us approach the optimum treatment
of the continuous FM signals with a broad base. It is very
difficult to build the optimum (in Norse's terms) filter

for the treatment of a continuous signal in the course of
several thousands of modulation periods whereas it is not

' difficult to realize an SSPF for the treatment of a wide

band, continuous FM signal. 1
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Analysis of the Effect of Quasidetermining Interferences
on the Operation of a Receiver with a Coordinated
LFM Filter

Yu. N. Babanov, Yu.

P. Lebedev, and I. Ya
Orlov

One of the problems in the electromagnetic compatibility
for radioelectronic devices is to protect the receiver of
LFM {linear frequency modulated] signals from the action
of radio pulse interferences. We will make an analysis of
the passage of an interference, in the form of a radio pulse

with a Gaussian envelope.
- —tt)=Arexp{— > 2T expjo t,——th~
through a filter which is coordinated with the LFM signal

s(t) = A exp(— /2 T exp jlogt -4 2/ 2)— )~

The response for a linear filter which is coordinated
with signal (2) to the action of an interference (1) is

found from the superposition integral and it has the form

Ry (t) = €xp|— (¢ 4-2,) /2 T7] exp j{wat —
“'Pl(t+ta)z/2+?s}' )

Here the output parameters A, T, &, ®, M % are independent a
f tre time and the response of the LFM filter to the interference
i s 4 high frequency oscillation with a linear frequency

t* 1on and a Gaussian envelope.

c.ration of the interference at the filter's output

PO where




(14 T T4 T8 )
=TI T FTH TAF T2l @

Ty=80T; T,=twT,

where Ae=1/tr— is the deviation in the frequency for the
LFM signal.

Tgy does not depend on the detuning of the mean frequencies
A and its magnitude at the output is always greater than
at the iaput (i.e., TB 2z T, ) and, moreover, the asynptotic
relationships 1,‘5’},,7 =T, n um T. T,.

For each LFM for the coordinated filter there is an
interference (1) of duration . Ti=V3wT,—1/Aw (Fig. 1),
which gives the minimum response time 7, = V2/p=T,VZ VAo I,
in which the values of Tﬁ and T§{ are only determined by the
parameters of the filter 7, and Ae.

dwlg
SOk

05100
3ol

5 10 5 don
Fig. 1

The coefficient of linear frequency modulation for the
interference at the output is

T+ T75%)
n TR T e O
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From which we can see that the LFM coefficient for the inter-
ference at the output assumes values which have an upper

and lower limit (u<uu<0).and which are not dependent on the
detuning of the carriers for the signal's and interference's

frequencies 4 .

Three segments can be observed on the curves shown in
Fig. 2 (I, II, III). The functions KQ=JGA@70 can be used
on the sections with either small (I and III) or large (II)
increments. For example, for a duration T&va‘f (section
I) an LFM Gaussian signal can be formed with a stable coefficient

ity 2 on, For a duration of the input signal of 2:.7,.J10<

(section II) an LFM Gaussian signal can be formed with a
variable u, in which case the base for the interference
at the output is limited from both sides: 0w T2<pT}.

One of the essential phenomena which accompany the passage
of a radio pulse through the LFM filter is the delay of the
interference at the filter's output
T2T? A A

A TATRFTE 5 - e ()

¢

in which the coefficient K, rapidly approaches unity as Ti
increases and K,=1npu 7T, > 10~ Thus, the appearance

of the delay is due, first of all, to the presence of dispersion
in the LFM in the filter and frequency detuning of the signal

and the interference. Let s consider two specific cases.

1. The filter is coordinated with a signal which has
a large base, i.e., Aol I; the duration of the interference
is much greater than the correlation time of the signal,
i.e., in the given designations . AeTi> 1. . For an arbitrary
detuning A=w1—wg the average frequencies can be written
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AT / A?
R (8) =j7—2——exp| — - X
a2 ) }/fq—"' T r‘? (\ 2502
I (X Vi
Xe""[ S+ T T 77| < 0
<e i[ ; 5 p(l+A)2+A=
X ex 0t — — — — —_——
e 77 2 @ 2p
1 T?]
— —arctg 1.
g MeRT,
h ]
Fig. 2
It follows from (7) that the conditions ATy > 1 and
'>= are not asymptotic for the output parameters of
the interference A, To p, ¥ 9y ° since the ratio between

the parameters Tq and Tl remains arbitrary. However, these
conditions are sufficient for the mean frequency of the output
signal to assume a maximum value egqual to the mean freguency
of the interference at the input (w,=w1). and the delay

time f, is determined only by the dispersion characteristic

of the filter.

2, This specific case is completely asymptotic. Here,

in addition to the condition AT D1 the duration
of the interference is severely limited TI?? Ty- Then
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Mo (t) = A, exp( — At )exp( -:(t-*:.)AT/?p)’ ) X

250?
Xexpfl[m‘t-{- ?"P’--—%}. @

Inthis case the response parameters for the interference

at the filter's output are determined completely by the parameters
of the filter or the corresponding parameters of the interference.
In fact the amplitude A=A 1 K(w)| , the delay time

t, and the phase shift A?2u are determined by the position

of the working point for the dispersion characteristic of

the filter and by the detuning. The duration of the interference
with respect to the level is 0.6 and the mean frequency remains
unchanged.

By comparing equations (7) and (8) and the conditions
for which they were obtained, we find that the phase charac-
teristic for the filter, and particularly its inertia, have
no effect on the shape of the signal and on its spectral

density for the condition Tli» Tp -

Experiments made on the BESM-4 showed that the delay
of the radio pulse at the output to the ;M filter can have
quite a large value (Fig. 3)

The analysis which was made leads to the conclusion
that it is possible to use this effect to combat radio pulse
interference. The strobe time at the output to the 1M

filter can be used in this case to filter the interferences
which are tuned in frequency to the value i

Af>'>>l"’ T]/ Ko)

in which Af is the tuning at which the filtration frequency
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is more effective than the intermittent strobing at the output
of the LFM filter.




Effect of Amplitude Changes of a Signal in Detuned

Linear Circuits of Communication Systems with
Frequency and Phase Modulation

D.V. Ageyev and A. V.
Zen'kovich

The passage of an FM signal with amplitude modulation
was studied through linear circuits in front of the
limiter. Using the most widely used circuit, i.e.,

a single oscillation circuit, the distortion was de-
termined for the law of changes in frequency due to
the effect of amplitude modulation during detuning by
using the polynomial method under dynamic conditions.
The nonlinearity of the phase characteristic and the
unevenness of the frequency characteristic for the detuned
circuit are taken into account. The dependence of the
distortions which arise on the parameters of the FM
signal and of the circuit was determined.

The study of the effect of amplitude changes of a signal
in communications systems with frequency and phase modulation
under dynamic conditions was first done in [1]}. However,
the rule for the changes in the frequency which occur because
of AM distortions was only determined for the case of precise
tuning of the selective circuits in the central frequency
of the signal. Under real conditions this assumption may
not be fulfilled. Taking the detuning into account under
dynamic conditions is also important to evaluate the results
of [2] in which the detuning, i.e., the lack of symmetry
for the circuits characteristics with respect to the central
frequency, is assumed to be the only reason for the effect
of the amplitude modulation of the FM signal and the study
was carried out under static conditions.
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Let us consider the passage of an FM signal with AM

of arbitrary shape
“‘=A(‘)exp/l‘”o‘+?(t)]=U.exp]mot ()

through a detuned, single oscillation circuit, assuming that
the effective frequency band for the signal and, consequently,
the variable detuning AW and the constant detuning Awo are
small as compared with the transmission band for the circuit,
i.e., assuming that Aw<! and Aeogr<i. . 1In this
case, by using the first terms of the corresponding Taylor
series, we can write the modulus and the phase of the trans-
mission coefficient of the circuit ‘K==Kekp(—4¢) approxi-

mately in the form

K=Q/VTH BuFauf® Q| —(1/2Actet —
—AwyAot?—(1/2) Aw?<?],
% = arctg (dwp Aw)t o & wpx — (1/3) S wd P+
+Aot—Adp0 —Aw A w21 —(1/3)Awdd

By writing K = K1K2, we will exclude the nondistorting quadru-
pole with a modulus of the transmi§sion coefficient K1 =

Q for the initial phase $i0,= Awyt'— (1 Idwix®  and a constant
delay T =t—A4w}t. from the discussion. The remaining circuit
being studied has, as a first approximation, the following

transmission coefficient

K=1—(1/2)Aa27? — Au,Awr? +/dw Al —
—(1/2)3 0?22 4 (1/3)jawd .
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.. The polynomial [3, 4] is used to determine the complex envelope

?u for the output voltage form the circuit U2 for an input voltage
{1). According to this

1 U = (1 — (128wt YU, 4 jAw, U —
3 = i3y P UD + (12)% UP—(173) U,
<5 where
2 Ui=A(texpjz(8); UP=expje(t) [AN)—/e ()] 1
b U =expjo (O {AO (6 4+ 290 (6) + jo (DA (8) — :
§ —~ A OF};
’ UH =expjg (t) (A7 (8) + 3j o (£) A (8) —
- —3AD () [ () — A (t) ot (2) ¢f) (8) — ’
jJ —JAOOOPFiIAG (@)}
' For precise tuning Uxy= U, 4 (1/2)<2 U0 —(1/3)* U™
3 The results from studying this case are given in [1]. By
' using them we can write
‘ U2|=U2_Uzo:—(I/Q)A(Ugtzul‘*‘

<+ j A wyz? U — j g wy 2 v, (2)

This expression characterizes the distortions of the complex

envelope which determine the detuning'Adb. In this problem
the distortions in the law for the changes in the fregquency
due to the effect of AM are of interest. For a sinusoidal
AM and FM

Aty=14msinQ, ¢, () =BsinQt. 3)

(1)

By substituting Uy Uy {II)

, and U into (2), which were
calculated taking the conditions in (3) into account, and

by carrying out the transformation, we find

179




Up=exp /Bsin @, ¢{—(1/2)Aw}* (1 4 msinQ, £)—
—Aw,t?8Q;,cosQ, ¢ (14-m sin 2,¢) 4
+ 240,82, m2,cos 2, tcos @t — pw,?fO2X
XsinQt(l4+msinQ, ¢) + flaw,* mQ, cosQ, t+
+ A wy v m QF sin Q) £ 4 A 0y v 2 Q2 c0s?Q, £ -
+ Awy s mPBimpBrQ] cos? @, £ sin 2, ¢} ). 4)

From this, for detuning to the distortions in the law for

the changes in the frequency for the tuned circuit found

in [1], which are characterized by a coefficient for nonlinear
distortions Yl and a coefficient for combination distortions

¥ 27 in which for 9,9_:'9,

T = (/)8R 1= (3/2)m L], (5)

the value for the change in the frequency Aw(t) is added.
In the first approximation we get, from (4)

Ao (t) = —Adw,x*mQsin L, ¢4
4 A0y mRicos Rt — dw,? B2 23sin22,¢ 4
+ (1/4) Bugs® mPr1Q3(22,°+ 2,) cos (22, + 2,)¢.  (6)

Here the first two terms determine the distortions, summed
with - in the quadrature, which only depend on the change

in the amplitude of the input voltage (l). In order to explain
the physical meaning of these components for the distortions
let us consider the passage of a signal without FM

Uy=(14mcos 2 ¢t)sine, t =sine, ¢ +
+ (1/2) msin (wg+ Q) ¢ + (1/2)m sin (w, —2,) ¢
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through a linear circuit with an arbitrary transmission coef-

ficient (Fig. 1) standardized with respect to the carrier

frequency wo(Ko=1, go=0). At the output for such a circuit

A

y
/

S

39

L
Ny

1

)

|
\
§
$
B

|

=9

Fig. 1

uy= sin wy ¢ + (12 m K, sin] (e0+2,) ¢ + o] +
+(1/2) m Ky sin [ (05— 21) £ + o] -

By adding and subtracting (1/2)mK, sin [(mo—’-ﬁé',)'»t_— %a]»
we will write u, in the form of the sum of the AM signal
having a frequency W, and one component of the frequency we—Q;

Uy =1L+ mK, cos (2t + 9,)] sin v ¢ 4
+ (1/2)m A, sin [ (0w, — 2,) t+¢],
where A=VK+K -2KIK.cos(@, +);: 9 =%x+

K, sin ¢,

+ arct, .
g Ky, — Kycos ¢,

We get the following for the phase modulation of the
resulting oscillation corrected to the frequency 600
o (f)y=arclg m A, sin (2,¢ — ¢,) ,

’ 2[14mK,cos(2,t49.-(1/2)m A cos(@,t—ey)]
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X and for the frequency modulation taking into account the
' smallness of m in the first approximation we get

%' (t)=(1/2)m2, A, cos (Q,¢ ~%1)-

The deviation in the frequency for this voltage is

|7§I)(t)|=(l/2)m91VK.2+ K:-zK- K, cos (?n'}'?n):
_t, :]/Aw'f-}- Au—)g.

Here the quantity Aaﬁ is determined by the uneveness of the
circuit's frequency characteristic andtxxb is determined
by the nonlinearity in its phase characteristic, in which

case

Ao, :(1/2)”191 (K.~ K.,
Ao, =mQ, V K, K, sin (1/2) (3, + 2.)- 7

For the standardized frequency characteristic of the

detuned circuit we have

s e e

Ki— K=\ VTF @ T B
-1V 14-(2 — 8 0521 x 24 0,2, 2,

r—ns

from which, taking (7) into account A, =(1/2)m 2,24 wQ, *=A4m, tzme,

which coincides with the deviation for the freqhency of the’ \
first component in equation (6). This component is due to

oA

the transformation of the amplitude modulation into frequency
(phase) modulation because of the nonsymmetry of the frequency
characteristic of the detuned circuit. Calculation gives b

Pa+ Pu ="[arctg (2, + A wp) = — arctg Awys] —
— [arctg (2, — A wgy) < —arctg Awgt] o
S(1/3) [(2) 8 0 ¥ — (2, — Awy) ]~ 240, 212,
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According to (7) for Ky = KH -1

Aw,=m Q, sin Awy 2’ > mAw, 2,

which coincides with the deviation in the frequency for the
second component in equation (6). This component is due

to the lack of symmetry for the phase characteristic of the
detuned circuit.

The third component in (6) depends only on the change
in the frequency of the input signal (l). It determines
the nonlinear distortions in the second harmonic which arise

during detuning of the circuit. For the tuned circuit
1,=Amnﬁggt‘; d=13/1. =480 /B R, (8)

If it is assumed that for § £ 0.3 the nonlinear distortions

that were indicated can be ignored then, if follows from

(8) , that the detuning in this case should not exceed 8%

of the value of the deviation in frequency. For large modulation
indices B fulfilling this condition does not cause difficulties.
For 0 < 1, the role of the nonlinear distortions with respect

to the third (Y l) and the second (‘13) harmonic changes.

In order that the effect of Yl by negligible, i.e., for Vivs <03
to be true, the relationship gQ: < [,3Aw0 must be fulfilled,
i.e., the frequency deviation must exceed the detuning by

no more than 30%.

The second component in (6) can usually be ignored as
compared with the first, for which the ratio of its amplitude
to the useful frequency deviation for Qi=2{: is A =4\memQat?/B.
and for large modulation indexes for which §<03, A<03
(mQ):. A comparison of the value for A with nonlinear dis-
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tortions ya=3mv?Q} shows that for Q;=2Q; A< 0lyx.

Therefore, for small detunings, for which the effect of the
detuning on the nonlinear distortions can be ignored (§ £ 0.3),

the first two components in equation (6) can be ignored.

Let us evaluate the relative effect of the first and
third components in (6) for small modulation indices for

which the detuning is great. (B{:<<1.3Awmp).

£ Si=vs/A 03, i.e., if
. J.l/’033m
LT —a T
0, 0
then the main distortions are due to the effect of AM. However,

if 51 > 3 then the effect of AM, as compared with the additional

nonlinear distortions can be compared.

By comparing the ratio of the amplitudes for the last
component in (6) to the useful frequency deviation & with
the main distortions Yl for precise tuning of the circuit
and for&ll = 2§?2 we find that O:=6/yi=0m. For small
detunings <03, %, 703m, and for large detunings the

effect of the last component in (6) is also insignificant.

Thus, detuning mainly affects the increase in the nonlinear
distortions for the law for the changes in frequency due
to the parameters of the frequency modulation. The effect
of AM appears to a lesser extent. Taking the lack of symmetry
in the circuit's characteristics into account with respect
to the central frequency of the signal, made under static
conditions (in the absence of FM) [2] is completely insufficient

for determining the effect of AM in the presence of FM.
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Space Time Treatment of FM Signals

B.P. Burdzeyko and V.V.
Shakhigildyan

The application of the theory of conditional Markov
processes to the problem of synthesizing the optimum
treatment of signals for multichannel viewing to the
action of an interfering FM signal with specific sta-
tistical properties and an unknown position of the
source of emission is discussed.

At the present time the problem of synthesizing the
optimum treatment of signals for multichannel reception
of useful and interfering signals occurs in different areas
of technology. The known works in which the problem for
the optimum space-time (space-frequency) filtration (detection)
of the signals for guasidetermined or stationary Gaussian
processes are [1-3].

In some cases it is necessary to solve the problem
for the reception of nongaussian signals for which the model
may be the Markov processes. The latter are widely used
to describe FM signals.

In this work, the questions of synthesizing and analyzing
the quality for the operation of receivers using the Markov
model for the processses (particularly for the diffusion
processes) will be studied. Particular attention is given
to the problem of the reception of a signal of known shape
with a nongaussian interfering signal with an unknown spatial
position for the source. The methods for the statistics
for Markov processes are used to find the effective solutions
to various problems for an adequate model and for real processes.
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l. Let us consider the structure of an optimum receiver
of pictures for the action of the fields of the useful and
interfering signals which are created by spatially separated
sources, on the antenna system.

Let L be the discrete, ordered set which corresponds
to the position in space of the elements of the antenna
system, T is the observation time, and Y = ¥Y(t) is the obser-
vation process on L and T

Y’:(y'.}’z.- ey,

where Yi=8s,+v +n,i=1,..., L; 8is a numerical parameter,
si=95(t), v;=Rev(d) exp (jot4j3) are the processes which describe
the observed and interfering signals which are assumed to

be narrow band with a mean frequency of @, and n, = ni(t)

are processes of the white noise type with a correlation
function

B8 (t—=)=Mn,(t) n(z).

The sources of the processes S ={s, i=1I... . LLV ={v,i=1,.,1}

are described by the determined functions s(t) and v(A).

The random parameter A=)(¢) is assumed, a priori, to be

given as a diffusion process which corresponds to a differential
equation. The unknown parameter (continuous) &={8, i=1,.., L}
is determined by the shift in time for the interfering signal
at the output to the elements in the antenna system. An

a priori distribution P(-$ is given.

The optimum algorithm for the observation must be found,
i.e., the discriminations for the hypothesis Ho: =0 and H:: 6>0.
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As is known, the ratio of the similarity of 1(Y) is a
sufficient statistic in problems of detection.

The determination of 1(Y) will be based on the following
auxiliary assertion. The ratio of the similarity 1(Y,®) for a
known v allows us to write

U, Q=L (N+ LK =S, )L, 8, (1)
A 3 : S
where  f(¥)=0 5(3-3-;y'-f.%- 85T B-'S)dt  —or-
is the ratio of the similarity in the problem of detection
for Y=0S+N N'=(@, Ry ..., &);
L(Y, 8= J [V* (8] H) B-'Y —

— 12V (8 | Hy)B-' V(8 | H,)] dt. (1a)

is the ratio of the similarity for the problem of detecting
the interfering signal for the observation Y = V + N,

1,(Y 98, e)-S“V*(s | H)B-}(Y —88) —
: 1

—5 VO | H) B~ T | Holat, (1)
where V@ |H)=M{V|H, Y@E, <8, i=0, 1 is the a posteriori

mean value of the vector V.

Equation (1) follows from simple transformations of
the Radon-Nikodim derivative for dimensions which correspond
to the diffusion processes [4] Y =S + V + N, Y=V + N
for a known . 1In the case which is of interest to us
(- unknown) the generalized ratio of the similarity [5]

l(r)-m_fexpz(r, 9)dP®). @

is a sufficient statistic.
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If © is a small parameter 1(Y) allows us to write
L(Y)=1U(Y)—8p(Y) + 1/2023(Y) 4 0 (89), 3
where
7
<Lexply(Y,9) J S'B-'V (8 | H)dt>,

Zexp (Y, 9>, :
<*) indicates averaging with respect to P(}).

p(Y)=

Equation (3) follows from the Taylor expansion for
<Lexph(Y—0S, §)>," at the point ©
In(l+x) = x + o(x).

0 and for expression

The use of 1(Y), determined by means of expression
(3) is related with the averaging in terms of <. The integrand
in (2) contains terms of the type

w, (W) =expl, (Y, 8)dP@), @

which is a nonstandardized a posteriori dimension for the
random parameter v,

Let us consider the asymptotic properties of the dimension

(9) for t—>oo.

If in the vicinity of 19'0 for the true value of the parameter

av(
van—veg=228d @ —s)to(10—81) ©
or any A<lL—1and @ ., 9 <« there is

r
Iim ir 5 M | %) | 2dé = const, ©)

then the following expression occurs
o A A A
in w, @)= n @, 8) — @ — 8 QEF1O—D), ()
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in which <% , Q satisfy the system of stochastic equations

A -— A

= 2L B (=T @ (®a)
dQ_ 0 0V(§) -yy—-veyl:
at '00-[ L V(o».]' “o

PO =V g L (Lo o) :
- Li=4.,1L

Q={Qul 11 ..0: ~

E is a single matrix;

1=y, j-,... L, ‘llm 8,(t) 0.

In this case the solution to equations (8a, b) has
the properties a) Q-+ ¢ P=I for t-oo;
b) P{lim Qlet: =1}=1, where ¢ = | v|* B} cos (8, — 8,,);
c) the evaluation of 4§ for the hypothesis H, is reduced
to the true value of :}0 in terms of the probability for

t —oo,

The expression for the expansion (7) and for equations
(8a, b) can be found from (la) by using the Taylor expansion
with respect to the point 3 and the well known method for
obtaining equations for evaluating 3 and the matrix Q [71.
The use of known results [6, p. 120, 125] to analyze (8b)
confirms the properties a and b. The validity of the evaluation
of 3\' follows from a study of the properties of the solution
to the equations for x=6\—00 using the property b.
We note that system (8) determines the structure of
the asymptotic for the optimum block for evaluating the
unknown parameter v. For a narrow band FM interfering signals
the recurrent equation for evaluating \/}\ (8) can be rewritten
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in the form B“'—_’—(B.‘. k-——-" l. ooy L)

A L A
das, _1g-17 . 9)
= — §'Q; By v (M) y, sin (o + 8y) (

The structural scheme for the block for evaluating é;,
which corresponds to (9) for the FM interfering signal and
the diagonal matrix B is shown in Fig. 1. The evaluating
block is multichannel at the input to the system. The following
designations are used in the Figure FV - block for controlling
phase rotaters, G - generator which is the block for evaluating
the interfering signal Re u() exp jof; Q- x
is the block for rotating the matrix Q and multiplication
by the matrix Q-1 to the left, the double arrows indicate

the transmission circuits for the vector processes.

}’ -t 7 X | .7 . .L
—— 5 X ax 7| 7
a_ (]
=V
&2 B
P
P =
1}[ulm¢‘ut+@,,)
Ou'ar‘gi(l)
r
f:"a)
Fig. 1

Taking the asymptotic behavior of Q into consideration,
it makes sense, for simplification, to use the asymptotically
equivalent function

Qlk=pkt' k=‘r-'n L.

in place of Q,,, where m=1v0)]?Bg is the
interference/noise ratio in the kth channel. 1In this case,
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the evaluating block is described by the equation

-k

wt
- ——

- o

Ty
e

in terms of the a posteriori dimension of the parameter A .

A L
3 d8, 1 Y, =
3 _— = - o(\) | Bily, X
dt —~ )_:‘I 0 1 B3'y,
. o=
3 A ;
1 < sin (ot + D, + B), (10)
¥ i
B _ v §
: where @,=argv(A); and sin (+) indicates the averaging i
a
L

The evaluating scheme which corresponds to (10) is
shown in Fig. 2.

v
———— 4
el

II. The evaluation V(8|Ho), which corresponds to the
problem of filtering an a priori given modulating function
v(A) from the observation of Y=v+4n, (=l...L. for a

{ fixed value of 0 enters into equation (3).

A . |
Let us designate =@, Ak=M{\|Y, Hy} and
let us fix the parameter A by the equation

BENY ok

i L eNdt=a(t) A+ b(£)E(0), (11)

| where §(t) is the € -correlated process with a zero mean
' and ME()n =0.

By using the method of quasilinear optimum filtration
{7] to solve the problem, we can write the structure of
the block for evaluating the function v(]) as a system of
equations (for diagonal matrix b):

A A { —
di\dt = a(t)\+ k(t)za;;, (O/\) Dy Yo'
dK (t)/dt = 2a(t) K (¢) + b*(¢) — J
—K*(8) 3-‘;- [%?B" (Y—V) ] ' (12)
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where v, = v,(A) = Rev (}) exp (jwt + J8,); K(t)y— is the a posteriori
dispersion in the evaluation. In this case, as before,

I =4 L.1

ﬁﬁ %

| "

o8 |l

| M-

—=> ——= A £

g Eﬁ : o ?
ﬁLH X 87—

)
8 L
s - #d)
Fig. 2

the time of the delay in the interfering signal at the aperture
is assumed to be much less than the interval of correlation

for the process A\.

Equation (12) describes the L-channel phase system
with a common controlling generator. The spatial treatment
of the observation is reduced to the multiplication of the
signal Yo which is received in each channel by the supporting
signal and the weighted summation of the result.

Let us determine the effect of the spatial treatment
on the accuracy of determining A. For simplicity in the
description we will limit ourselves to a study of a linear

aperture and stationary values of K(t) which corresponds
to the problem with a(t) = const, b(t) = const. The expression
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which determines K=limK({):
eX )

follows from (12), where f%=1v%2|a|By- is the

interference/noise ratio in the interference band

sin(=dL A/A)

14
sin(xdA/A) ()

ow=cos [ -1 ]
A

is a function which characterizes the directional nature
of the system for treating the observations (the directional
diagram (DN) for the block for evaluating 1)5 A= (4 27) (\/d)
is the generalized, angular direction [8] at the source
of the interfering signal with respect to the aperture,
d is the distance between the elements of the antenna grating,

and A is the wavelength.

As we can see from (13), the orientation of the DN
on the sources greatly improves the evaluation accuracy.
In the case for which optimum evaluation is used without
the spatial treatment G(4) in (13) is determined for the
orientation of the DN on the wanted source and it can greatly
lower the quality of the evaluation.

IITI. The properties which have been given for the
functions w,(9), {(Y) can be used to convert to a description
of the treatment algorithm, as determined by equation (3)

in which '
T
T - 7 A
p(Y)=fs B-'V (d/H,) dt. (15)
0

Thus, the structure of the receiver is determined by
the expressions in (3), (12), and (8). The next problem
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is to evaluate the quality of the receiver's operation.

IV. It is apparent that the quality of the observing
procedure is determined by the properties of the statistics
for 1(Y). Usually finding the distribution function for
1(Y) is a difficult problem. Therefore, for a large obser-
vation time the asymptotic properties of 1(Y) may prove
useful,

Let the process A be given by (11), v; is the FM signal
and the following conditions are fulfilled
¢ ) '
-l—j'a(s)ds»-c. c>0;
=X 3

(16)
[ 3
Lt’;,f K2 (s)ds - const, t— co.

Then the distribution for 1(Y), which is asymptotic with
respect to t is determined as the distribution for the random
quantity " =+ py, in which m =) n pz = pa(¥)

have the distributions shown below

for ™ _
PR (g — ) ~ N@©, 1), t—-o; (1D
F‘ —_ {_ 0»5 ps nOPpH HOv
05p, npu H;
for

® (%) = (2099 (£) X)-"Pexp[— x/20 ()], x>0, (18)
wherep,=%23;,‘ — is the signal/noise ratio
'{’z'(‘)= Glv] /2311)201‘(%)0(’:);

D (r)=M(r, — Mr)¥; "ST}U—I 5 sHTMAE (g

L

A
G(Av)"_;‘ ay cos ¥, is the value of DN in the direction of the

source of the interfering signal a,= B,,/B,,
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The proof of the asymptotic properties of 1(Y) is based
on getting an expression which is valid for large enough
values of ¢t,

!
t(y;=o£y3-t(y —~ V (8/H,) — 8S)dt +

[

0

[4
where™h =7, (f) =0} ST B-' X

~><[(3—0)17(a | H,) | at
’ 000 (] 0 Iy

Tp = 7 (¢) = 02p% (Y)/2,

in which the first two terms, obviously, form the normal,
random quantity (17) and the functionals ™, , Ma in
the broad cases for the ergodicity of the processes which
determine them because of the central, limiting theorem
(91, are asymptotic normals:

[ @) 2y ~ N (0]), t>x, i=l, 2,

where?, (1)=0(t~'*+*), 0<Ca<1; %lf) is determined from (19).

V. In conclusion let us point out that the structure
of the algorithm for the space-time treatment in the form
of (1) is obtained for a wider class of signals in contrast
to [8]. The conversion to the algorithm in the form of
(3) can be used to determined the structure of the multi-
channel receiver for a weak signal with respect to the inter-
fering signal. 1In this case it is no longer necessary to

form estimates of the pac-ameters of the interfering signals
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for the two hypotheses. An analogous gpproach to the synthesis
of multichannel treatment can also be developed for the
more complicated cases, for example, with any other indefiniteness

in describing the interfering signal [8].
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Effect of Noises on Transition Processes in Systems for

the Automatic Phase Tuning of Frequency

V.N. Kuleshov and N.N. Udalov

The effect of wide band noise on the time for
establishing synchronized conditions and its reliability
in astatic and FAPCh systems with an integrating
filter was studied. Relations of the average time
for establishing synchronized conditions, the dispersions
of this time and the reliability of the synchronous
conditions for an astatic FAPCh system to the noise

level in a range of parameters which are of practical
interest, were obtained.

Introduction. Systems for the automatic phase tuning

of frequencies (FAPCH) are often used to separate a signal from
the noise [1-3]. The selection of the filter in the feedback
circuit determines the filtering of the interference under
synchronized conditions. The effect of the interferences,
which act at the input of such a system, on its dynamic
characteristics, e.g., time of the transition process, capture

band, and reliability of the synchronized conditions is
of great interest.

The purpose of this work was to study the effect of
wide band noise on a FAPCh system under transition conditions
and also on its behavior under synchronized conditions.

Approach to the calculation of the mean time of establishing

synchronized conditions in stochastic FAPCh systems. The

problem of establishing synchronized conditions in FAPCh
systems during the action of interferences is not completely
solved at the present time. There are different methods
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ﬁ_ . of evaluating the time for establishing the transition processes
% in FAPCh system in the presence of noise [5-8].

1 R.L. Stratonovich, R.Z. Khashinskiy, and Yu. A. Mitropolskiy
developed a method of averaging for stochastic second order

AL Y

il

systems. This method was used to get a one-dimensional,

~
.

approximate Fokker-Planck equation (FP) for the energy which

M L

characterizes motion in the FAPCh. Conseguently, the solution
to the problem of the mean time for reaching the limit for

Mhrhara il
dams

the first order Markov process can be used to evaluate the
time at which the FAPCh system becomes synchronized [10].

L e w7

We will discuss the appfoach to the solution of this problem.

R

The nonstationary FP equation for the probability density
for the energy A in the FAPCh system W(A), in the general
case, has the form (9]

W) == 10,0 W(A) —

‘D oA?
_55‘% (@, (A)W(A)). (1)

where

. ?
2
A=-—%’—+§F(?)d¢
0

is the energy stored in the FAPCh system, ¢ is the phase
difference for the oscillation of the tuned generator and
the signal, F(q) is the normalized characteristic of the
phase detector. The dot indicates differentiation with
respect to the dimensionless time fg:EQCn o, is the band

of synchronism for the FAPCh system.
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The coefficients @ (A), ®y(4). e and D™} are determined B
by the parameters of the system and the intensity of the

b i -

noise. The condition for the sufficient accuracy for the
approximate equation (1) is L 1. The stochastic equation
for the system which corresponds to equation (1) has the

—hnidind .
e Tt mien aat e a

d

form
=0t/ Z o, |
4
] where () - is the delta-correlated process of unit .
intensity, for a zero intensity for the noise D=, and

this equation is converted into the equations for the energy
found in [1l1], and the coefficient e®,(4)=f(4) determines

I Rty s i S Lo o R i 6

D o e, -

the rate of decrease in the energy A in the absence of noise.
The values of ®(A), DP2(4), e, and D will be calculated

in analyzing concrete systems.

Let us consider that the synchronized conditions are

established if the energy A, which at the initial moment

was equal to A, reaches a value A which is characteristic

0
: for the steady state conditions for the system. The problem

of determining A will be discussed specifically.

A
The equation for the mean time  #(Aqp /Ao) _ for the
process A(t) reaching the limit Arp was found in [10]. 1In
our case it has the form

A
iw,(Ao)i"_(:ﬁLA_o)__}.up (Ao )M‘ﬁ. +1=0. (2
D 0 dA,

From this we have, for the upper limit A,=A4,>A4,

v Av - b sE

t(AI/AO) _j‘ |j‘ '—“Ty— e dy ]e""')dz 3)
2
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and for the lower limit A,=A,<A,

4.

A dr D
A /A) = —wlz
t (A/A,) I“ Ly " e* dy } e-¥ gz 4)

2(y)

wheze ¢(z)= 5 D——:'Of)y’ dy.
2

Solutions (3) and (4) satisfy the zero limit for the equation [10]

FAJA=4)=0; (AJA=A)=0. (5

The guantity which is inverse to the first integral in equation
(2) dAO/d%, characterizes the mean statistical rate of change
for the energy A for the action of noise and, in the absence

of noise, it is equal to the rate of change for A.

Let us introduce the average time t for the process
A(t) reaching the limit for some probability density for
the initial energy WO(AO):

Ay

F= j t (A0 Wy (Ag) dAy, A, <A, < A,

A

If A, =4, ¢ Ay= o, then the average time for
the process A(t) to reach the limit A<A, characterizes
the duration of the transition process in the FAPCh system
in the presence of noises. However, after the boundary
has been reached the coordinate can leave the range of syn-
chronized conditions. For the complete determination of
the effect of noise on the dynamic properties the reliability
of the synchronized conditions must be evaluated.
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Evaluation of the reliability of the synchronized conditions

in stochastic FAPCh systems. Let us select the position

of the boundary A. We will assume that A is equal to

the mathematically expected energy A(t) under stationary
conditions A=<A4, ()>. The value of <A (1)> is proportional
to the sum of the mean squares of the coordinates of the
system which determine the precision of the synchronization.
The quantity <Ae (H> is determined from the solution
of the stationary FP equation [10]

LA (> = 5 AW, (A) dA, ©)

A
D D®,(A)
where =C ) ————dA |,
We (A) 2e<D,(A)Hp[ P,(A) ]

and the constant C is determined from the normalizing conditions
for ch, (A)dA=1. After the boundary 4 has been reached
after®a time %Ah%x the time must be determined that

the system remains under synchronized conditions. We know

that if the energy A(t) exceeds 2 (leaving the region of
rigorous synchronization) causes a transition processes

with respect to the frequency which can cause a prolonged
interruption in the system's operation. Therefore, the

time for the reliable operation of the system will be considered
to be the time during which the coordinate for A(t) moves

along a trajectory which begins at A = A and which lies
entirely in the range of rigorous synchronization A < AB = 2,
The mean value for the duration of this interval will be

called the mean time of reliable operation for the system
£(2/8). Reaching A = 2 does not always mean that there

is a phase jump of 21t for the origin of a long transition
process. The point can return from A = 2 into the range

of synchronized conditions without exceeding AB = 2. The
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A
time t(A/2) for the return of the trajectory from the level

A, = 2 to the level A is an additional characteristic for

the operation of the sytem under synchronized conditions.

We will assume that the system is under synchronized
conditions if its movement takes place along a trajectory
which begins at the point A, =/ (point 1, Fig. la) and ends
at the point A = 2 (point 2) and that it operates under
asynchronized conditions if its motion follows the tréjectory
which starts at the point A = 2 (point 2, Fig. la) and ends
at the point A = A (point 1).

Thus, we will introduce a random process with two states
(Fig. 1b) which reflect the synchronized and asynchronized
conditions to describe the reliability of the synchronization
in the system. The probability for the synchronized P,
and asynchronized Pa conditions are determined by the expressions

A
P 1Y
t(2,"A) + t (-l/?)
£(a/2)
A A
£(82)+ £ (28)

P,=

™

Fig. 1
1) Asynchronized conditions
2) synchronized conditions

ACUNXDOWHOIL DEWUM 2/\
pre———————— 2 (P —
4  Cwmmpommstd | !
Vo pewum ! L
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Thus, by knowing the values of t(a/2) and Q(ZAAQ we
can evaluate the probability that the system will operate
under synchronized conditions “P.. The length of time that
the system will remain in the synchronized state is determined
by the mean time required for the Markov process A(t) which

is moving from the level A  to reach the boundary A=<A4, (¢)>.

0
This time g&A/AO) is used, then, to evaluate the duration
of the transition processes in a system for a given probability

for synchronized conditions Pp..

Evaluation of the effect of noise on the dynamic charac-

teristics of an astatic FAPCh system. We will carry out

the calculation of the mean time required to reach synchronized
conditions in an astatic FAPCh system and for the reliability

of its operation under these conditions.

The operating transmission coefficient for the filter
in the feedback circuit for such a system has the form
K(p)=(1 +pT\)/pTo where p=djdt, T,, T,- are the time constants
for the filter. Assuming that the characteristic of the
phase detector is sinusoidal and introducing the normalization
parameters for the filter {111 6,=27, and a, =Q To(2%
is the synchronization band for the FAPCh without a filter),
we will find the coefficients of ¢ & &(4), $,(4) in the asymptotic
case [9] (e=1,} @)

. ) __:i _ 1
——(4b.,3l<,>{i\,(n 2)+<A NEW 5 -
A< 2;
— b 3K)VAZ{A - NE— (8
~A-DhH . A

D, (A)=
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WKy {E. H1- %) K\, A<

2A (Ey/K,), A>2

where E=E(VAP), K=K (V A]2),
By=E(V2/A), Ky=K (VA) —

®,(4) = 9

are the total elliptical integrals of the first and second
order [12].

The value of the parameter D which characterizes the

intensity of the noise is determined by the formula ([9]:

D=22/K;

O

: a
K=qu§le(t)dt=U‘-2No, (10)

[
0

where R(7) is the normalized autocorrelation function for
the input noize § (t) brought to the output of the FD

(&, =d R(%)); » Ny is the spectral density of the input
noise at the central frequency of the tuned generator, 'I’k
is the correlation time for § (t). It is assumed to be
the smallest of the time constants for the system. The
parameter D is the ratio of the signal and noise power in
the .Qc band [4].

A computer must be used to calculate the values of
At(A/Ao), ?(A/2), 3(2/A) by means of equations (3) and (4)
taking (8) and (9) into account since the integrals which
enter into these expressions cannot be expressed in known
functions. However, it appeared that a qualitatively true
and quantitatively rather accurate picture is found for
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the effect of noise on the system's dynamics for the approxi-
mations (8) and (9) of their expansion into a series for

A 4«1 and A» 2, respectively.

In Fig. 2 the dependence ¢1(A) in the absence of noise
is shown by the dotted line. Its approximation is shown
by the dependence ¢1(A) for Db; =<=. A comparison of these
shows that for large initial energies AQ the accuracy for
determining the duration of the transition processes by
means of such an approximation is satisfactory. Therefore,

in place of (8) and (9) we write

¢,(A)z‘_b”4+ /D, A<2; ¢,(A)z{ A, A<l2:(“)

— 5,24 1/D, A>2; 24, A>2.

The inverse value of the mean statistical rate of decrease
for the energy A from the level A0 in the direction A =
2 £ A0 according to (4) will be determined by the expression

dE@A)__—1 !
dA,  e®(A,) e(4,/2—1/D)’

A, >2 (12

As we can see from (12), the rate of decrease in the system's
energy during the transition process for frequency, decreases
with an increase in the noise.

. oy,
25 b d[{/‘g}

4 8 4 A
a_
”d':ﬁ
Fig. 2
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A
The quanitity d{(A/A,)/dAc der Ao < 2 is found from
(4) taking (l1) into account:
A
dt(alAy) 1 [ _ / 1D
= I —e-Po-Aa (| A< 2.
dA, ed, | ( Db,_2>] o
(3

The relationships for —dAo/d?(Ao), calculated by (12) and
(13) for different values of D are shown in Fig. 2 by the

solid lines,

The expression for the mean statistical velocity, which

determines the increase in the system's energy for A, £ 2

o —
and Ag ¢ 2, calculated by means of equation (3), has the
form

dA
..__K__o—. .-::sble(eD’.Au._l)—l' A0\<2. (]4)
dt(A,/A)

The value of this rate determines the time in which the

mean energy of the system reaches the value AB & 2. This
dependence is shown in Fig. 2 by the dotted line. As the
noise increases the rate of increase for the energy from

AO =4, increases.

Let us consider stationary conditions. From (6) the
mean value of the energy is <A« (f)> = 1/Db=A for low
noises Db, » 1 (Fig. 2). The lower limit for A, =/ has
been determined. By carrying out the integration in (12),
(13), and (14) and taking into consideration the normalization
(tk_—_(ge//E,)(), we find a formula for the time needed to
establish synchronous conditions ¢(A/Ao)=¢(2/Ac)+¢(A/2)
and the value of t(2/4):

e
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i

e

2D

t/A)= T 5 5= B
(A2 = 5%';: [ In Db, — e-20% (l-—%) X
X(E1* (2D8,) — E1* (1)) ] : (16)
a,

¢(2/4) =

[Et* (2Db,) — Bi* (1) — in2Db,}, an
Q. b,
where Ei* is the integral exponential function [12]. The
average time for the transition process with respect to

the frequency t for switching on a system with a random

fu
initial phase difference [13] is determined by the gquantity
t(2/A0) and the detuning 7, if, in place of A

(15) we use its mean value Aj=(aiy?/2)+1 [13]:

o in Equation

- a, { 2Db,- \( 8,1 2
= —1), 2>1. (18
=30, (Db,-2>( 2" ) ariz>1-{19)

The dependence of the ratios for the transition processes
with respect to frequency in an astatic FAPCh system are
given in Fig. 3a as a function of Db1 for the action of
1 =%

The value of this ratio, from Equation (18) is determined

a wide band noise on its input and without it (Db

by the formula
t_f,= Db,|(Db, — 2). (19)

There is no apparent delay of the transition processes
with reépect to the frequency in such a system because of
the noise U/ H< 1) or a signal/noise ratio of q 7 5
in the system's band (Fig. 3a). The ratio q is determined
according to [4] as the ratio of the signal's amplitude
Uc to the mean square voltage for the noise o, q==LQbm=£l/EEf
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In this case Pc/gu = q2/2. The condition that the noise
has little effect on the time for the transition processes
in the astatic system g > 5 corresponds to Pc/Pm >12.5 in
the system's band. The quantity tfm/tf in this case does
not depend on the initial detuning 4 . The value of the

dispersion in the time for the transition process with respect

2]

to frequency 1&. can be determined from the following formula
which was also obtained by the method in [14]:

iz [ Db, ' 2
2 =t ( : X
l/m QZ b? Db' —2 Dbl - 2
2
x[(ﬂ;—z)+2(“‘77)—-1] a¢R=1. ()

As might be expected, the guantity O%m depends on the
initial detuning (initial energy) and it increases as the
detuning increases. The dependences for yf?g:VEm on
the intensity of the noise are given in Fig. 3b for two
values of the generalized initial detuning a?¥2 We can
see from the figure than an increase in the intensity of

the noise results in an increase in ’/OLJLQN-

JE&/#;




] The dependence of the average time t for establishing
synchronous conditions in the system, calculated by equations
(15) and (16) on the initial

wtg‘b’/k’ 7 detuning is shown in Fig. }
2 L /é 4 for different intensities i
/j;ﬂgq of the noise at the input
g ) to the system. For small
//r detunings, when the average
¢ time for establishing synchronous
z"// | conditions is determined mainly
’ z 87 ;??@ by the transition process with
respect to the phase (16), t
Fig. 4 decreases with an increase in
noise and is less than the average
S "’”7 DY | time for the transition process
-4\\\\ { in the absence of noise (Dbl = ),
-10 ~{C 41 This is explained by the fact that
:m ~ as the intensity of the noise
' -;g N increases the boundary A= l/Dbl,
Puc. 5 which determines the appearance of
the synchronous conditions, shifts
Fig. 5

to the right (see Fig. 2), and
; the average time required for all

of the trajectories to reach this boundary becomes less.

By using (16) and (17) we will calculate the probability Pc
(7) , which determines the reliability of the system's operation

under synchronous conditions. For D6,>3 the formula for

calculating Pc has the form

B - 3Db,4-2
Pl —220Tc —2Db.
¢ Dbl "2 e l (21)
The dependence for ‘gp.=lg (1— P,) on the intensity

of the noise and the system's parameters is given in Fig, 5.
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We can see that for q = 5, P < ldio in the system's band.
In this case, the average time for the reliable operation
of the system t(2/4A) without phase clicks is evaluated by

equation (17).

We note that for  b¥a, » I, by using an analogous
approaact 1 conjunction with the quasistationary method
[97., wv -3n Jet the following expression for the average
TiMe ° "¢ transit,on process with respect to frequency:

— a, ( 2D6, \(a,¥* aym? b,
l, = — , M=—,
* Qb \Db,—2 2 2 a,

By comparing 1t with (18) wc see that the effect of the

noise on the value'@m over the entire range of parameters

for the astatic FAPCh system is the same. Therefore, the
relationship for EM/E (see Fig. 3a) for the asymptotic
parameters &/ V a, k1) is valid in the quasistationary

case also. However, in the general case [4] ¢:=} DbJ(1+mb).

in the system's bhand. Therefore, the region Dbl ) 20 corresponds
to the region g¢>V 20/(1+mb)), in which the effect of the

noise on the time for the transition processes can be ignored

in astatic systems.

We can show, using an analogous approach, that in an
FAPCh system with an integrating filter, the time for the
transition processes decreases slightly with an increase
in the noise. The qualitative difference for the effect
of the noise on this system is probably associated with
the fact that in-the astatic FAPCh system there are wide
increment zones on the phase plane in which, because of
the noise, the accumulation of energy is more intense than

its scattering in the decrement zones.
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Conclusions: Calculation of the dynamic characteristics

of stochastic FAPCh systems led to the following conclusions:

a wide band noise leads to a delay in the average time for
establishing synchronized conditions in systems with significant
increment zones on the phase plane, i.e., in such systems

in which attenuation during the period of beats changes

sign (astatic system, FAPCh system with PIF), and hardly

changes (somewhat decreases) the average time for establishing
synchronous conditions in FAPCh systems in which the entire

phase plane corresponds to a decrement zone (FAPCh with IF).
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o SECTION II
S
2 PROBLEMS OF RECEIVING AND SYNCHRONIZING
- DISCRETE PM SIGNALS

. Demodulation of PM Signals Using Digital Logical Elements
V.L. Banket and V.N. Batrakov

Systems with phase manipulation (PM) have a high freedom

from interference and are being used ever more widely for
the transmission of discrete communications. The conversion
to multiple PM means that the channel's frequency bands

can be well used. 1In this case the simplest method and

that which is closest to the optimum method for recording
samples is single reading. 1In this case the filtering of
the signal-interference sum which is received is done by

a filter at the input to the phase detector. The use of
analog methods for treatment of the PM signals for a high
multiplicity of manipulation gives a marked complication

of the demodulator circuit with rigid requirements for the
accuracy of the device and the stability of the parameters
for its individual units. In this article the possibilities

PPREPOR o

are discussed of building demodulators for a single reading {

of the PM signal that is received using discrete logic elements.

In the general case the signal with m-fold phase mani-

pulation can be represented in the following manner:
cos (wtAgk), 0 - ¢ < T, 1

where k=01 2 ..,.2"--1— is the position number of the
phase for the signal, A¢=2a/2m is the phase shift for
the signals for neighboring positions, o =2a/T, is the ;
carrier frequency, r, is the period of the carrier frequency,
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m is the manipulation multiple, 2™ is the number of phase
positions for the signal, and T is the duration of the signal
sample.

The signal (1) is demodulated in the usual way by remul-
tiplying it in the remultipliers (phase detectors) on subportina
oscillations of the type

cos (wt-f-A¢ [4-4¢/2) 2

and by integrating the result of the remultiplying over
the period of the carrier's signal 7ﬂ: As a result we get
an oscillation

cos A¢ (k—I[—1/2), 3)

where 1 is the number of the reception channel. 1In the
general case, the shaping device, in separating the reference

oscillation from the phase manipulation signal which is

received, generates a reference oscillation with phase indefiniteness

of the 2" order

cos (wf4-A¢ I4A9/24-A9n). 4)

As a result of remultiplying signal (1) by the reference

oscillation (4) and integration, we get
cos A (—I—n—1/2). (5)

Here the number n = 0, *1, #2,...,+2™-1 determines the value
of the discrepancy for the initial phases of the signal

and the reference oscillation. Determining the signals

in double reception channels for a single reading is carried
out by strobing the result of the integration in the center
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of the sample and determining the sign of the result of
the strobing.

Let us consider the possibility of demodulating the
PM signal on the basis of discrete logic elements. Let
us introduce the term A¢/+Agn+Ag/2 with positive
and negative signs into the argument for the signal (1)

cos|wt4Ag I+ Apnt-A¢/2+ Ap(k—[—n—1 12)]- (6)
Assuming that A¢=2r/2" = oT,/2m=1u J¢, where a¢ =T, 27,

equation (6) can be presented in the following form:

cos [w(t-}-Atl+ Atn4-At 2) + Ap(k—I—n— 1/2)). (7)

By reading the signal (7) and, then signal (1) also at a

moment of time which satisfies the condition
o(f+Atl+Atn+At[2)=2rp, (8)

where p is a whole, positive number, we find the resulting

signal of the reading
cos Ap (kR—I—n—1/2), (9)

which coincides with equation (5). From the condition in
(8) it follows that the formula for the moments of time
of the readings is

t,=T, p—atl—Atn—At}2. (10)

Thus, the signal with phase manipulation can be demodulated
for a single reading by determining its polarity at the
moments of time given by eqguation (10).

The device for determining the polarity of the signal
at given moments of time can be constructed by using a bistable
cell with a pulsed supply for the collector circuit (Fig. 1).
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The first bistable cell (BCl) is used as a high frequency
discriminator of the polarity and the second (BC2) is used

as a memory device.

By supplying a current
pulse at the moment of reading
the forward front, the bistable
cell 1 becomes established
in one of two stable states
which depends on the polarity

D R

np --I-—- of the voltage difference
L Snure LN at the inputs for cells 1
Fig. 1 and 2. Cell 2 is used to

1) input of PM signal, remember the state of the
2) output bistable cell 1 in the interval
3) BCl, 4) BC2. between pulses. This cell

is supplied from a source
of constant voltage. Thus, at the outputs of BC2 one of
two possible states will exist, depending on the polarity
of the voltage difference at the inputs to 1 and 2 (Fig.
2). The polarity discriminator of this type operates over
a wide range of transmission rates with a rather small width
of the ambiguity band. The scheme of the device for determining
the polarity is shown in Fig. 3. It is made up of Series
114 integrated microcircuits. Elements I and III are used
in the flip-flop circuit. Elements TI and IV are buffer
elements for the conversion to the memory trigger (V and
VII). A pulsed power voltage is supplied to elements I-
IV. Element VI and VIII are used as buffers in the output
circuits of the memory trigger. Devices based on other
types of integrated microcircuits can be assembled in an
analogous manner. Tests showed that the sensitivity (width
of the ambiguous resolution zone) is equal to about 5 mV
when Series 114 circuits are used for a frequency up to
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Fig. 3

1) resolving trigger, 2) memory trigger

100-200 kHz for the pulsed power supply. The frequency

range can be greatly expanded if high speed logic systems

are used. Thus, if Series 137 circuits are used a sensitivity
of 2-3 mV is retained up to frequencies of the order of

5-8 mHz.

One of the important questions in building signal de-
modulators with PM is providing for an accurate establishment
and maintenance of the phases for the supporting oscillations
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during operation. It is possible, in using discrete methods

of treating PM signals, to increase the accuracy of establishing
the phases markedly. We will illustrate this for the demodulation
of a signal with double phase modulation (m = 2).

As we know, if we use an analog method of demodulation
the phase difference for the supporting oscillations of
the demodulator with double PM should be equal to 90°. According
to equation (10), the moments of time for the readings,
using the given discrete method of demodulation are equal
to:
in the first channel for /(=0 (¢ =T,p--T,/8;
in the second channel for (=1 ¢ =Tp—T,4--T,8.

In this case it is assumed that n = 0, i.e., the phase
ambiguity for the supporting oscillation is absent, At
= TH/4 and, in addition, the whole number p is chosen so
that the product PTy will be approximately equal to half
of the duration of the sample. Thus, the demodulation of
a signal with double phase manipulation can be accomplished
by determining the polarity of the received signal at the
moments of time which differ from one another by TH/4' In
this case, it is assumed that the demodulation in the first
and second channels is accomplished by the first and second
resolving device, respectively. 1In this case it is quite
difficult to form two pulse power supply sequences which
are shifted by exactly TH/4’ These difficulties can be
avoided by using only one device for demodulating the signals
in both channels. 1In this case a single, periodic pulse
sequence is used with a period equal to TH/4. In this case
the device gives a resolution of the polarity of the received
signal four times during the period of the carrier oscillation.
Two of them, which differ from one another by a period of
TH/4 and are determined at moments of time ty and ty should
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be used for the demodulation. The functional scheme for
a demodulator of this type is given in Fig. 4. The selection

of the resolutions is done by the commutator KOM which switches
the output of the cell BCl to the inputs to the memory cells

BC2 (A and B). The operation of the cell BCl and the commutator
is controlled by a shaping circuit for the supporting oscillation
(FSO). Since the receiving channels are separated by commutation
of the resolution, the error in forming the commutation

pulses is not reflected in the operation of the demodulator.

The precision in establishing the counting interval, which

is equal to TH/4’ is determined by the periodic sequence

for the pulses and it can be made quite high.

¥)
9 A) 5/’:2 s A
3
Bxod oMY
e 110 |l 59 1 |2 HOM. gy o 2
[T s 2l g
C eon
Fig. 4

1) input, 2) output, 3) BC1l, 4) BC2

A demodulator, such as the one described, was made
for receiving signals with double PM at a rate of 2 x 32 kbaud.
The frequency of the input PM signal is 2000 kHz. Tests
showed that the freedom from interference for the demodulator,
built on the basis of discrete logic elements, differs very
little from that for analog type demodulators. Thus, for

a probability of error of 10-4 - 10—'5

the energy losses

are 1.1 - 1.5 dB which is determined mainly by the appearance

of intersymbol interference during filtering of the PM signal.
In addition, there is no low frequency filter in the demodulator
based on discrete logic elements. It is set at the output

to the phase detector to suppress the high frequency components

which are obtained as the result of remultiplying.
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Building a Discrete Communications System for the
Transmission of Signals of Videotelephone Images

N.T. Petrovich, V.V. Pavlyuk,
E.N. IYin and V.M. Voronovich

The problems of building a discrete communications
system for transmitting videotelephone images are discussed.
Methods are selected for manipulating the carrier,
and the freedom from interference is calculated for
these transmission methods. Discrete methods with

continuous methods of modulation (AM and FM) are compared.

Communications technology in the past ten years has
been characterized by the wide use of discrete signals for
the transmission of analog (continuous) communications.
The transmission of a videotelephone image by discrete signals
has marked advantages over the traditional analogs: ability

of regeneration at the retransmission points, which limits

the accumulation of interferences, avoiding an excess image
signal which contracts the volume of transmitted information

by ten times and more, the use of highly reliable integrated

and hybrid computer elements in building a discrete communi-
cations system, flexibility of the discrete communications
system, convenience in coordinating with different communication
channels, etc.

The videotelephone signal has a top frequency of 1 mHz

and the signal/noise ratio must not be less than 30 dB.

The following methods of modulation are possible: IKM, DIKM,
and DM. For a éatisfactory perception of the image for

IKM it is sufficient to use 16 levels of quantization. Then
the rate of transmission is 8 mbits/sec and the signal/noise
ratio for quantization is 35 dB. For DIKM 8 levels of
guantization are needed and the rate of transmission is

6 mbits/sec.

220

e e —— - r. s e e [ . =




The freedom from interference for the channel is evaluated
by the degree of visual discernibility of the distortions
in the image as a function of the probability of error Pow'
For IKM (pulse code modulation), for Pow = 1074 the demodulated
image is discerned almost without distortion and for DIKM
(delta pulse code modulation) Pom = 10_4 is not sufficient
since interference is observed in the form of horizontal
bands on the received image because of the accumulation
of errors in the receiver. An acceptable image, from the
standpoint of quality, is obtained with DIKM for Pow = 10—6.
For delta modulation (DM) a wider frequency band is
needed for the transmission of videotelephone signals. It
was shown in [2] that in order to get a signal/noise ratio
of up to 40 dB the reading frequency must be twenty times
greater than the top frequency of the videosignal, i.e.,
a transmission rate of the order of 20 mbits/sec is required

for a videctelephone.

Thus, for channels with a limited energy potential
it is recommended that IKM be used and for a large energy
potential (cable or radio relay channels) DIKM should be
used. It is not expedient to use delta modulation (according
to preliminary studies) for the transmission of a videotele-
phone signal because of the relatively low efficiency although
this method of conversion is technically much simpler than
IKM and DIKM.

Experimental studies have shown that for a satisfactory
quality of the image the usual 1l6-level IKM is not sufficient
although the signal/noise ratio for the quantization exceeds
30 dB. This is due to the subjective properties for discerning
the image by people (isolation of spurious shapes). It is
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suggested that 2-4 additional pseudorandom levels be used
to avoid this negative effect. This is achieved by adding
a pseudorandom noise sequence to the image signal which

is then subtracted from the restored signal.

In communications channels with limited energy potential
the best type of manipulation is DOFM. DOFM allows the {
communications channel band to be cut in half for the same r
freedom from interference as with OFM. The optimum channel
band is equal to Il = l.5/ro = 6 mHz where TO is the duration
of the sample (10 = 2/B) and B is the rate of transmission.
The energy loss with respect to the potential freedom from
interference, due to the less than optimum filtering and
intersymbol interferences is egual to 1.5 dB. However,
the band for the communications circuit can be narrowed
to 4.4 mHz which increases the energy loss to 2.5 dB.

The potential freedom from interference for reception
of DOFM signals (delta relative frequency modulation) is

determined by the expression p,, =1—®(9), in which g¢?=P_1/N,

! =2P [NeB, P, is the signal's power, N, is the spectral density

0
of the noise, and () is the probability integral. 1

A signal/noise ratio at the input to the detector PC/P‘u =

28 (taking into account the nonideality of the filtration
and synchronization and the intersymbol interferences) is
required to prove a certain probability of error for the
reception of DOFM signals (Poux = 10_4), i.e., the ratio

of the signal's power to the spectral density of the noise
which is needed at the input to the receiver should be equal

to Pc/NO = 1.3 - 10% sec”? (for a 4.4 mHz band).

A comparison of the freedom from interference for the
transmission of a videotelephone image with IKM-DOFM and an

e
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FM analog shows that for a channel band /7 = 4.4 mHz and
a modulation index B =77/2FB -1 =1.2, the image of analogous
quality (35 dB) is achieved for a P,/N, ~2.0.108 sec-l,

> i.e., for FM the transmitter's power must be 1.5 times greater.

The power for the FM signal can be lowered 4.7 times
if the index of modulation is increased to 2.6 but in this
case the band of the communications system is increased
to 7.2 mHz.

The band of the transmitted signal must be narrowed
to the maximum extent in channels with a high energy potential
(cable and radio relay communications lines). In this case
the best method for discrete modulation is an 8-level DIKM
combined with a multilevel (8-level) single band OFM (relative
phase modulation). The communications channel band, in
this case, must be (1.1 - 1.2) mHz, i.e., the same as that
for single band AM.

The freedom from interference for the reception of

Y %t

a multilevel, one band, OFM signal is much less than that
for DOFM.

Calculations show that the value of the ratio is P./Vy=975.108
sec-l, for the required value Pou=10-8 for a limited
medium power and P, Ny=23.76-10° sec-1 for a limited peak

i power of the transmitter. The required value of the ratio
is PC/N0 = 5,3 ¢ 109 sec—l for the transmission of a video-
telephone image by means of single band AM (taking into
account the synchrosignal and the limited peak power of

the transmitter).

Thus, the interference-free transmission of image signals

with discrete signals is no worse than, and in individual cases
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it is better than, the freedom from interference for the

transmission by analog types of modulation.

In all of the calculations whose results were given
above it was assumed that the excessive signal for the image
is not avoided., If the excesses in the signal were avoided
the communications channel band can be reduced by several

times.

All of the methods for compressing the frequency spectrum
by reducing the redundancy of the videosignal image can

be divided into two main groups:

1) those which provide for the artificial decrease
in the precision of perceiving the image and which take
into account the properties of the signal's source and its

receivers.

2) those for which the precision of perceiving each
element of the image is retained but only those elements
are transmitted along the communications channel which differ

markedly from the preceding elements.

The method of adaptive quantization of the videosignal,
which takes into account the properties of human vision
which allows a coarser gquantization of the high frequency
components in the videosignal's spectrum to be used, which
is very promising, should be included in the first group.
The discharging of the code for the analog-digital converter
can be changed automatically as a function of the tracking
frequency of the new elements of the images which are fixed
by an intermediate memory. Calculation shows that for the j
majority of the videotelephone imajes the rage of transmitting
information can be lowered by no less than 3-5 times using

adaptive quantization.
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The method of differential coding of the videosignal,
which was mentioned above and which uses its interelement,
interline, and interframe correlation, is in the second
group. If the DIKM system with interelement correlation
lowers the rate of transmission Ly 2-3 bits for each reading
as compared with ordinary IKM [3], then systems which use
memory on the number of elements in a line can reduce the
rate of transmitting information by 4.5 times and systems
with a memory capacity in a single frame (of the order of
100,000 elements, Tframe - 1/25 sec) can reduce it 20-30
times. It should be noted that reducing the superfluousness
increases the efficiency of the communications channel however
it lowers its freedom from interference. Calculations and
experiments have shown that for communications channels
with a low energy potential it is expedient to use adaptive
quantization with Pou,of the order of 10_5 - 10'-6 which

gives a coefficient of compression information by 3-5 times.
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Multiposition Pick Up Systems
U V.A. Kisel’and I.P. Panfilov

: The synthesis of multiposition coherent systems
" ] with reception in a coordinated filter and with a correlation
method of reception which automatically minimize the

'; mean square error in reception for variations in the

r channel parameters for a channel with an arbitrary

i! character of the linear distortions and additive noise

% is discussed. The property of convexity was proven
' for the mean sqguare error. 7

Recently much progress has been made in the theory
for synthesizing coherent pick-up receivers for discrete
signals [1-3]. However, the synthesis of multiposition
pick-up coherent systems, which are used for reception in
coordinated filters or in the correlation method of reception, !

% have not been discussed in the literature. 1In this article

the synthesis of such systems is discussed with probing

(sond) pulses which automatically minimize the square norm

of the error matrix at the outputs of the system during

% the transmission of signals in channels with changing parameters.
[

é Pick-up systems with coordinated filters. The scheme

for a multiposition system with coordinated filters is shown :
in Fig. 1 [4] where ¢,(f) (A=1, 2, .., m). is a group of given i
working signals with the spectra 9a(0); K. (o) is a complex

transmission coefficient for the parametric channel with

o

linear distortions. RU is the resolving device, ¢;(w) (j=1.2,..m)
are complex transmission coefficients for the coordinated

filters which are realized in terms of the polynomial structure

) (w) = '2 ah Y (@) (j=1,2,..m),

vel
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where y\ (o) (v=1, 2, .., ¢; j=1, 2, .., m)~given base functions, @
are controllable parameters by means of which the required
transmission coefficient is attained for the coordinated
filters, and Nt(t) is an additive noise with the spectrum
Nrko).

7
5

C Mplw)

If a signalcpk(t) is fed to the input of the channel
we get

vl

q
ty = Do P

at the j-th output of the system at the moment of recording

to, in which

P = %5 1 (@) K (0)py(@)}4-N, (0)] e!%t dw, 1))

where E is the frequency multiple which encompasses the

spread of the signal's spectrum at the system's output.
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The system's quality will be evaluated from the square
of the norm for the error matrix at the system's outputs

Wnih=NTel =l i =

m m g 2
=6, —e=3 (Savr, -0, ) . @
kj=~t Rj=1 \v=l
where [p]' is a matrix made up of the elements Pay (R, =1, 2, .., m); {p]

is a given (standard) matrix made up of the elements ij

which must be attained at the system's outputs. Here the

' indicates averaging over the entire realizations of noise.

It is not difficult to see, by taking (1) into account,
that for fixed (@), @ (w) and K:(®) the value of [y is a
multidimensional function of the variables a!» (v=l.2-uﬂ:j¥[3&.".mL
which is convex at the bottom and which does not contain
any unresolved "dips."

We will assume that the coordinated filters are optimum
if the value of |yl is the smallest possible. The minimum
for Iyl is found from the condition

adil) = (V = l) 2; s 4, j-': i, 2, veey m) . (3)

These relationships are the starting equations for calculating
the optimum values of the coefficients o). '

The main guestion in the theory of synthesizing pick-
up systems is the selection of an algorithm which will guarantee
that we will get the global minimum for a given, useful,
function. Formally, such an algorithm can be any mathematical
algorithm for seeking the minimum for functions with many
variables. However, proceeding from the requirements that
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the technical realizaton must be simple, two of these algorithms
will be discussed here: an algorithm for consecutive optimization
{(method of cross sections) and an algorithm for the most

rapid decrease (gradient method) [5].

The method of cross sections consists in the consecutive
minimizing of the quantity Inll by alternately controlling
the coefficients ! (v=1,2, .., 4¢;j=12, .., m). To realize
this method at the outputs j =1, 2, ..., m we must include
a device which indicates the value of lnll, for example, the
circuit in Fig. 2.

A probing (sond) signal is fed into the input of the
channel Kq(w) in the form of a periodic sequence of operating
signals  @u(f), ga(f), ..., @,(¢), which are shifted by an interval

T from one another (T is chosen as greater than the duration
of each of the indicated signals and large enough so that
the statistical properties of the noise Nr(t) will appear
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after a period of time T. Electronic switches (ES) carry
out the simultaneous selection of the signals at each of

0’ t0+T, t0+2T,
t0 + (m-1)T, and as a result, we have a group of pulses
with the amplitudes Pln/' Pags Baje +es P;nj =12 .., m)

the outputs 1, 2,..., m at moments of time t

Pulses with amplitudes of i Py Pap -\ Pmy (j=1.2, ... m).
are supplied by the generator of standard pulses (GSP) which
are synchronized with these pulses at the deducting device.
The indicator (I), which is connected to the summation device's
output through the gquadratic detector QD and the integrator
indicates the value of . By varying the coefficients a0,
in sequehce, we can find the minimum reading on I, which, -
because of the convexity and the absence of "dips" is the

unconditional minimization for lnl.

For Inl (2) the following form of recording is valid
Ay

m
il =X

where j=1

m m q 2
=2 by~ )’ = 2 (E ah PX‘,’—P.,) .
k=1

kool \vami

It is obvious that for given values of V/ (@), g¢,(0) and K: (o) v,
are mutually independent functions of the variables a!/.
Therefore, the channels 1, 2,...,m can be tuned independently
and a QD, a generator, and an indicator which gives the

value °f'hj are connected at the output of each channel,

The latter indicating the minimum value of"'lj by which the

given channel is tuned.

Minimizing |ln] by the gradient method consists of a
simultaneous changing of all of the coefficients a!? (v =1jz.u,¢
and j =1, 2,...,m) respectively by values which are propor-
tional to the components of the gradient for the function HInll
and opposite to them in sign.
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The gradient for lnj is determined by the expression

g m -
grad i fl = 3 T X o,

- J=1vy=1

where A0} are the gradient's components and af). are unit

vectors with respect to the variable a?ﬂ

- alinil O e

N 30— v ! v

M) = dalh =2 ,(Pk/ == Pyy) PL,’.
v k=]

The scheme for the system with pickup using the algorithm

for the fastest decrease is shown in Fig. 3. Only the j-th
channel is shown here since all of the channels are analogous

in their construction and are tuned independently.

As in the scheme in Fig. 2, a periodic signal s(t)
is fed into the input to the channel K.(w). At the outputs
to the ES of the j-th channel pulses are obtained with amplitudes
of P and Ph- and at the outputs to the remultiplier pulses
are obtained with amplitudes of (o, —e)PY OV =12....¢ k=12 ... m).
These pulses are added up and averaged in the accumulating
devices Y and controlling signals are obtained at their
outputs with amplitudes which are proportional to A =2i m)

h=1

The controlling signals change the transmission coefficients
of the regulators a! by a value zd?i. where a is a propor-
tionality coefficient. As a result the value of Iml. is
minimized by the method of the fastest decrease. The described
minimization is unconditional, i.e., we are describing the
global minimum for |g| since'uqn is a convex function which

does not have "dips."
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Pickup systems with correlation reception. A multiposition

system with correlation reception is shown in Fig. 4 [4]
where g,(t) is the pulsed reaction for the parametric channel
with transmission coefficients K. (e); $;,(¢) (i=1,2. .., m) are
the supporting signals produced by the supporting generator

T; (j=1, 2, .., m), Each of the supporting generators is fashioned
in the form of a group of generators of the base signals
Yo () (v=1, 2, .., 9), whose outputs are switched to the
appropriate summators through the controlling attenuators
a/) Therefore, the supporting signals can be represented

in the form
q
¥ (,).._,E ad 4i(t) (J=1,2,..., m)
v |

A change in the coefficients a |’ gives the shape of the

signal which is needed ¥%;(f). .
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We get the following for the transmission of the k-th
signal ¢a () at the outputs for the integrators

q
i ) v}
oy = 3 2 Qs
veal

Q‘."}=J [fs (€) 4 N (£)] 0 () dt;

£,

t

foty= 5:&.(0) ge (¢ — 5) d8,

—o0

where E, is the multiple by which the integration is made
(specifically Et - the multiplicity of points on the segment
[0, tO]; t0 is the moment of recording). The system's quality
is evaluated in terms of the averaged square of the norm

for the error matrix at the outputs of the integrators

P TR =Tl = 3 (ﬁ‘, 0 Q) '—pz,). @

A=l

where [p]' is the matrix of the parameters being used, # [p]
is the standard matrix. The averaging is made over all
of the noise realizations.
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Equation (4) does not differ in form from (2), i.e.,
for given values of g, (¢) (k=1,2, .., m) g (1) and
10 @) (=1, 2 ... m; v=1,2, ., ¢)linll
is a function of the variables a! (v=1,2, .., ¢;j=1,2, .., m),
which is convex at the bottom and which does not have any
unresolved "dips." Therefore, the methods of cross sections
and gradients will be used to minimize [l .

In systems with correlation reception the method of

cross sections does not differ from the same method in systems

with coordinated filters and it is carried out by connecting

W

a device (Fig. 4), which determines the value of Inll. and
which has a construction analogous to the device in Fig.

2, to the outputs of the integrators.

The gradient system, which makes use of the algorithm
for the fastest decrease is shown in Fig. 5, in which, for

S S el At el i
. i

simplicity, only one, the j-th, channel is shown. The coefficients

o

ah (v=1,2, .., 9 for this system change a
value aA{p, for which

s etaien e

Olnl Q
W= s 2 (eny— pa) &)
R
(a is a proportionality coefficient. All of the system's
channels are identical in their construction and are tuned,

independently to the signal s(t).

We get pulses at the outputs for the generators with
the amplitudes Q) and p,, and pulses with amplitudes
(or; — Pa) A7 are obtained at the outputs to the re-
multiplier which are summed and averaged in the accumulators

Y being controlled by the regulators a!i (v=1,2,..,9).




The systems which were described aré adapted by means
of the test signal. This is either done in the gaps between
communications sessions or directly in the process of transmitting
information by mixing in periodic test signals with the
working signal in transmission and separating them by the

method of accumulating this signal in reception.

ey =
A i)'ET [ aewwe o
N (2! 7
i
o !
x f i X 4 |

The advantage of these systems is that they guarantee
achieving a minimum for |yl in the presence of additive

noises and for arbitrary linear distortions in the channel.
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Optimization of the Base Functions for Multibeam
Channels with Linear Distortions
I.P. Panfilov

Integral equations were found for minimizing the mean
square error in multibeam, multiposition systems for the
combined action of linear distortions and additive noise

in the channel.

Studies [1-3] were devoted to an analysis of the freedom
from interference for communication systems with multibeam
propagation of the signals in the channel. However, up to
now, the question of the synthesis of the base functions, by
which we mean the working or supporting signals and the transmission
coefficients of the coordinated filters, which would allow

the probability of error to be minimized in multiposition systems

for the combined action of multibeam propagation, linear dis-
tortions, and additive noise remains unsolved. 1In this article,

this problem is solved on the basis of the classical variation

calculations using coherent systems as the example.

Let us consider a system with a receiver in the form of
coordinated filters (Fig. 1) [l]. The following designations

are used: ®sl0) (k=1,2, ...m) is a group of working signals,

A RIS

¥ (@) (j=1,2,.., m) are complex transmission coefficients
for the coordinated filters, Krko,T) are complex transmission
coefficients for the channel with an arbitrary type of linear
distortions, N({w) is the additive noise,/u,r are transmission
coefficients which characterize the attenuation of the signal
which travels by different paths, and Atr is the delay time
of the r-th beam.

For the transmission of the k-th signal(pk(O), we get
the following at the outputs of the filters at the moment of
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reading t¥ in the presence of linear distortions in the channel

and for multibeam propagation
J‘.);' T

, 1 L
oy (6= y o) [ 36 K, (0,9 %
E z=1

Xe e | 4- N ()} 4 (o) eiF do, (1)
where E is the frequency multiple by which the modulus of the
spectra for the received signals differs from zero.

We will assume that the communications system provides

for a minimum error if pi(t") =rpy (¢ ).where py, (') are given values

at the points of reading. In the given channels the change in

the parameters and the presence of noise means that this equation
will not be fulfilled for all values of r AL w and different reali-
zations for the noise N(). We will evaluate the quality of the

system from the value of the square of the norm for the error

matrix
Bl = eg (€] = low; ()11 =
=\ @) = @)= Y {ogIF —
R, j=1 R, je=l
- ka, (&) P;, )+ P%,' (¢ } 2
(here and in the following the ' indicates averaging in terms

of T and for all realizations of the noise).




Let us solve the problem: determine the signal ,(w), which
allows ff to be minimized for given values of ¥ (w) K, (w, 7)and a4,

After the appropriate transformations taking (1) into

Cunsiueration, we get
m

| nH==:SF§, @3)
A~1
in which
P, ="S P (®) 7p (YK, (0, Q) dudR—
E
-~ 25v. (0) B, () do + D,

) L L
K, (0, Q)= _Z'l‘?g ";I B, K, (w0, ) et ‘ X

L
X [2 s, K, 2, 9 e—-“rlﬁ] 4y (@) ¥; (L) eif (2+9) } :

[i b K, (o ) e-sin g, (o) € X

r=i

B,(m)-_—_.i";z

=

X low () = o= 5 N (@) ¥ (a)er’ ]1) :
’ E

n ] M v
p=$ {pﬁ,(t‘)+-2—;jN(m) 3, ()et=r’ do X
A [=1 _ E

X [—21—3-5 N(‘“)q'](‘”)elmt' dm-—QFk}(")“ .

In order for a solution to exist for the equation which
was found, it is necessary and sufficient that PkEZ 0. It
is not difficult to see that

Py =S o F) =0 EI 120,
j=1

consequerntly, each term in the right hand side (3) is positive.
The minimum for Py is attained for [4]
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¥
k

j % (2K (0, 2)d2 — By () =0 (k=1,2,...,m), (4)

£
i.e., the optimum values ofcpk(w) for which flql is minimal
are the solution to the linear integral first order equation.
We will limit ourselves to a study of the signals Qk(w) with

finite energy, i.e.

f 93(t) dt < oo,

We will f£ind the mininum for Pk for the limitation

f A dt=—- f | 9, (©)]? do = const
—o0 E

k=12...,m). (5)

Thus, the optimum signal, taking the limitation (5) into
account, is the solution of the nonhomogeneous, integral equation

of the second order [4]:

A
o (w)+j o (@) K, (0, Q) d2 —
E

-—B,(w)=0“ k=12,..., m)), (6)

in which lk is the Lagrange multiple (*indicates complex con-

jugation).

Variation of the formulation of this problem. Let us
find the optimum transmission coefficients for the coordinated
filters ¥, (v), which minimize [yl for the case in which the
signals ?r“ﬂ and the linear distortions Kr(anzﬁ are given

and they change as a function of the parameters T and Atr.

By analogy with the foregoing, taking (1) into account
and making the appropriate transformations in (3), the minimum

Pk is reached for
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i | o @F@ - cw=o ™
th E
where
ak 1 (O it (w49 ]
- o LI - U O N
j.' f.'y = (w) = i 7\"1 X

- | S ) 1t ,
X {[z by K, (0, ) e-itm j B K@ X

L
e | @ n@+2 Tk o 9x
r=1
X e~dp= N (2) ¢f(0) + N (@) N (@)};
\C) (@) = 'ﬁz oay () €8 X

kol

G aar il

L .
X [2 b K, (0, ) e¥ieg, (@) + N (w)] :

Tl
’ Applying the following limitation totkiﬁd
i 5 | ¢5(w)| *do = const

the optimum transmission coefficient for the coordinated filter

PR W

which minimizes Jnl , taking this limitation intoc account,

R CE b i A

will satisfy the integral equation

3
H ;—’ N+ S-% (@) Fy (0, 9)dQ —C,(a) = 0. @ |
3 e

It should be pointed out that the equations (6) and (8)
that were obtained are valid for both coherent and integral

reception. If _ﬁ,hﬂ=]. in equation (6), then we will have
integral reception. If ¥ (®) " in equations (6) and (8) is
replaced by ¢,(w), then we get coherent reception [2].
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Thus, equations (6) and (8) can be used to find either the
optimum working or supporting signals or the optimum transmission
coefficients for the coordinated filters which minimize the
error in multiposition, multibeam systems for the combined

action of linear distortions and additive interferences in
the channel.
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Analysis of the Energy Losses for the Action of
Intersymbol and Interchannel Interferences in

Multichannel Systems with Phase Manipulation

Yu. F. Korobov and A.L. Federov

The freedom from interference was studied for multi-
channel, asynchronous systems with phase manipulation
for the simultaneous action of intersymbol and interchannel
interferences and a fluctuation noise. It is assumed
that the system contains transmitting and receiving filters.
The losses are given as a function of the base of the
communications system and the relative detuning between

the channels.

As a rule frequency packing of the channels is used in
satellite communications systems based on multichannel operation
with "free access." 1In this the problem arises of making the
optimum selection of the transmission bands for the channel
filters which minimize the equivalent energy losses due to
intersymbol interferences in the given channel and interchannel
interferences for neighboring channels. The optimum band is
related to the fact that the narrowing of the transmission
band for the channel filters during transmission and reception
reduces the effect of the interchannel interferences as well
as of different types of interferences which are in the signal's
spectrum but in this case the action of the intersymbol inter-

ferences increases.

We know that the best solution for the problem of separating
the channels is the use of frequency-time principle (Kinepleks
[3], MS-5 [2]) which, in the ideal case, means that for a minimum
total band we can be rid of the intersymbol and the interchannel
interferences. However, since this method requires synchronized
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. operation for all of the channels, then it is not applicable

to the given system since in real units there are energy losses
associated mainly with the incomplete use of the duration,
i.e., there are losses of the signal's sample. Because of

this the problem is solved of finding the optimum bands for
filters in systems with asynchronous channels which correspond
to a minimum for the energy losses for a coherent DFT with
frequency separation of the channels and a comparison is made

of these systems with systems with frequency-time separation

as to the efficiency for using the signal's energy and frequency
band.

Transition characteristic of a channel in a multichannel,

coherent system. In order to determine the intersymbol and

interchannel interferences we must have some knowledge of the
response at the output of the coherent detector of a given
channel to a single jump at the input of any channel filter

in the transmitter. We will assume that this is a low frequency
filter connected in the videosignal's circuit which has the
transition characteristic h(t). Then the response at the output

of the transmitter will be equal to

P

Hoep (8) = A (t) eftt+e), (1

and after it passes through the receiving band filter of the
given channel, according to the Duhamel integral it assumes
the form t

Flog (1) = f € () Fouy (¢ — ) de =

¢
=‘-5 EGR)h(t— )efn d{el(wtﬂ)' ) (2)

where 1 A
z(t)=27fk(iw)ef« do =

— 5 K (w)cos [of + % (w)] de 3)
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is the pulsed reaction of the band filter.

In the following it will be assumed that the band filter,
because of its narrow band, allows us to approximate the trans-
mission coefficients K(jo)=K(e)e#* " which are symmetrical with
respect to the mean frequency for the filter wo by the functions

K (w4 Q) = K (0~ 2)

Q) L v, 4
Yoot @) = — 4 (0, —2) "PHIEI < )

Because of this the function g(t) can be expressed in
terms of the pulsed reaction of the low frequency equivalent

filter
g ()= j K, (/) 6™ 4g, ()
2%

where K, (/?) = K, ®) e/, K, (@) = K (»,+ 2),
b () = ¥ (00 + 9. 6)

By using (4) we can write (3) in the form

g(t)= —1— f K (0, + @)cos [(0, + Q) £ 4 (0,4 Q)dQ=

wy

= 5 K, () cos [2¢ + 7, (2)] d2 cos wy .

T

[ £)

1]

Taking into account the naarrowness K, () as compared with Qq
equation (5) we can write
5 K, (Q) cos [Q¢ + b, ()] 2 cos vyt =

0

2

®

glt) =

= 2g, (f) cos wy t. @
By substituting (7) in (2), we get

. H"¢ &)= Sg. (Dhit —2) [e-ite—os 4=

0
4 e-ite’ =] dr eftmt+e),
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Since the second term in the brackets oscillates rapidly then,

finally
[
H-¢ (t) =5 & (1) A (t — -g) e—laer e e[(.“,)’ (8)

where,_Am =i—ady.

If the response (8) and a supporting oscillation equal
to 08 (%t 1 Pon), act on the inputs of the coherent detector
then at the input to the detector the response has the form

[
H (= 5 £ (A (£ — <) e~ greltetsn, ()

where lomo —lu, 177 = ¢ —'Pe.

By separating out the real part of equation (9), we will
write the voltage at the output of the coherent detector, which
corresponds to the action of an interference @=g@, ©n the

frequency as

[4
®H, (¢, Aoy)= 5g. (€) (£ — 1) cos (dagt —
0

— Amy T + 1,) d~. (10)
For precise tuning, when e, = # 8o, = Ae,’

[}

He () ==5g,-(t) R (¢ — o) cos [Aeg (£ — ) 4 1a] dT. (11)

here Yo ,=w, — @, 80, = ®, — @ Yo =Py — Pon-
We can determine the intersymbol and interchannel inter-
ferences by using the characteristics of the coherent filters
and the given formulas. For this we will discuss linear systems

whose transition characteristic has the form

Bt =1 +'fa.. ernis, -
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as the low frequency filters. Here f,=2cF,¢ 1is the normalized
time, FH is the transmission band of the FNCh; p, are the roots ;
of the corresponding transmission coefficient in the operative

form [1, 4]

M -1 )
Kipy=18p" =[]l (P—P..)] R (13)

i=1
iem

M -1
a,=[pnB (P! = [p. Il Pa—pP) ] . (14)

The transition characteristic for the low frequency equivalent
band filter can be written in an analogous way

N 3
hy (&) = l+z b, e?a's, (15) |
A=l
where ¢, = 2=F, ¢ is the normalized time, 2F, is the transmission
band of the PF (band filter), and P, is the root K,(p)=-[B,p]!
and
- N -1
by =1p. 8 (p)]™ =|p.ﬂ (p.—m)] . (16)
i=l
irn

From this the pulsed reaction is

N
gt =Hh(t)= ‘\‘:. PpbpePats, (17)

By substituting (12) and (17) in (9) we get

!

H (t,)= s‘hl'“,) h(f, — t) e=itey gz eltimyly 41 =
A
¢

," AY v N
=j [2 Pa b" e‘ﬂ"al‘m’“'*' S 2 Qe P bn/’\/

n=1 Mmelpgwl

CoelPy R idegit o @fbmy by YRR, (18)

where Ao, = Aw 2xF,, v, =30 2zF, g = 2rF,/22F, =
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P

= F,F. gnd 9 is determined by equation (14) by substituting 9P,

in place of P,-

After integrating

Pyl
H(t)—{ etrythegty — |
) n-l P.—j“ [ ’ l+
+ __JBl&____.gp—u.n__
| .z.u.-.h sr-—fm.[ o
| — e8P by |} efdsy fyt, (19)
For a signal (80, =0) for precise tuning (Ae,=y= =0), equation

(19) assumes the form

’ N
Heo ()= 14+ 2 bn e’ "+

N
+ % _Gms Pabs_ (e2n's — efPm ts). (20)
m=l A=t pll - gpll
Here the fact that h, (0) = 0 has been taken into account and,

consequently, on the basis of (12)

N
Y =it @1

A=l

Let us consider the case in which the FNCh coincides with

a low frequency equivalent of the band filter, i.e., h(t) =
hy(t). Then g=1,a, = b, and equation 20 is converted into

the form
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N
Heo (t,) = l+z b,,e'. ‘9+

N N
Z _b!_p'!_bJ_(ep.t,_ep.t.)' )
Me=lne=) Pan— Pm
in which Py = P, for m = n. Assuming that

Pyly — @Pm!
Hm _e__"__’_.._e.L_’_=t,ep, t,
Pm~Pa Pu — Pm

we can write

; ‘
1 .,
g Hco (t)=1+ z 0, (1 4 pabats) efnto 4
;'t A
} + Z Z 2 — balals (€Pn's — €2m 's). @23
m=1n=} n Pm .
- makn

Since the bands P and Py belong to the same multiple, then
the double sum can be represented in the form

Zbe p"+’"‘ Lol P oy, 24)

Mme]lnml
men

Then, by substituting (24) in (23) we
finally get

Hotth=1+ ¥ 5, (l+pnbt +

| 2 b 22 g, 25)

The response of the interference for e, =wy (i.e., when

S0, = Bug=da; : 2%F, = du,2tF, = Bu,) according to (19) is equal to

Hno (tm Aﬂ)sn) - {2| Py — jA(u.. (e pu ? — e/‘ﬂgll l) +

+ Pa— pm’—jAW"’

[}
» ot

N R

é bmpnbn le Ppily — e(pm'l‘l'lnm)l,l}elt. (26)
n=1
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The interference-free, coherent reception of DFT signals

in the presence of intersymbol, interchannel, and fluctuation

interferences. The probability of errors for each of two ortho-

gonal signals in a coherent DFT system for single reading is

determined by the expression

Pou (U)=0,5 [I — @ (Ufsy,)], 27)
where :

L 4
@ (x) = -V;Tj‘ e—m d". U= UC (t0)+ch (to) + qu(to)

is the sum of the voltages for the signal Uc(to), the inter-
symbol UMC(tO) and interchannel UMK(tO) interferences at the
moment of reading to, %= MNF,is the dispersion for the noise,

and N, is the energy spectrum of the noise at the input to

0
the PF and
Fo=—"{ K3o)d
w =7 ) KMo
is the noise band in the PF. The of the received sample

is determined as the difference

Ue(ty) = Up [Heg (t0) — He (¢ — T)]s (28)

where Um is the voltage of the nondistorted sample. The voltage
of the intersymbol interference is the sum

U.\«: (to) = Z Eu Ue (to "".k T). (29)
oy
Here §, = +1 1is a random value which takes into account

the polarity of the preceding and following samples which,
in the following, will be assumed to be equally probable and
independent. The voltage for the interchannel interferences

is found as
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L .
Un (to) =.2‘Ull! (to- Aml)o (w)

=1,

which by analogy with (28) and (29)

U (o Bm)'= § & Uy {Hog [t — &T, Au) —

Rew = 00

—Hylts (k1) T, au,]}

-

and 3o, =0, — o, is the detuning of the 1l-th channel with

respect to the given channel in a system containing L + 1 channels.

Assuming that the interchannel interference is small,

we will expand Pou}U) in a Taylor series in powers of UMK(tO):

Paa (U= 3 - UL, (19 PRWe + U @D
~ q
The probability POupust be averaged with respect to the values

of the interchannel interference. Since the system is asynchro-
nous and the interference can be considered as an energy-favorable
process, then we will average Pou}U) with respect to time.

The function UMK(t) does not contain a constant component.
Therefore, in equation (31) after averaging, only the even

powers are retained. In this case, we will limit ourselves

to the square term and we get

P (0) = Poy (U + U+ g-— P (U4 U, (39

The quantity 2 —UT can also be calculated by taking

into account two orthogonal signals in each channel

L o
1Ek=22 21 s‘K:m(“’)K,?(“’""’nl)G(‘“““’nl)d‘”.
® <,
-1 b]
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b v where Kup(w) u K, () are the moduli of the transmission coeffi-

cients for PF and FNCh and

»., G (w —m“l)-.—_ _r_[

d Uy sift (w — w,,) T2 }’ (33)

(0 — v, ) 72

iN is the one-sided energy spectrum for the PM interference with i
equally probable and independent samples of amplitude Un and “

the carrier frequency wy.

By using the transmission coefficient for the low frequency
equivalent of the PF K.(Q:) =K(wo+Q). and substituting
the new variable Q=w—w and by taking into account that the
integrand functions are positive and the narrow band nature

of the filters, we can finally write:
. L o0
2 l 2 ()
- W= | 1K@ —20) + K2@+ 20)] X
{=10

X K2(2)G(Q)de. (34)

The final expression for the probability of error is found

after additional averaging over the realizations of the inter-

symbol interference

L SICERWYSTY SV

&
-

' +3 a2 P, (Uc+ Used) ] ' (39)

- WS G

where Pi is the probability of the i-th combination of random

values of §, in (29).

Now we can determine the equivalent energy losses due

to intersymbol and interchannel interferences which occur
in the given system as compared with an ideal V.A. Kotelnikov ;
receiver. The coefficient of the energy losses © is found

from the equation
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>

¥ Pea = Pw=05|1 — ®(VIE N5, (36)

= where E=U%T/2. is the energy for each of the orthogonal

f DFT signals and N0 is the energy spectrum of the noise at the
a8 input to the band filter.

On the basis of the formulas which were found an analysis

was made of a multifrequency DFT system for the case in which

B |
p- Batterworth filters are used in it (in the transmission of

four-component FNCh with a band FH = F/2 and for receiving

four-component PF with a band F). The calculations were made

for the case in which the signal's power at the output of the

FNCh is fixed.

The dependence of © on the size of the base of the system

B = FT is shown in Fig. 1 for a number of values of the relative

detuning between neighboring channels, with respect to frequency

| Afl/T and the dependence of the minimum values of emin and

the optimum values of the base BO & which correspond to them

= 10 —10-5, determined by equation

are shown in Fig. 2 for Pow

TN

) o MR

N e,

LT T A T T T OO AN ey, Lprome e

-~




= i ﬂ“‘,,* i

(36) for = 1 (curve for<4f1T =o0 corresponds to a one channel

system, i.e., the absence of interchannel interference).

M e .5 s JAT
Fig. 2 b

We can see from Fig. 1 that the minimum loss © is rather

dull. Therefore, the selection of the base Bo and the optimum

pt 5
band is not very critical.

In the MS-5 system [2], the value \/T=1,18—142 and,
consequently, the losses due to the incomplete use of the
duration, i.e., the energy of the sample, is 0.7-1.5 dB. 1In
this system, according to Fig. 2, for the same values of.AflT
the losses are equal to 2.7 - 1.7 dB, i.e., worse by 0.2 - 2 dB.
In addition, it should be pointed out that the gain in the
MS-5 system is achieved by an expensive modification to the
apparatus.
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Evaluation of the Freedom from Interference of Communications
Systems Which Use Opposite Phase-Manipulated Signals
Under Conditions of the Action of Nonstationary Interferences

I.D. Zolotarev, B.N. Voronkov,
and A.P. Zhukov

Losses 1in signal/noise ratio at the output of a receiver
for phase-manipulated signals which includes a unit to
prevent powerful concentrations with respect to the in-
terference spectrum were studied.

The use of a phase manipulated carrier to carry information
means that the stability of the communications system can be
greatly improved form the standpoint of the action of narrow
band interferences. The unremovable part of the receiver in
these systems is the shielding unit (B2Z) for sinusoidal inter-
ferences. Since the frequencies of interferences are random,
the shape of the frequency characteristic for the BZ cannot
be predicted which, of course, lowers the freedom from static

for the reception.

} In this article an evaluation is made of the lowering

: of the freedom from interference for a receiver which consists
of an optimum filter (OF) BZ, and a resolving device which
operates on the principle of comparing polarities. The M-
sequence is used as the rule for phase manipulation of the
carrier. The information is transmitted by opposite signals.
Because of this, in calculating the freedom from interference
we must take into account not only the distortion of the envelope
of the intercorrelation function (VKF) of the signal which
passes through the Bz, but also the fine phase structure of
the VKF. This complicates the calculation of the distortions
for signals with large bases and makes it necessary to use
a computer.
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The BZ is built according to a "suboptimum" circuit

[1]. It consists of M frequency channels which divide the
signal's band into M segments. The transmission coefficient

of each of the channels Kk is set in relation to the levels

of the signal and interference in the corresponding frequency
range. For a high enough interference level the corresponding
frequency channel has a transmission coefficient equal to almost
zero. In the following we will assume that the sinusoidal
interference is completely suppressed (which is true when the
selectivity of the filter in each of the channels is sufficiently
good). In this case, a signal enters the input to the OF mixed
with "white" noise which passes through the BZ, in which case

the characteristics of the BZ are determined by the interference's

frequency.

Now let us find the response of the OF to the signal which
passes through the BZ. The complex transmission coefficient
of the BZ can be written in the following form:

Mo .
Kz (p) = E e’ ] P+ 29, ,
k=1 f=1 (r+ alp)2+wgu

where M is the number of channels in the BZ.

o 8T

e ktion ﬁ P+ 24,
VT TR LR N i

ERE o

is the transmission coefficient of the k-th channel, e *eting

is a factor determined by the circuit which controls the trans-
mission coefficients for the channels as a function of the
interference, n is the number of resonance circuits in the
channel, a,, o, are the attenuation and frequency of the

circuits in the k-th channel. The signal at the output of
the OF is

Una (B) = K 5 (P) Koo () Une (P). ()] . 4
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where U, (p) is the image of the phase-manipulated (FMn) signal
Ks3 (p) is the BZ's transmission coefficient,K,,(P) is the
transmission coefficient of the OF

As we know,  Koo(P)Un(p)=R(p), R(p) is the image of the
autocorrelation function of the FMn signal:

RP=T b [p.smmﬂ' O 0 g pm_ 'i
" P+ ol

me=0

__psin 9.4, -+ v, c08 ¢ps e -p(ll+l)~r.] ert i

CET

where N is the period for the M-sequence, bm is the value of

the grid autocorrelation function for the FMn signal, 7, is
the duration of the elementary, discrete FMn signal,

Pa= Pt MO0 Te, Inei=tsHm+1)w, %, g, is the initial phase and ©,
is the signal's carrier frequency.

By applying the method for the simplified inverse Laplace
transformation [2] to (1) we get the VFK at the output to the
OF:

N-l M
Upa () =Re [2 ba S (A ™ (1 (¢ — meg)—
m=0 A=l

o =t —m+5] ]+
+2§‘.,,{exp|(— et Jjog)(t—m)| 1 (¢ — mey) —
1=

— exp (— @y + jmy ) [£ — (m + 1) <] 1 lt—<m+|m} :

The coefficients Rmk

parts of the track's reaction. The noise's spectral density
at the output of the OF is

and ﬁ;k characterize the induced and free

N(w) = IK53 (o) KOO(‘”) |2,
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Thus, the noise at the OF's output is the sum of N realizations
of the random process. 1In the first approximation we can assume
that the shape of the correlation function for the noises in
the region of the maximum changes only slightly. Therefore, !
the correlation function for the noises which enter into the
output of the OF are determined basically by the frequency
characteristic of the B2
B(r)~—-— 3: a(w)el~doe=dR,(),

-»
where 702 is the power of the noises at the output to the
OF Rsh)ié the correlation coefficient.

The treatment of the signals in the resolution circuit
is carried out by the method of comparing the polarities in
which it is assumed that the generator of the supporting frequency
is not subjected to the effect of interference. The integration

in the resolution circuit is done in terms of time T. The
signal/noise ratio at the output of the integrator is determined
by the formula [3]:

T

1 .
T _r_ af Vs (i o (B) dt] -

h*=

where Eon(t) is the supporting oscillation
Numerical calculations were made on a computer for an

PM signal with N = 31. The number of periods in the sample
was 4. The amplitude-frequency characteristics (AChKh) of

the BZ for several types of interference interruption are shown
in Figs. 1 and 2. The principal resultant lobes for the VFK
of the signal which passes through the BZ are given, respec-

tively, in Figs. 3 and 4. The signal/noise ratio at the output
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to the resolution circuit was determined to be equal to the
duration of the sample during the integration time. The coefficients

which characterize the losses in the signal/noise ratio for

the frequency characteristics of the BZ, which are shown in
Figs. 1, and 2, are given below.

We can see from Figs. 3 and 4 that the integration time
cannot be chosen arbitrarily since the strong correlation of
the VKF of the signal, which passes through the BZ, with the
various characteristics (which is due to the nonstationary
nature of the interference) is only observed in a narrow time
zone, close to the width of the VKF of the initial M sequence.
However, the width of scattering for the VKF of the signal
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Variations

in the lLoss coef-
AChKh BZ ficient

v 1

] 0,9
I 0,12
i 0,064
) l;o..(t/fc) )
0.5

which passes through the BZ, is
determined by the value of the effec-
tive transmission band of the

latter. If it is narrower than the
signal's spectrum, then the dif-
ference between the permissible

time of integration and the

width of the VKF will be large. 1In
this case the resolving circuit

will only use a small part of the
energy of the signal.
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Study of Systems with Phase Synchronjzation with a
Finite Time for Data Collection

’
V.V. Shakhgildyan and V.A. Petrov

Linearized models are studied for systems with I and
II order phase synchronization with a switch. A study
of these systems can be used to determine the conditions
necessary for the stability of their transitional and
statistical characteristics.

Analysis of a linearized model for a system with phase

synchronization with a switch. Taking into consideration the

features of a radiopulse signal in a system with phase synchroni-
zation (FAPCh) additional elements are often introduced which
improve the efficiency of its operation. Among these are a
switch which is placed at the output of the phase detector

to switch off the action of the noise during pauses and an
extrapolator which, in the simplest case, fixes the value of

the controlling voltage during the pause. The structural scheme
for such a system when a signal with an initial frequency
detuning and an additive noise acts on it is shown in Fig.

1 for the general case.

! Oonen K(p) =

|
L
L
|
AR

Fig., 1
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The equations which describe the operation of the system
during the action of the radio pulse and during the pause [1]
can be given as

e+ K@ lcoseFE(t)] =20 L <t<tH+h (1)
P=0 — Una (/P ta+h <t <tHh+8=1t, ()

here @ is the instantaneous phase difference between the incoming
signal and that tuned by the generator, Slh is the holding

band of the system, Q, is the initial frequency difference,

K(p) is the transmission coefficient of the filter in the operative
form, g (t) is the noise received at the output of the phase
detector, h is the duration of the radio pulse, © is the duration
of the pause, tk is the moment for the beginning of the k-th

radio pulse.

In the following we will discuss the operation of a FAPCh
system with the simplest type of extrapolator

U (8); t.<t<t.+h;

3
Ulte 1) 6+ A<t < tysy- ©

Ulux = {

For small deviations in the phase difference from the
position of a stable equilibrium eguation (1) can be given
in the form

PAe + K(p) @y [(—sing) 8o +E() | =0, (4)

where;AC?is the deviation in the phase difference from the
point of stable equilibrium as determined by the expression

Po2= —arccos®,/Q,.

If the error vector x is introduced, then Equation (1)
and (2) can be written in the following matrix form ([2] if
we assume that the band for the noise at the input is much
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greater than the system's band:

dxjdt=Q xFr10(), t,<t<ty+h (5
dx/dt = Qx4+ Sx(t,+ & + r, Lth<t<tyy, (6)

where Ql and Q2 are the guadratic matrixes of the coefficients,

r is a vector associated with the external, determinant perturba-
tions, §0 (t) is white noise with a unit spectral density, £

is a vector which characterizes the intensity of the noise,

S is the matrix for the extrapolator (in the absence of a fixator
s =20).

On the basis of the solution for (5) and (6) an expression
is found for the vector of the mean value m(t) and for the
dispersion matrix D(t) in both intervals and, by substituting
one into the other we get the recurrent equations ([2].

m{tes + M)y=Am(t, +h) +C )
D(tyrs+ By =AD (t, + h) A"+ L, (8)

where
A= D, (h) D, (8): ]

C=P, (/z)fe‘?'t dwr + {1 — D, (A)] m(0); (10)

L = D, (o) — D, (1) D (o) d’f(/’); (1)
Pi{ty=e ¢ (12)

is a pulsed transition matrix for equation [5],
[§

Dy(t) = W 4 " eQ@deS 13
H
is the pulsed transition matrix for equation (6), I is a unit
matrix, (...)T is a transposed matrix, miew) D1 {(0) are stationary
values of the vector of mathematical expectation and the dis-

persion matrix determined from equation (5) {21
m(co)=— Q'r; - (4
Q: D, () 4 Dy () G+ B =0 (15)
Here B=tif.
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By solving (7) and (8) in terms of induction with k — <
we can find stationary solutions which occur when the intrinsic

numbers 11,...,Kn of the matrix satisfy the condition [3, 4]
Iy <t (16)

In this case, the stationary values of the mean value

and of the dispersion at the end of the pulse have the form
[2]

mh = (I — A)-! C;
DM =AD@EMA 4 L. an

For a II order system the characteristic equation for
the matrix A has the form

a4 B, h+ By =0,

where Bi=—SpA; By=detA; SpA is the track of the matrix A.

By using the algebraic criteria [2], the conditions for

the stability of a second order system can be written as

1—8,
—_— >0,
1+ B,+ B,
‘+B°-“B‘;>0.
1 + B, + By

(18)

We will use this method in application to concrete systems
with phase synchronization with a switch.

FAPCh system of the I order with a switch. The equations
which describe the operation of the system during the action
of a pulse and during a pause have the form
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5 E‘
!
e 7 : :
} A= — 2 [(— sinpyg) o +E()): LSt 4B (19)
=2, f.+ll<t<t..“. (20)
{f In the absence of noise their solutions at the end of
L the pulse and of the pause are the expressions:
'
Ag G+ =Py (h) Ag (L) (21)
? [l
Ag(tasr) = Py (0) 89 (ta 4 h) +r ; e%ds, (22
where D, (h) = e Wt =e ~OiTmR (23)
D, (0) =eW=|; (24)
A= D, (h) D, (8) = D (h); (25)
Qi = — 2y (— sin ¢n);
- Q:=0;
3 0
i r—-lQ"". (26)
ﬁ
! By finding the recurrent relationships from (21) and (22) 1
i ' and solving them in terms of the induction, we get expressions
‘ which can be used to determine the stationary values of the
; phase difference at the end (8¢) and at the beginning (4¢{)
' of the pulse;
- —sing, 1
ACPM) _ Q“ee ﬂy( Poalt : ]
. cT l —e —Qy(—slnvo,)ll
1@ =13 42,8, @)

The relationships (27) are valid for values of 2.6, which
satisfy the conditions of linearization.

Let us calculate the value of the stationary dispersion D:
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D= AT DM+ L, (28)
where
L= D, () (1 — @2(h)). (29)
The stationary value of the dispersion in the continuous system
has the form

B G, 2?
2 . (30
D)=~ gq TaTE g (S s

where G0 is the spectral density of the incoming noise at a

zero frequency, U is the amplitude of the input signal.
ar

By substituting (23), (25), and (30) in (29) and (28)

we get
DW= D (), (31)
which coincides with the results found in ([2].

FAPCh of the I order with a switch and fixing element
(FE) . The equations which describe the work for such a system

without noise have the following form:

(32)

dg= -Q (—sinpp) 8% fp LIt + A
(33)

Aoe=239(y +hy ty+h Tt < tenr

By carrying out the operations analogous to the case of
a I order FAPCh with a key, we get the condition for the stability

of the system in the following form:

e“‘,-“"‘ M — b2y (—singg) | L. @34
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- For the presence of noise the dispersion in the phase
error in this system will be equal to infinity (additive "white"
noise). In such systems only the inertia of the fixator need ]
be taken into account or the additive noise can be considered

like filtered out "white" noise.

FAPCh of the II order with a proportionally integrating

filter (PIF) with a switch and fixing element at its output.

The eguations which describe the opeation of a system in the

absence of noise during the pulse and the pause can be written

as
1
,é,—-x-p h
. - 35
x2=._._"_x‘__l_-.*‘_'f_m_r‘x2;tk<t<t~+h; ( )
. y e 3
{Jf,—-xz(.“"‘ )’ (36)
x2=0: t‘+h<t\<tk+l-
Here Ag=x; xf=A¢ K=Qy (—sin@oz); M T) — is a parameter of the
filter.

¢ In this case, the matrix form for the recording (5) and
(6) correspond to

0 1
Q=l &« _1+xkmTy|.
7, T, '
Q=0 r=0; S="Olu (37)

00

On the basis of (37) we can determine the pulsed, transition
matrixes ¢, (h) and ®,(8) and also the matrix A= (M P2(9).
Fiurther, by finding the expressions for Bo and Bl we can calculate,
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on the basis of (18) the region for the stability of the given
system. As an example the results of calculating the stability
of the system for different values of the duty factor C = T/h

and for the parameter of the system m = 0.2 are given in Fig. 2.

As for the dispersion in the phase error, as in the preceding

case, it will be equal to infinity.

FAPCh of the II order with a PIF and a switch for which
capacitance of the PIF acts as a fixing element. The equations
which describe the operation of the system during the pulse

and tlte. pause can be written as

X=—-m Qy (— singoy) Xy + X3 — m V' Ny &0 (¢);

L, <t S h;
* «t 39)

. e 1 — A
X, = — Ty- (1—m)x, — T x,-*ng‘m—)]/NoE“(t);

1 1

1 .
X, (Ey + H); ¢ h < H
= 2 (Ey + A) £+ t < tast (39)

.*2=0,

where '
—m
Twp+1
. 1—m
X 8y (— sin ggy) X, — 7 Noko(e);

t
N0 is the coefficient which characterizes the intensity of

Xy =Ag; xp=—

the noise. By introducing +={/T); xs=x;T,, equations (38) and
(39) can be written in the matrix form (5) and (6)

a-lzams S amo

1
o
S=ﬂ l—m
0 0

S
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On the basis of (40) we can determine the pulsed, transition
matrices ‘¢, (h/T;), P2(8/T))  and the matrix A which allows us
to calculate the range of stability for the system.

We can show that as a result of the calculation, the expres-
sions being sought for BO and By, which determine the stability
of the system, will coincide with analogous expressions for

B. and Bl in the preceding case.

0

Thus, the stability of the FAPCh system with a PIF and
a switch does not depend on the fixed coordinate.

To calculate the dispersion in the phase error it is necessary
to determine the correlation matrix B{15) and also the matrices

Dl«») (15) and L (11). Then, by solving equation (17), we
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can determine the matrix for the stationary dispersion at the

end of the pulse D(h). The matrix for the stationary dispersion

(0)

at the beginning of the pulse D can be found from the expression

DO — \ )Dm ¢.2( 7 ) @)

It should be pointed out that the calculation of the value
for the stationary dispersion can be done more simply in numerical
form by working with numerical matrices. The dependence of
the relative stationary dispersion in the phase error at the
end of the pause (value of the dispersion in a system with
a switch, referred to the dispersion for a continuous system)
on the duty factor (C) and for a system with the parameters
m=02;, TT=10; Ny= G, 9§/U31=0»|.. For m = 0 and C = 25 the results

which were found coincide with the results in [2].
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Study of Digital Systems for the Automatic Phase Tuning
of the Frequency

L.N. Belyustina, V.N.Belykh,
V.P. Maksakov, I.B. Petyashin,
and V.K. Perfilov

The derivation of the equéfions which describe the
operation of a system is given. The stability and operating

conditions are studied taking into account the presence

of direct synchronization. The results are given of an

experimental study of the given system. i

In this work, a system with automatic phase tuning of
the frequency (FAPCh) is studied with a discrete filter (DF)
of the low frequencies taking into account the direct synchro- t 4
nization of the tuning generator (PG) with the standard generator
(FG) (capture phenomenon). The structural scheme for such

a system is shown in Fig. 1. The use of DF (Fig. 2) in the

feedback circuit of the FAPCh was suggested in [1l] and is due

to the necessity of remembering the controlling voltage in

the absence of a standard signal [2].

A mathematical model is set up by means of which the de-
pendence of the capture band is determined on the parameters,
the nature of the synchronous conditions, and the effect of

direct synchronization with

S 3 the standard generator on them.
r;b_ O i An experimental study was made
A T of the synchronous conditions ;
z > J@ » 43 and of the system's capture
bands. |
Fig. 1
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Mathematical model. We will describe the given DF [3].

Let us assume that the zero element (NO) of the filter which
controls the vents for the positive K, and negative K_ channels
in the reverse counter (RS) has a part-constant characteristic
of the type

1 for x> x,
R(x) =1 —1 for xl—ux,, n
0 forix| < x.

Then, as the signal of uncoordination x = V-U passes through
the boundary |x|= Xq the time between two neighboring transitions
t. and t, can be written in the form

i i+l

Rt)=n(t)+ R(x)E(t #) @
e, )= | -] = [4
where P / 7 (the brackets indicate the whole
or part of the number l==‘ . (3)

T

and n(t;) is the state of RS for x(tg =|x0\. The value of
n(ti) in (2) at the following moment of switching the NO
(t = ti*l) is determined by the recurrent relationship

n(ts)=n)+RX(ENEE+n t). xExd =X | (4)
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At the output the code-analog converter (K - A) forms a constant
voltage U = n(t)8 , for which the voltage at the output for
the DF has the form

U=[r@t)+REW)EE ty]3. ©)

According to [4], if the direct action of the standard
on it is taken into account, the equation for the tuning generator
can be written in the form

de/dt + Qsing + SU=9,, (6)

whereS)0 is the range of capturing the PG by the standard,.ﬂH
is the initial detuning, and ¢ is the current phase difference
of the standard and the PG.

Because of (5), upon introducing the new parameters
Q,=SE, 1=92,/2. m=3/E, 2,/2 =8, Ql=h(E=maxy) and the dimen-

sionless time Tt=Q,¢ equation (6) is converted to

do : ; /[ 3
o =1—asmv-{n(v,)TR<x).\[7] - [—h—])}m )
As a result we find that the given system is described by a

sequence of equations (7) determined in the range 7t —1,4,,
where

| for > 14+ H— (14+P)sine=1+(9),
R (x) = [ —1 for <1 —H—(0+Psine=/-().
0 for f-(9) < ¢ <f+(e) H=x/E. (8)

. Because of the periodicity with respect to & the boundaries
f+, f. and the right hand side in (7) will be considered as
a system of equations (7) (8) on the phase cylinder (v.@ayy'
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Let us designate a region on the cylinder (¢, y) in which R(x)
is constant through /T.:9>f,(e), N-:9<f (gyand fly:f- (P <1s(9).

If the point which is formed is within tne 1imits of one of
the regions /7+’0 in the period of time between two neighboring
measured pulses h, equation (7) has the form

de/d<=r —@ sing, r=const. 9)

This equation forms a group of integral curves on the cylinder
(q, y). For different values of ri€(— o, ) along which the
movement for the time t occurs. According to (7) at the moment
the alternate pulse arrives the point which was expressed in
the area [7,(/1.) completes its jump on the cylinder downwards
(upwards) by a value m, i.e., it is converted into the integral
curve (9) with r = r-m(r+m) and moves along this curve until

the following pulse arrives. In the region of no, the point
which appears moves along one of the curves in the group (9)

since at ITOR(x) = 0 the right hand side of (7) does not change

either at the moment the pulses arrive.

This character for the movement on a cylinder can be used
to reduce the problem to the study of a point representation
of the cylinder on itself generated by the systems of equations
(7) and (8). Let q=®&(t . @) be the solution to equation
(9) which satisfies the initial condition ¢y =®(0, 7, ), when
the point representation T, which relates any point M with
the coordinates ¢, y at the moment of time 7= ph with the
following M(g,y) at the moment of time 7 = (p+1)h has the

[$=¢(h,r,,), "~ (y+Bsime, Meno,]

form

-

: r={y— inp, M€IT,,
y=r—@sin®(h, r, 9), y—m-+psing, MEIT.

y+m--Bsinp, ME/I_.
(10

In this way a mathematical model for the system is found

SA5 Y AR

in the form of a spliced point representation (10) of the cylinder
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upon itself. When P = 0, i.e., when there is no direct synchroni-

zation, the form of the representation T is greatly simplified.
In this case D 7, g)=rt+go and the respresentation
(10) is converted into the form

rp{y=y_m for ME/L;

r;{;=*+“+””“ for MEM.; (11)

y=y+m
T,,:‘Z=¢+yh' for M€,
y=y

Stationary conditions. According to the given model,
the movement in a FAPCh system with DF is determined by the
discrete trajectories in the representation (10), i.e., by
the sequence of points MO, Mi=TMe,. .. Mk. = 10 M, When the
integral is used

t+C=S——‘i’£_——‘=
r—@ sin ¢

Ty retg r:gzﬂ.S';;q? for r1>#,
r —-.1 ' r: — 2

1 n rtg05¢—B— (@ —r3)'? for <,
(32 -r)r  rtg05¢0—84-(32—r%)2

Either the k=periodic, i.e., cycles which consist of such
k point M. Mz,..., Mk from which the equality TkMi = Mi holds
for every M, or the quasiperiodic trajectories for each point
of which Mj the inequality| ™ M,—M,| <t holds correspond to
stationary conditions.
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The condition which is determined by the periodic or quasi-
periodic discrete trajectories Mi(e, vy, for which the
inequality

max iy - | <al2w max | y =y <b (12)

holds for their points is taken as a condition for synchronization
of the FAPCh system with DF., All of the remaining stationary
trajectories will be assumed to determine the asychionous
conditions for the beat. It is apparent that among these are

the trajectories which satlsfy the inequality

a<max) ¢ —¢/| < 2% (13)

and which determine beats of the I type (oscillation type)
and trajectories which do not satisfy (12) and (13) which determine
beats of the II type (rotational type).

In this case the capture band is the range of changes
in the initial detuning Y within the limits of which the
synchronous conditions are established for almost any conditions.

When the determination of the synchronized conditions (12)

is introduced the capture band depends on the coefficients

a and b, If the limitation (12) is not needed the "expanded"
capture band for a = 2 7 must be kept in mind.

Let us consider what types of concrete stationary conditions
which are realized in a FAPCh system with a DF.

1. When there is no direct synchronization (B = 0), each
! T , and T
has a group of integral curves L+, L_, and LO of the type

of the representations which enter into (1l1), T 0




2 KRG vR>

o

PR

k m \?
Ly 9=Cy — [y B,
voR=t 2m(" 2)
h m \?
L_ =C_+4 — =
? +2m(y+2).

Ly: y=C,
in which C,» C_, and C, are constants. It follows from this
that the representations T, and T_ do not have stationary points
and periodic trajectories and the representation T0 has two
segments A(y=0, < /2, 9€ Ty and B(y'=0._q>>1t/2. € 1T)
for the stationary points on which the point of the spliced
representation which is expressed (11) can only fall within
the exclusively initial conditions, viz., Yu =fm (k is an
integer). Thus, the basic stationary conditions in the system
are determined by periodic (or quasiperiodic) trajectories
whose every point is~sta§}onary witb respect to the represen-
tations of the type T= []THTH T4 . The trajectories which
determine the stationary'"londitions on the part of the cylinder
¢, y for different values of the parameters, which were found
on a computer are shown in Fig. 3. Fig. 3, a and b, 1illustrate
the periodic trajectories and Flg, 3¢, illustrates the quasi-
periodic trajectory (with an accuracy of g = 10_7). The sequency of
the trajectory points is numbered. The action of the representation
To on the straight lines y = const in the areas between the wavy
lines. is not shown in the figures. The oscillograms of the same
stationary process (dependence of the DF's output on U(t) which
corresponds to synchronized conditions and which were found
experimentally for three different intervals of time are shown in
Fig. 4 a, b, ¢c. We can see from these figures that the sequency
of representations T+TOT_ for either a periodic trajectory with
a large period or a quasiperiodic trajectory corresponds to such

a complicated condition.
2. When direct synchronization is taken into account,

i.e., forg> o, the mathematical model for the system is the
representation (10). The coefficient‘p in (10), which determines
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1) iteration

the capture of the PG by the standard generator, is assumed

to be small since usually 2, 2, For B«

the character of the movement for the points in the representation
(10) remains the same as for representation (1ll) except for

the one singularity which appears in this case. It consists

of the fact that the segment A, for representation (10) becomes
the asymptotically stable segment for the stationary points

and the segment B becomes the unstable segment for the stationary
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1‘!
* (4
) T points. Thus, for £ # 0, in contrast
f' m f ] to (11) precise synchronization,
) ¢ which is determined by the stable

) Y a segment A, is not exclusive and is
T T ) realized for the initial conditions
+ for their region of attraction of
- ¢ the segment A, regardless of their
2 1Y

of the appearance of a region of

_ﬂ
o

b multiple of the number m. Because
1'

attraction for segment A as B is

o T’"’W]‘l"'
LT

,”L___Llll,LA increased from zero at first part
<

oy

of the periodic trajectories and
Fig. 4 then, possibly, all of the periodic
trajectories (for example of B = 1)
disappear. Thus, for small values of)ﬁ the stationary conditions
of synchronism are determined by the stable segment for the
stationary points A and by the periodic movements which "capture"
it and for large values of @ they are determined possibly,

by a single segment A.

£ A g gl
2o dllctR

The complex form of the representation (10) makes its
f gualitative study difficult but it does not prevent its being
- ? studied on a computer.

In conclusion, let us consider the operation of the system
under conditions of memory [2], i.2., when the cyclic pulses

are switched off when the incoming signal arrives. Let the

ek G

system be under synchronized conditions when the cyclic pulses

are switched off. This means that the point which is represented

in this case is either on the segment A or it is moving rota-
tionally in the area A¢<a, Ay<b, determined by the inequalities
(12). When the cyclic pulses are switched off for a time A7

the function & (t, ti) in (12) does not change and, consequently,
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the system during the period of time A7Y is described in the
region Tﬁ and /7_ by the same equations as in the ration n%.

Thus, if the point which is represented is on the segment
A then the system during the time of disconnection AY remains
in the same position and if it is rotating then in the period
of time AY the point which is represented can move along ¢ by
a maximum value of bAY. When the cyclic pulses are switched
on the movement in the system is described by the representation

(10) and their disconnection is the same as changing the initial

conditions with respect to @ by a value which does not exceed

bAq).
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Rir { Efficiency of Systems for Transmitting Discrete Signals
V.L. Banket

b 1 The efficiency of using the frequency bands and signal's k
j power for systems for the transmission of discrete signals
3 is studied. Maximum values are given for the efficiency

3 index for systems with binary and multilevel signals.

;1 The results of the calculations of the efficiency of systems
which are used in practice are compared with the maximum
values calculated for the ideal system.

vé As systems for the transmission of signals through satellite
?} relays were developed, the increase in the efficiency for the
transmission of discrete communications along channels with

constant parameters and fluctuation interference has again

: acquired added significance. In the first stage for the development
: of such systems particular attention was given to the energy
indices. However, even now, the economical use of the frequency

band of the satellite trunk becomes more and more important.
The systems which are in use today are built, mainly, on a
basis of signals which are simple in shape and which have rather

S

low efficiency indices. However, with the development of circuitry
and micro-electronics it is possible to convert to systems

with more complex signals which give higher efficiency indices.

The efficiency of a system for the transmission of discrete
communications was studied in [1-4]. The following Iindices

have been used most widely:

ne=RIC (1) '?

is the efficiency of using the transmitting capacity of the
channel C, R is the rate of transmission of the communications

up the channel,
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p==L_li__ 2
lPe/NO
is the efficiency of using the power of the signal Pc' transmitted
on a background of fluctuation noise with an even spectral

desnity NO’

R 3
1= F

is the efficiency of using the frequency band of the channel F.

The index

where q = P/NOF is the signal/noise ratio measured in the channel's
band F.

Systems can be compared in their efficiency by analyzing
the individual indices, however, the most complete comparison
is that made by using the Y diagram in which the individual
systems are represented in the form of points (Fig. 1l). The
representation of the system in the coordinates B and Y is
the more convenient because the dependence‘p = f (W) can be
found for an ideal system on the basis of the most general
relationships of information theory.

The transmission capacity of a channel for the action
of "white" noise is equal [5] to

C=Flogy(l +q). )
By assuming, for an ideal system that C = R and by using

equations (2) and (3), it is not difficult to find the dependence
(Fig. 1)
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which satisfy the requirements
Systems which are in the II and IV quadrants

15

Fig. 2

values are in the region below this curve.
the same signal/noise ratio, q, are shown by the sloped straight
lines. In the usual case the diagram can be used for a quick
evaluation of the possibilities of various systems. For example,
for given transmission rates R*, the frequency band for the
channel F* and the signal/noise ratio g* for the entire range
can be divided into four gquadrants. Systems
and Y>Y% are in the

6>6*

1) Ideal system, 2) orthogonal, 3) biorthogonal

Real systems with the indexes g and N less than the maximum

The lines with

do not satisfy the requirements for @ and Y , respectively,
and systems in the III quadrant do not satisfy either of these

indices.

function (6) is

The curve in Figqg.
the B efficiency by the 7 efficiency.

to be nonequivalent. 1In Fig. 2 the curve for the derivative

1 shows that it is possible to replace
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is shown by the dotted line. It follows from this curve that
for small values of ¥ the exchange conditions are the best.

A reduction in the B efficiency can give as high a Y efficiency
as desired. However, reducing Y does not give as great an
increase in B as desired since, from equation (6) it follows
that lgr: B =1/In2.

The range for the existence of possible systems for the
transmission of communications can conditionally be divided
into two parts: systems with a high § (but smally ) and, vice
versa, systems with a high Y (and a correspondingly lowp).
Systems in which the energy indices are most important and
in the second - those for which the frequency band is most

important.

It should be pointed out that representing real communication
transmission systems by means of the IP? diagram is approximate.
The freedom of the system from static, and consequently, the
P efficiency, in the majority of cases can be determined ac-
curately only if the linear distortion of the signal, introduced
by the limitation of the communications channel's band, are
not taken into account. Thus, the position of the point being
represented for a given system along the vertical (p-axis)
can be placed accurately but without taking into account the
values of Y. A limitation on the band results in distortions
of the signals and it decreases‘p. This reduction is the
greater the lower the band frequency which is used for a given
rate R, i.e., the larger the value of J. In this case a typical
movement of the point being represented for a real system will

be like that shown in Fig. 1 by the arrow.
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It is usually assumed that the transmitted communication
occupies a frequency band F and is transmitted in the time
T. Hawever, the aoncept of a freguency band, in contrast

to other indexes, cannot always be found accurately. The distortion
of the signal is determined to a large extent by the type of
transmission coefficient for the track also. For precise calcu-
lations it is better to assume that a certain number of independent
coordinates (readings) N are removed for transmission [7] which,

in turn, can be determined from the track's transmission index

N=kFT. ®

The coefficient k depends on the characteristic of the
transmission track and its shows what number of readings can
be had in a unit of the band in a unit of time. Then the number
of readings, used to transmit for a unit of time is

D=RF, (9)
and the total number of readings is N = DT.
Let us designate the specific rate of transmission as

RN = R/D, i.e., the amount of information in one reading in
a unit of time. 1In this case the efficiency index will have

the form
m=RD|DC=R,iC\=mny, (10
where CN = C/D is the specific transmitting capacity of the
channel,
A= PjN., =R;>'CDN°= 13,:?71\/o =B,
where EN = Pc/D is the energy of the signal which is received

in one reading,
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.{__T-:_-TF_—:RNk:TNk. (12)

In this case the formula for the transmitting capacity of the
ideal communications system for N = 2FT has the form [6]:

L ogs (142
Chn= 5 logs (|+ N, ). (13)

from which we can readily find the expression for the efficiency
PN'="21!/_2"N.'_‘; The dependence Pwv=fll#) is shown in Fig. 2
(curve “a").

In terms of the geometric theory of signals, a system
which has the transmission capacity (13) is characterized by
the optimum distribution of the signal points within a certain
spherical volume (optimum packing of the signal range). Therefore, ;
any real methods for packing the signal range have a lower )
efficiency and are represented by points which lie beneath
the curve v =f(1n).

The maximum efficiency of systems in which certain limitations
are placed on the method of building the signals is of interest.
For example, in practice, systems are widely used with binary
signals (binary sequences). In this case, the evaluation of
the average probability of error has the form [6]

Pa<z®acaw , (4
where Ro=1—log, (1 4- e—ZwiNs),

From (1l4) we get the expression for the efficiency

By = =1~ /In (-7 —~1), (15)
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The curve Pn =f(‘l~)4 is shown in Fig. 2 (curve “"b"). We
can see that the limitation of the transmitted signals to only
binary sequences greatly contracts the possibilities of the
system. In this case, the maximum value of Y is 1.

The use of binary sequences corresponds to a surface packing
of the signal range in a sphere of fixed radius. The band
readings can only be used better for transmission methods which
allow the information load on each reading of the signal to
be increased without increasing the number of readings in the
initial band. The method for the amplitude modulation of the
readings, which gives the optimum placement of the signal range
on spheres of ever increasing diameter with a common center,
is such a method. In this case the transmission is carried
out by multilevel sequences and the signals have different
energies. An expression was given in [6] for the coefficient

for such signals

+—;—log,[%(l+1/l+(f—v'i-) ] (16)

The values of the points on the curve iBy-=f(18) which are
found from equation {(16) are shown in Fig. 2 (curve "c').

It follows from this diagram that the number of transmission
levels which it is expedient to use is a function of g. Specifi-
cally, for g £ 2 the conversion from binary to multilevel trans-
mission does not increase the efficiency of the system.

Often orthogonal, biorthogonal, simplex, disimplex, and
other signals are used for the transmission of discrate communi-

cations.
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The probability of error for orthogonal signals [6] is

En
2in 2N,

Poe < exp[ — N2 ( -Ru)] . an

from which it is easy to get the following condition for the
efficiency

o e S g o S i
.

Bv < 1/2:In 2. (18)

On the other hand, the number of orthogonal signals M
cannot exceed the number of readings N(M<N), i.e., the maximum
value of the efficiency of using the readings will be

15 <log; NiN, (19)

where ¥ 0.5 for N = 2, v -0 for N-=o. For biorthogonal
signals qlqsl. These two conditions determine the range of
positions for systems with orthogonal (or biorthogonal) signals.

.. 2 s O IR WIS /8 Rk o -+

23 s ad A

e

The limiting curves are shown in Fig. 2 which determine

st

the range of the positions for signals with different properties.
% The singularity of these curves 1is that they are set up for
systems in which the probability of error can be reduced to
as low a value as desired by increasing N. It is characteristic
that for N —o the packing of the signal range approaches
the ideal value.

Real systems are characterized by a finite value of N
and a finite value of P,, . This results in a nonoptimum
placement of the signal range (nonoptimum packing) and to a
reduction of the efficiency index as compared with the ideal
value.

The results of calculations of the efficiency for different
systems with a different number of positions for the signal
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are shown in Fig. 2. The calculations were made of Py, = 10 7,

We can see that the signal systems which are used in practice
have a relatively low efficiency as compared with the ideal

efficiency.
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Selection of Filters for Systems with Phase Modulation
P.V. Ivashckenko

The parameters were found for the optimum filters
for systems with phase manipulation and a band-limited
channel. A method is described for calculating the energy
losses for using other than optimum filters.

We know that in the case of a double channel the greatest

freedom from interference is provided by opposing signals:

s2(8) =—s1(¢8).

In view of the complexity of controlling a multichannel
system with synchronized channels, systems with independent

channels are often used in practice. 1In this case, the channels
can be separated by using filters which limit the signals'
spectra. The communications channel, in this case has the

form shown in Fig. 1.

x
oy w9 0

V) revedaouedmepedarouud | unwa | pliiouemmondlg) py | 1PUHEMTEMOE
avdwerue | PUnemp claszu @unermrp covbugerue

nomexu 1)

Fig. 1

1) transmitted communication, 2) transmitting filter, 3) line
of communication, 4) receiving filter, 5) RU, 6) received
communication, 7) interference

The transmitting filter is stimulated by a sequence of

§ -pulses of different polarity which correspond to the symbols

of the transmitted communication and which follow one another
at intervals of time At. The signal is a pulsed response of
the filter and the signal's spectrum is completely determined
by the filter's parameters.

Se)= Kl‘lcp (j ). )
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The response for a decrease in the interference-free nature
of the reception are:
1) Lack of coordination between the receiving filter and
the signal which means that the maximum signal/noise ratio
cannot be attained at the moment of reading at the input to
the resolving device (RU).
2) The presence of intersymbol interference at the moment
of time for reading at the input to the RU.
3) The presence of intermediate interferences from neighboring
channels.

The effect of these reasons is determined by the characteristics
of the transmitting and receiving filters. Moreover, there
are a number of factors which lower the freedom from interference
which either depend only slightly or not at. all on the filters:
fluctuations in the moments of sustaining the resolution, lack

of precision for the RU because of the finite resolving capacity

At

and the dynamic range, inaccuracy of the phase for the supporting
oscillation in the demodulator in transmitting the signals 1
along the radio channel.

In this work the effect of the first group of reasons
was studied on the value of the energy losses in a communications

system,

Further, by assuming that the radio signals are narrow
band, we will use the signal's envelope, and the spectra of %
the envelopes and the low frequency equivalent circuits.

Let Ku(jo) be the transmission coefficient of the receiving
filter, K,(jo})- be the transmission coefficient of the line

of communications, N(®) be the energy spectrum of the interference
at the input of the receiving filter.
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The signal's spectrum at the input to the RU is
Sey (/ @) = Kuep (/ #) Ky U @) Kup (] o). 2

The condition for maximizing the signal/interference ratio
at the input to the RU is [1]

K =2 02 )o.f 02 et @

where to is the delay selected from the conditions for realizing

Kap (fo).

In the absence of intersymbol interference the voltage
at the input to the RU must have the form

b(kAt)= l"°’ k=0, (4)

0, k+0,k=+1+2 ..

Here the moment which corresponds to the maximum value
for b(t) is taken at the beginning of the reading which does

not lower the general nature of the discussion.

It was shown in [2, 3] that the function of the type (4)
corresponds to the Nyquist spectrum. Consequently, the Nyquist
spectrum must also hold at the input to the RU Spy (jo). A compari-
son of equations (2) and (3) shows that the spectrum Sey (jo)
is additive and according to [2]

Spy (o -} 0) 4 Spy (v, — ©) = const,

where  oc=a/M;w is the current frequency.

The phase characteristics of the filters can be arbitrary
to a certain »xtent - it is sufficient that the following equality
be fulfilled

Pnp (“’) =— [?ncp (m) + Pa ((I))l + o tO'
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We can write the following for the moduli of the filter's
transmission coefficients, on the basis of equations (2) and
(3). | Kop U ®) | =V Spy @)/N (o) ,

| Knep (1 0) | =V Sey (@) N ()] | K, (fw) | .

In the specific case of an even spectrum the interferences
N{w) = N0 and Kl(jw) = Kw, are determined with an accuracy
up to the constant multiple of the AChKh filters

| KU | =1 KU | =V @ . O

Three specific cases for the case of a Nyquist spectrum
are given in Fig. 2. Spy (@) should be selected in the form
of AChKh of the ideal FNCh (Fig. 2a) to get a high efficiency
when using the frequency band.

Sy () S
7 7

In this case, the frequency fc is equal to the channel band
F and the coefficient of using the frequency band ¥ = 2 dB
units/Hz. For an obliguely symmetrical slope for the Nyquist

amplitude spectrum Y < 2 dB units/Hz (Fig. 2b). If the condition

fc<f:3 is fulfilled in the system then, as was shown in [3],
the Nyquist amplitude spectrum should have the shape given
in Fig. 2c. This type of spectrum allows us to maximize b

0
at the moment of reading for a fixed signal energy.
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Circuits which give the spectrum shown in Fig. 2 can only
be built with a finite degree of accuracy. 1In this case con-
dition (4) is not obeyed and at the moment of time of the reading
the voltage for the intersymbol interference from the preceding
and following symbols exists at the input to the RU and the
wanted voltage of the signal does not reach its maximum value i
because the receiving filter is not coordinated with the signal.

.

b sk

3 If the receiving filter is coordinated with the signal ;
;} then the ratio for the maximum voltage at the output to the

9 filter UM to the effective voltage for the noise cju is determined
by the known equation [1]

((vau.:’w)z = 2 E/NO'

MaKkc

where E is th signal's energy at the input to the filter.

e RPN

According to Parseval's theorem

E=LliS0w1do
T®

0

Taking equation (1) into account we find the signal's energy

L

E= (ﬂ.o'/ﬂ’

where . - is the effective band for the receiving filter.

In the usual case

U\? us
("—m T Nowyg/2%’

where wea+ is the effective band of the receiving filter and
the energy losses

(Un/ow Maxe Wodt Dog2 (©)
Udeal® = =0 -

0=
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The value of UM can be found from the response of the

receiving filter.

Interference-free coherent reception under condition with
intersymbol interference in receiving the i-th combination
is determined by the probability of error

p“_.,.v(_‘_j-_j;‘f_-&), @)
where
—_ 1 Te-rme
V(x)_.Vﬁ§§ dt

a
is the integral for the probability, ‘““==28540(1At}‘ is

the total voltage of the interfering respo;ées at the input

to the RU at the moment of reading, € = %1 are the interfering
responses which are taken into account (preceding and following)
for the reception of the i-th combination, and n is the number

of responses which are taken into account.

The total probability of error in receiving the signal
is
s
P0=§"" z P, 3)
Inl

where Poi is determined from (7) for all of the possible combi-
nations of values of n.

We will use the method given in [4] to calculate the energy
losses taking into account the intersymbol and interchannel
interferences. The mean probability of error in receiving
a signal in the i~-th combination for the action of interchannel

interference is
Pol = Pol+ °=- Pol/z.
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where a:. is the dispersion for the voltage of the interchannel

interference and P, 1s the second derivative of the probability
of error

M
=23 K@K, o +nsot

+ K:ep (0--m A;m)] do, )

where Aw is the detuning between the channels, M is the number
of interfering signals which are taken into account (from one
side of the main channel) Kz(a» is the square of the modulus

of the transmission coefficient for the filters being used

» 2
Py = oo G ol

3

The final expression for the total probability of error,
taking into account the intersymbol and interchannel interference
assumes the form

1 & U, +
Py=— u_ T ey
2 I-El[v( O ) *
(U.+u“l 2
, 1 G\ Uttty " Ca
+ 2V 2= (%) 3 €

(10)

As an example, let us consider the use of filters in the
modulator and demodulator of the third order polynomila type
whose transmission function is

K (p) = P1 P3Py ,
P—p) (@ —p)(p— py)

where Py Py and p; are the bands of the transmission function.

We will assume that the transmitting and receiving filters
are the same in this case, because (5) is fulfilled. The receiving
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filter is closest to a coordinated filter. The response at

the input to RU at b({t) can be found as the inverse Laplace
transformation of the product of the transmission functions

for the transmitting and receiving filters. As an illustration
the responses b(t), calculated for Chebyshev filters (a), Batter-
worth filters [5] (b) and with a leveled off group time [6]

(c) are shown in Fig. 3. The function b(t) is given in the

scale of normalized time

£ == foyy @y,

where @, is the frequency with reference to which the normali-

0
zation was done.

The results of the calcualtion of the energy losses by
means of equation (6) are given in the table for g = wyg.
Here AT is the normalized maximum deviation of the group time
for the filter in the band, |KX(/® | wm— is the minimum transmission
coefficient in the band which characterizes the wave properties
of the AChKh.

The energy losses due to the lack of coordination between :
the receiving filter and the signal are found as a direct function

2917 %




of the nonlinearity of the FChKh of the filters that are used.
The losses increase greatly in converting to filters with a

higher selectivity.

Using equations (7), (8) and the graph for b(t) (Fig.
3) the dependence Po(boloh) are calculated for different values
of At, which can be used to find the dependence of the energy
losses which occur because of the intersymbol interference
on the interval At (Fig. 4). We can see that the energy losses
in using Chebyshev filters is much greater than that for using -
Batterworth filters.

filter
Type of filter parameters ,0, dB
With leveled group time AT =02 0,06
- AT=04 0,14
Batterworth 0,19
Chebyshev J1KU Oy =—05 2B | 0,35
IKU®)uw=—12aB | 044
(K@) um=—225 | 064

Usually the rate of telegraphing V and the dispersion
between the channels Af are usually given. Assuming that the
normalized time Af=wyV is the normalized dispersion

__2=xAf Af1 ‘
Au..-————% - =2= vk (1)

By setting Af=A0um in (11) for which the minimum loss is attained
because of the intersymbol interference, we can find A« which

is needed to calculate the power of the interchannel interferences
by equation (9) and then to calculate the probability of error
by means of equation (10).
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Thus, if V = 32 kbauds Af = 45 kHz for Batterworth filters
Moo= 3,1, then the total energy losses because of intersymbol

and interchannel interference and uncoordinated filtration

is equal to 2.4 dB for a probability of error 10-4. For the

same initial V and Af for Chebyshev filters with

| K (J )| uun=—0,5 aB At,,, =275, and the overall losses are equal
to 3.4 aB.

The given example of calculating the energy losses shows
that when simple filters are used it is advantageous to choose
Batterworth filters.
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? Synchronization of Coherent Receivers of Discrete Signals
with Four Phase PM (OFM)

v
b

i

Yu. M. Braude-Zolotarev, V.M.
Dorofeyev, and M.L. Payanskaya

The problem of synchronizing the cyclic and reference
frequencies was studied in a coherent receiver of discrete
PM signals (OFM) with phases 0, 1w/2, and 3un/2.

Methods for minimizing the time of synchronization
for a given freedom from interference under conditions
of synchronizing with respect to the operating signal
are studied.

The most complicated problem in the coherent reception
of discrete signals is that of synchronizing the receiver with
respect to the reference and cyclic frequencies. This complexity

e o O B A IS g O 84t YT < A AR Al S T P 3 S VTR L ROy SR 8 T

increases if the synchronization is done with respect to the

ok S ot s B s MR TN 40 B 105 g ot i

operating signal and it requires a great accuracy for restoring
the phases and rapid synchronization under conditions of a

large frequency indefiniteness. !

In the PM-4 system with phases (0, +n/2, Y, -2/2) the

(o,rY) or (-1/2, +m/2) conversions are possible with the simul-
taneous commutation of the phase of the orthogonal components.

[ For these conversions the amplitude of the signal passes through
zero and the phase is interrupted. Under such conditions it
is relatively simple to separate the reference (carrier) fre-
quency fo by quadrupling followed by filtering out the frequency
4f0. Then the cyclic frequency ft can be separated from the
signal of the given frequencies [1].

The PM-4 system with alternating commutation of the phases
for the orthogonal components has been most widely used in satellite
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} communications lines. It has the lowest peak factor and it
gives the higher freedom from interference for the receiver,
and has other advantages {2, 3]. However, the synchronization
in these systems is much more complicated since the resulting ;
vector in neighboring cyclic intervals can change its position

Face talmcd | 4

by no more than 90°. As a result of filtering the signal
in transmission and receiving, its shape becomes close to that
of an analog FM signal with a small modulation index (m==1). i

ed b

The instantaneous frequency f = 2nde@/dt at the input to the
. demodulator can change in the range from fo + R/4 to f0 - R/4 in
] which R (bits) is the total rate of transmission of the data

3 by the signal with PM-4. These frequency changes are carried
out smoothly without phase interruption and without the envelope

meinndhantiibnnd

of the signal's amplitude passing through zero (Fig. 1 b, d).
It is apparent that in this case quadrupling the instantaneous
frequency f0 only results in a change in the modulation index

e WSy i Vg

which does not facilitate the problem of synchronization at
all.

<. e ) A A il )

Under such conditions it is expedient to carry out the

—gngen < ox -

synchronization of the generator of the cyclic frequency (GT)
directly in reference to the operating signal and independently

of the synchronization of the generator of the reference [base]
frequency (GO). The component fT can be separated from the
envelope for the signal's amplitude A(t) by the PM-4 amplitude
detector AD (Fig. la) at the moment of time when the instantaneous
' frequency is established f0 + R/4 or f0 - R/4, since the signal
from the PM-4 acqulres an attendant amplitude modulation with

a depth of about 20-30% (Fig. 1 b, c). The component fT can

be separated also (Fig. 1 a, 4, e, f) from the pulses of the

rectified derivative of the instantaneous frequency of the
input signal [4].

301 ;




T o R Sk ™ I TY NP
i “ N

A__An A AN 1
AANAANANNA NAN an

& < 0D 4 o
D
S )
L
§'§
-3
ﬁ <
>
NG
| )
INY
S

Fig. 1
b) amplitude envelope
¢) pulses in branch AS)
d) signal ¢chD
e) differential ChD signal
f) pulses of cyclic synchronization in branch ChD

At the output of the frequency detector (ChD) a signal
of different polarity is formed (Figs. 1, 2)., After the dif-
ferentiating filter (D) at the moment the instantaneous frequency
changes by tR/4 pulses of different polarity are formed 4f/dt
(Fig. 1, e) which, after rectification (V) acquire the form
’df/dtf which is required for synchronizing the GT (Fig. 1lf).
In the former of the cyclic pulses (FTI), which is shown in
Fig. 1, a, the pulses from AD and ChD are combined to improve
the freedom from interference. Such synchronization of the
GT using a single reading is the best since it is completely
insensitive to interferences from the unsynchronized supporting

frequency.
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We note that at those moments when the carrier is transmitted
there are no pulses of cyclic synchronization (Fig. 1g) and :
this makes it possible to separate the signal for synchronizing a
the GO directly in reference to the working signal by means
of the method that was already mentioned of quadrupling the

frequency.

However, this method is rarely used because it is not
sufficiently interference-free.

Methods of synchronizing GO have been more widely used
in which a demodulated signal of the data is used [2, 5-7].
According to Travin's method, the signal of the data removes
the modulation from the input signal [6]. 1In this case 90°
interruptions are introduced in the phase of the input signal.
Therefore, this voltage is filtered out and then it is used
to synchronize the GO. According to Iokoyama's method, the
signal for the data forms a copy of the incoming signal in
the discrete phase modulator PM-4 and filter. This copy and
the input signal are fed into the phase detector in the circuit
for synchronizing the GO [7]. Synchronization by means of
a copy of the input signal combines best with the refined receivers
which are designed for improving the freedom from interference.

Taking the foregoing into account, the version of synchroni-
zation shown in Fig. 2 is to be preferred. The frequency is
converted in the mixer (Sm). By controlling the frequency
of the generator for centering the spectrum, (GTS), tangential
synchronization of :he GO is assured. Since the frequency
error is compensated for at the input to the band filter (F1l)
stability is provided for its transition characteristics. It
is obvious that for such synchronization the freedom from inter-
ference is higher than in cases in which the carrier frequency
f0 at the input to the filter is not stable.
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A forming device for the cyclic pulses (FTI) is connected
at the output to the filter. This gives the synchronization
for the GT. The cyclic (read) pulses of the GT are formed
by dividing the frequency of the GO which is achieved by the
mutual synchronization of the OG and GT and the GT is synchronized
by controlling the GO's frequency with respect to the FAPCh
circuit in which a phase detector is connected FDZ. A FAPCh
without filters is used because the initial indefiniteness for
the cyclic frequency is very small and the permissible error
for cyclic synchronization is of the order of 6° ([8].

The phase detectors FD1 and FD2 form an evaluation of
the phase of the input signal and the resolving device RUl ]

and RU2 form the resolution (single reading) as the read (cyclic)
pulses from the GT come in. This resolution is used to form

the copy of the input signal in the discrete phase modulator
PM-4 and in the band filter F2.

This copy is fed onto one of the inputs of the frequency
phase detector (ChFD) and it is fed into the other input of
the ChFD from the filter Fl through the compensating delay
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line (LZ) (Fig. 3). The operation of the block for correcting
errors (BKO) does not apply directly to the problem of synchro-

nization and will not be discussed here.

We know that the most significant hindrance to rapid synch-
ronization is the lack of uniquiness for the characteristics
of‘the phase detector (ul in
Fig. 3), particularly under
conditions for which the initial
indefiniteness in the frequency Aes
is much greater than the fregquency
of the cut e, . The time for

establishing it in an ideal

second order FAPCh system with

a filter K(p) = (p + a)/p, which
Fig. 3 has an unlimited capture band

is approximately equal to [8]

by == A wPa ol ()

The time for establishment decreases when search is used

in the same FAPCh system-

by = dw, /0] @

The time for establishment, determined by equations (1) and

(2) is unusually large. A number of refined FAPCh have been
described in the literature which can be used to reduce the

time of establishment either by excluding the increment regions
of the FD [9] or by converting the increment regions into decre-
ment regions [10, 1ll1] or by expanding the linear segment of

the FD by N-fold (dividing the frequency of the signals by

N [12]).
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In the ChFD the time of establishment is decreased because

of the use of a pulsed, frequency detector (ChDI) which forms
a pulse (Fig. 3) at the moment the continuity of the FD's
characteristics are interrupted. The filter-integrator (FI)
with the transmission characteristic K, (p)'—'—':l/(f +pT) forms

a voltage equivalent to the phase detector with a power charac-
teristic (FDS). This integrator can be considered to be almost

ideal if the conditions A wggy L 0 From this it is necessary,
for a ChFD, which is equivalent to a FAPCh without filters
in which A vocr = B 0/ Ty @y that
T.>A o,/o? . 3)

For a FAPCh with a proportional integrating filter (PIF)
Ki(p) = (p+a)/(p+e), where Aw,;=Aw, 6T, o a and
usually a |T,. From this we find

Ty >80, s/o? a, (4a)

T,,}toc"l/ Ao,ja . (46)

Such parameters for the integrator can usually be realized

in several ways if @, is not too small. 1In the case for which

Aws is large and &, is quite small, an adaptive filter must

be used in the ChFD block or at its output. The filter's parameter
is controlled automatically so that the condition e~ O will

be fulfilled [13].

By combining the characteristics of the FD and FDS (Fig.
3), the frequency-phase detector, can be assumed to be approxi-
mately like a FD with ideal linear characteristics within the
limitations of the linear segment of the ChDI. For the
assumptions that were made, a system for the automatic phase
and frequency tuning (APChF) is described by the following
operative equations:
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for an APChF without a filter

1 A W, , (5)
1+olp P
for an APChF with a PIF
~ 1 L ®)
1 + o (a+ P+ p)p P

¢ (p)=

¢ (p) =

By solving equation (5) we find that the time of establish-

ment up to a value of the residual error @oer is equal to
A ' 3
b = 1n [——"’" ] . 1 ;
®c ®cPocr !

The solution to equation (6) for PIF for which € < 10a
shows that the optimum high speed is achieved for a = 0.25te.
In this case the time for establishment is equal to

:,,,-_-111,[-“’;‘-2"—]. ®
® ©¢ Pocr

In synchronizing the GO it is expedient to use an APChF without
filters before capture, i.e., on the segment for which Ae>, and
an APChF with a PIF on the segment Ao, < o, for which there

is automatic tuning of the phases.

In calculating the freedom from interference for an APChF
in the linear approximation, the results given in the literature

[8] can be used.

The intrinsic apparatus looses in the selected system
for synchronization in which the signal with the noise is multi- f
plied once can be ignored. The residual phase error in using
a PIF with ¢ «a, for any initial detunings Aw, is almost
equal to zero and its mean square fluctuation in the synchroni-

zation channel is equal to ([8]

307




' so=Vh =VNFp , )

where hc is the signal/noise ratio in the band of the synchro-

nization system Fc' N, is the spectal density of the fluctuation

0
noise, and p is the power of the received signal.

In order to get a mean square phase error of o¢,=> |-2°
a signal/noise ratio of about 30-36 dB must be provided in
the synchronization circuilt. In the channel for receiving
the signal of the PM-4 the signal/noise ratio is usually
hk =~ 13 dB. Therefore, the noise band in the synchronization
channel should be approximately equal to 0.01 of the noise
band in the reception channel. For such conditions and for

an initial detuning of the carrier by 10% of the channel's

band width the time for establishment in a system without a

filter tYCT reaches 200-300 bits. Therefore, it is expedient

to use the wider noise band of the APChF for frequency synchro-

nization.

Thus, the synchronization of coherent PM-4 receivers with
alternate commutation of the phase for the orthogonal components
can be done with respect to the working signals. The speed
and freedom from interference of the synchronization system

can be increased greatly by carrying out the independent tuning
with respect to the carrier and cyclic frequency by using a
frequency phase detector with an adaptive filter in the APFCh's
circuit and by using a system with a variable structure at

the stages of sunchronization and holding.
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