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I. INTRODUCTION

In the field of quasi-one-dimensional conductors much interest has been generated by the recent discovery\(^1,2\) of anomalous electronic transport properties in the linear-chain metal NbSe\(_3\). This interest is two-fold.

First, from the theoretical point of view the observed properties give every indication that a new many-body effect involving coherent electronic charge transport is being excited in NbSe\(_3\) below the phase transition where charge-density-waves (CDW) form. The theory that the coupled electron-and-lattice condensate should display conduction processes such as sliding conductivity and phase oscillations has been discussed by many workers\(^3-5\) following the original work of Frohlich\(^6\). Attempts to apply these ideas to real solids have been controversial in the recent past\(^7\) because the experimental evidence is often marginal or not reproducible. In most cases conventional single-particle theory can accommodate the observed transport properties. In NbSe\(_3\) many-body effects on the electronic transport are so predominant that they were inferred to be the signature of the Frohlich mechanism long before it was experimentally established that the phase transitions were, in fact, caused by CDW formation. These anomalous transport properties are easily observed, reproducible from sample to sample, and indisputably at variance with (by orders of magnitude) the predictions of single-particle theory. The dynamics of CDW metals provide a third situation where many-body effects dominate the electronic transport. (The other two are superconductivity and the Kondo effect.)
The second viewpoint is from the applications aspect. Much of the impetus behind activity in this field has come from the hope that the Frohlich mechanism$^6$ may lead to high temperature superconductivity. This hope has dimmed considerably, partly because none of the one-dimensional conductors studied exceed $3,000 \, (\Omega \text{cm})^{-1}$ in conductivity at room temperature or show great conductivity enhancement in the CDW phase. However, study of the (non-Ohmic) mechanism in NbSe$_3$ (which is by far the strongest candidate for the Frohlich mechanism) will increase our understanding of the Frohlich mechanism (especially on the question of its pinning to the host lattice or suppression in most CDW systems.) Quite apart from such considerations the non-linear I-V characteristics in the CDW phase may be exploited for device applications. The strong dispersion of the Ohmic conductivity in NbSe$_3$ in the GHz region together with the I-V non-linearities may also find useful applications in signal detection at these frequencies. (Doping studies show that the dispersion can be pushed into the 100GHz region.)
II. PHYSICS OF PHASE TRANSITIONS
AND ANOMALOUS TRANSPORT IN NbSe₃

As a background for the following report in III on the work performed on NbSe₃ we present here a brief discussion of the physics underlying the various experiments.

**PEIERLS DISTORTION**: A strictly one-dimensional electron gas confined to a chain of atoms of spacing a is inherently unstable to the following distortion. The ions move to new equilibrium positions which are described by a static, longitudinal sinusoidal wave.

This superlattice distortion presents a new periodic potential which induces new gaps in the electronic band. If the superlattice periodicity is such that the new gaps occur at the Fermi level of the original band then the electron gas gains energy, because the opening of the gaps lowers the energy of the single-particle states below the gap. A phase transition into the distorted phase occurs when the gain in electronic energy offsets the cost in strain energy coming from the periodic lattice distortion. In most systems the transition occurs as a function of temperature because a decrease in temperature sharpens the Fermi-Dirac distribution and enhances the gain in electronic energy. Conversely, the effect of pressure is to increase the strain energy cost of the lattice which favors the normal phase. This leads to a decrease of the transition temperature with increasing pressure.
In the condensed phase the static lattice distortion appears as faint superlattice Bragg spots in x-ray and electron scattering experiments. The charge density of the condensed electrons is also modulated by the same periodicity (hence the name charge-density-wave (CDW)). Since the periodicity is tied to the Fermi Surface dimension, the CDW can either be commensurate with the original host lattice (CCDW) or incommensurate (ICDW). The conditions under which the CDW is commensurate or incommensurate, or changes from one to the other, is at present an active area of research.

**ELECTRON TRANSPORT IN CDW STATE.** In the foregoing picture the CDW transition converts a partially filled band (metal) to a filled-band (below the CDW gap). Thus in a one-dimensional system the transition is from metal to semi-conductor, as is in fact observed in KCP, TTF-TCNQ and its analogs and in TaS$_3$. However, in the two-dimensional layered-compounds (TaSe$_2$, NbSe$_2$ etc.) and in NbSe$_3$ the transition is from metal-to-metal. Presumably, other electronic bands which do not participate in the transition survive to provide metallic conduction in the low temperature phase. In the higher-dimensional systems there exist flat portions of the Fermi surface (FS) which are sufficiently parallel ("nesting" criterion) to drive the CDW instability. The superlattice periodicity is then determined by the wave vector ("spanning vector") which -- by translation in k-space -- brings one portion of the FS into coincidence with its nesting partner. Gaps occur over these nesting portions only. Other pockets of the FS are not affected by the CDW transition. To clarify the discussion of the conduction mechanisms in the CDW state we shall distinguish the uncondensed (free) carriers from the carriers in the bands that
develop a gap. The latter will be called collectively the condensate. Note that very near the transition temperature $T_{\text{CDW}}$ free carriers can be thermally generated from the condensate as well if $kT \geq \Delta_{\text{CDW}}$. Further, to distinguish the anomalous transport properties next to be discussed, we shall call the transport by the uncondensed and thermally generated carriers "normal" conductivity (even though we are in the CDW phase). Thus, in the normal phase ($T > T_{\text{CDW}}$) current is carried by all portions of the FS. Below $T_{\text{CDW}}$ gaps occur over the nesting portions. The gaps grow from 0 to their maximum value in analogy to the case in superconductivity. Thermal generation of quasi-particles across the growing gap leads to a semiconducting-type conductivity contribution from the nesting portions. At very low temperatures when the gaps are fully developed these quasi-particles are frozen out leaving only the uncondensed carriers to carry the current. The normal conductivity decreases to a value appropriate to the reduced FS area, but remains metallic down to the lowest temperature.

**MANY-BODY EFFECTS: FROHLICH MODE, DISCOMMENSURATIONS.** If the CDW is commensurate with the host lattice, the phase of the sinusoidal electronic charge density (relative to the host) can be adjusted so that peaks in the electronic density occur between adjacent metal ions. This enhances the gain in bonding energy. The CCDW is said to be "locked-in" to the host. In the incommensurate case "lock-in" is not possible if the ICDW is rigid because the gain in bonding energy averages to zero over the whole crystal. This implies that the phase $\phi$ has no preferred value in the ground state if the host lattice is
free of defects. In particular \( \phi \) can be made to vary linearly in time with no cost in energy. This would correspond to the condensate sliding relative to the host lattice, and is the basis for charge transport in the Fröhlich model\(^4,6\).

In a real solid this sliding mode is impeded by pinning to impurities and lattice defects\(^3\). Fukuyama and Lee\(^1\), and Lee and Rice\(^5\) have studied the pinning effects of impurities on an ICDW. They distinguish between the two cases of strong and weak pinning. In the strong pinning case the impurity potential is sufficiently strong that \( \phi \) adjusts itself locally at each impurity site. In the weak pinning case the pinning energy gained by local phase deformation at each site is not sufficient to overcome the cost in strain energy.

However, pinning still occurs as follows. The ICDW breaks up into finite domains. Within each domain the phase is more or less uniform and assumes an optimum value determined by all the weak impurities within the domain. The total pinning energy gained from this collection of impurities now becomes sufficient to overcome the strain energy in the domain walls (where \( \phi \) changes rapidly). The ICDW is therefore pinned by the collection of impurities. Moreover, the pinning energy is expected to increase with the concentration of weak impurities.

When an electric field is applied the condensate does not move until the field exceeds some threshold value required to dislodge the domain. Such a stick-slip process is expected to give rise to strong non-linearities in the conductivity. Lee and Rice\(^5\) have studied this problem and predict that the threshold field \( E_0 \) should increase as

\[
E_0 \propto c^2
\]
where $c$ is the concentration of weak impurities.

The impurities also affect the ac response of the condensate. The pinned condensate will in general have a characteristic pinning frequency so that an applied weak ac field near the pinning frequency will induce segments of the condensate to undergo forced oscillations. The pinning frequency may be quite low if the pinning is weak. Again, since the pinning energy increases with impurity concentration the pinning frequency should also increase with $c$.

In summary, over and above the normal conductivity carried by the uncondensed carriers the CDW state should display two conductivity mechanisms which are manifestations of the Fröhlich mode. These are non-Ohmicity in the dc conductivity at relatively low fields, and excess absorption at a relatively low rf frequency. Since these are mechanisms involving collective motion of the charged condensate they cannot be described by the single-particle models, and their effects on the transport may manifest themselves as spectacular departures from conventional Drude behavior.
III. SUMMARY OF EXPERIMENTS DONE ON NbSe$_3$ AT USC

The report on the experiments performed on NbSe$_3$ at USC in the last two years (and funded by the Office of Naval Research) follows more or less the chronological order in which the experiments were done. This sequence of presentation will show in a more transparent way the evolution of the physical ideas used to describe NbSe$_3$. Some significant work performed at other institutions will be mentioned where appropriate.

1) Non-Ohmic Conductivity

Following the original observation by Monceau, Ong, and co-workers$^1$ at U.C. Berkeley that NbSe$_3$ is non-Ohmic below the two phase transitions at $T_1$ (142 K) and $T_2$ (58 K), as well as anomalous in its microwave absorption$^2$ at 9.8 GHz, we set out to measure more systematically the temperature dependence of the non-Ohmic parameters. Monceau, et al.$^1$, had found that the non-Ohmicity obeyed the relation

$$\sigma(E, T) = \sigma_a(T) + \sigma_b(T) \exp\left(-\frac{E_0(T)}{E}\right)$$

The temperature dependence of $\sigma_a$, $\sigma_b$ and $E_0$ for both transitions were measured by us$^2,14$ and interpreted in terms of the CDW model as follows. Arguing from the separability of the Ohmic conductivity into two parts, one coming from the non-nesting FS portions and the other from the condensate through thermal generation of carriers, we formed the parameter$^{14}$
\[ \alpha(T) = \frac{a_b(T)}{a_a(T) + a_b(T)} , \]  
\[ \alpha(T) = \alpha(0) \tanh \frac{\beta \Delta}{2} , \quad \beta = (k_B T)^{-1} . \]

and related it to the CDW gap \( \Delta \) by

Data on \( \alpha \) confirmed that it rapidly saturated to a constant value as \( T \) decreased, as required by Eq. (4). Moreover, by fitting Eq. (4) to the data we extracted values for the gap at both the \( T_1 \) and \( T_2 \) transition. This was the first measurement of the CDW gap in \( \text{NbSe}_3 \), and lent strong support to the unconfirmed (at that time) CDW model.

2) Young's Modulus

The CDW transition may also be regarded as the softening and condensation of the longitudinal phonon with \( q = 2k_F \). There is therefore some likelihood that acoustic or mechanical probes may be sensitive to the transition. Working with Dr. Brill at Stanford we measured the Young's Modulus in \( \text{NbSe}_3 \) and detected an elastic anomaly at the \( T_1 \) transition. However, no anomaly was seen to the limits of our uncertainty \( (10^{-4}) \) at the \( T_2 \) transition. The modulus was measured using a vibrating reed technique.

3) Hall Effect

One of the consequences of the appearance of a gap over portions of the FS is the loss of carriers. If the CDW model is valid in \( \text{NbSe}_3 \) the loss of carriers at both \( T_1 \) and \( T_2 \) should have a drastic effect on the Hall constant. We succeeded in attaching transverse probes to the small samples and were able to measure
the Hall constant both as a function of magnetic field and temperature. The Hall constant does change significantly at both $T_1$ and $T_2$. However, the relative change is much larger than what one might have inferred (on the basis of a single-band model) from the conductivity data. The Hall constant also changes sign at low temperature indicating the presence of both holes and electrons. Clearly a full two-band analysis would be required to relate the measured Hall constant directly to the carrier concentrations.

4) Conductivity Anisotropy, Magnetoresistance and Two-Band Model

The conductivity anisotropy and transverse magnetoresistance were measured to provide enough data for a full two-band analysis. Together with the Hall data, these measurements provided six experimental numbers to fix the six parameters of the two-band model at each temperature below $T_2$. Finally we were able to extract the number of electrons and holes and their respective mobilities along the chain and transverse directions. This rather complete analysis provides full information on the mobilities and concentrations in the CDW phase below $T_2$. To our knowledge no such analysis has been carried out for any other CDW system.

5) Superlattice Measurement

At about this time various groups reported the successful detection of superlattice spots associated with the $T_1$ and $T_2$ transitions. Tsutsumi et al. (Hokkaido University) using electron diffraction measured the spanning vector of the $T_1$ CDW to be (in units of $a^*$, $b^*$, $c^*$)
\[ Q_1 = (0, 0.25, 0). \]  
(5)

Fleming and co-workers (Bell Labs)\textsuperscript{20} using diffuse x-ray scattering determined \( Q_2 \) (for the \( T_2 \) CDW) to be

\[ Q_2 = (0.5, 0.26, 0.5). \]  
(6)

In addition, Fleming et al.\textsuperscript{20}, measured the superlattice spot intensity in the presence of a strong electric field and found no decrease in the spot intensity. In other words, the non-Ohmicity is not associated with a break-up of the CDW condensate.

6) Effect of Impurities on the Anomalous Transport Properties

We next inquired whether the Fröhlich mechanism, which can successfully account for the non-Ohmicity as well as the excess microwave absorption mode, was capable of making predictions which can be tested. Since the Fröhlich mode is sensitive to the presence of impurities the first obvious test is to dope the nominally pure compound with weak impurities and observe their effect on both the non-Ohmicity and microwave absorption. Specifically, Lee and Rice\textsuperscript{5} predict that the threshold field \( E_0 \) should increase as \( c^2 \) (Eq. (1)). The excess microwave absorption should also decrease rapidly as the impurities stiffen the effective spring constant and drive up the pinning frequency. These predictions have been verified by our impurity studies\textsuperscript{21}. The nominally pure compound was doped with Ta in the 1000 ppm range and both the dc Ohmic breakdown and the excess microwave absorption were measured as a function of \( c \), the Ta concentration. Preliminary measurements
showed that both effects are dramatically suppressed by increasing \( c \). The microwave absorption mode at 9.3 GHz decreases monotonically with increasing \( c \), consistent with the pinning frequency increasing with \( c \). The effect on the depinning field \( E_0 \) in the dc non-Ohmic measurements is even more pronounced. \( E_0 \) rises rapidly as \( c \) increases. Measurements on 17 samples showed that \( E_0 \) increases as \( c^2 \) in striking agreement with the predictions of Lee and Rice.

In some samples Ti was used as dopant instead of Ta. Since Ti is group IV it enters the lattice as a charged impurity and is expected to behave as a strong pinning center. Our results show that its effectiveness in suppressing both the non-Ohmicity and the excess microwave absorption is ten times larger than for Ta in the same concentration. This confirms that charged defects are much more effective in pinning the condensate than uncharged ones.

7) **Thermopower**

In collaboration with Drs. Dee and Chaikin\textsuperscript{22} at UCLA we have measured the thermopower in the regime where non-Ohmicity appears. This was accomplished by applying a strong low-frequency ac field to the sample. In the absence of a thermal gradient across the length of the sample no dc voltage develops across the sample. When a temperature gradient \( \Delta T \) is applied a dc voltage proportional to \( \Delta T \) appears. If the applied ac field is zero this dc voltage gives the familiar thermopower \( S \). In the presence of the strong ac field we measure an enhancement of \( S \) which is quite unexpected. The simple Fröhlich model would predict a decrease in \( S \) when the condensate is made to slide. At present the con-
tradicory results are not understood and further work is underway.

8) Far-Infrared Magnetoabsorption

Dr. R. Wagner (NRL, Washington, D.C.) in collaboration with our group has detected $^{23}$ cyclotron resonance lines in NbSe$_3$. The absorption lines occur in the far-infrared at fields of the order of 8 Tesla. Sample inhomogeneities so far have prevented a complete analysis of the line shapes despite the good reproducibility of the data. This is also a continuing project.

Present Status and Future Directions

Two and a half years ago, the nature of the phase transitions in NbSe$_3$ and the intriguing anomalous transport properties associated with the new phases was unknown. In the intervening period much work, mainly transport measurements, has been done to study the transitions as well as the anomalous properties. The CDW model has been placed on a firm footing with the discovery of two incommensurate superlattices. Furthermore, rather complete measurements on the galvanomagnetic properties in the Ohmic (normal) regime have been done, and analyzed in terms of a two-band model. All the transport measurements in the anomalous (non-Ohmic, high frequency) regimes support the Fröhlich model of a sliding CDW. This model has been shown to have impressive predictive powers in the study of impurity effects, although in the thermopower measurements it contradicts experiment. If the Fröhlich model turns out to be the correct one, NbSe$_3$ will represent the only system (so far) in which this new mechanism of charge transport (sliding conductivity) can be conveniently studied.

The questions to be addressed in future programs are:
1) What limits the conductivity of the sliding condensate? This problem clearly requires a better understanding of the pinning mechanism of various kinds of defects. The study of T and Ti impurities is a start in this direction. A related issue is the viscous coupling between the uncondensed carriers and the condensate. This may ultimately limit the maximum conductivity.

2) What is the galvanomagnetic response of the sliding condensate? Hall and magnetoresistance measurements are feasible in the anomalous regimes (non-Ohmic and microwave frequencies). The response of the condensate current to high magnetic fields should be novel and interesting.

3) What is the transient response of the condensate? The anomalously low pinning frequency of the condensate implies that the (low-current) conductivity has a measurable frequency dependence in the MHz region. Such long time constants in the electronic response have not been previously encountered in a bulk, homogeneous metal.
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Using the Barmatz vibrating reed technique we have measured the Young's modulus of NbSe₃. An anomaly is observed at \( T_1 \) (142 K) but not at \( T_2 \) (58 K). Taken together with published specific heat data our results provide upper (lower) bounds for the anisotropy of the transition-temperature-stress-dependence at \( T_1 \) (\( T_2 \)).

1. INTRODUCTION

THE TRANSITION-METAL-TRICHALCOGENIDE NbSe₃ has aroused much interest because of its unusual transport properties [1, 2]. The resistivity is metallic and shows two giant anomalies [3] indicative of phase transitions occurring at \( T_1 \) (142 K) and \( T_2 \) (58 K). At temperatures below 142 K, the conductivity is highly non-Ohmic and has been shown to behave [2] as

\[
\sigma = \sigma_{an} + \sigma_{bn} e^{-\epsilon_n/e}, \quad n = 1, 2
\]

where \( e \) is the applied electric field and \( \sigma_{an} \) and \( \sigma_{bn} \) are field-independent quantities. In equation (1), the second subscript \( n \) labels the phase transition. The activation field \( \epsilon_n \) diverges close to the transition temperature and the quantity \( \alpha_n = \sigma_{bn}/(\sigma_{an} + \sigma_{bn}) \) has been shown [4] to behave like an order parameter.

NbSe₃ undergoes a third transition to the superconducting state [5] when hydrostatic pressure is applied (\( T_c \) is 6 K at 10 K bar) and recent Hall effect [6] measurements show a striking loss of carriers at \( T_1 \) and \( T_2 \) which correlates with the rapid rise in the resistivity at these temperatures. The frequency dependence of the resistivity is also anomalous [2]. Both anomalies are sharply reduced at 10 GHz. The transitions have been tentatively associated [1-3] with charge-density-wave [7] (CDW) formation; the non-Ohmic behavior and anomalous frequency dependence of the conductivity have been described [2, 8] in terms of excitations in the CDW condensate. However, this hypothesis remains unverified by direct X-ray evidence.

Since CDW formation involves the softening and freezing of a phonon mode, a super-lattice distortion corresponding to the condensed mode appears below the CDW transition. It is natural to investigate the elastic properties of the system to detect anomalies at these transitions. In the layered dichalcogenides 2H-TaSe₂ and 2H-NbSe₂, where CDW formation has been experimentally established [7], strong anomalies in the Young’s modulus were detected [9, 10] at the CDW transitions. The internal friction also showed striking changes near these phase transitions. Anomalies have also been observed at the Peierl’s distortion field \( \epsilon_n \) diverges close to the transition temperature and the quantity \( \alpha_n = \sigma_{bn}/(\sigma_{an} + \sigma_{bn}) \) has been shown [4] to behave like an order parameter.
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Fig. 1. The change in Young's modulus $E$ vs temperature for two samples. The two curves for sample No.2 near room temperature indicate hysteresis between cooling (solid line) and warming (dashed line) attributed to creep in the clamp. The anomaly near 141 K is identified with the large resistivity anomaly observed at $T_1 = 142$ K. $E_0(300$ K$) \sim 3 \times 10^{12}$ dyne cm$^{-1}$.

where $\kappa = r/(12)^{1/2}$ is the radius of gyration, the $\kappa_n$ are constants 1.875, 4.694, ... $E$ is the Young's modulus in the axial direction, and $\rho$ is the density.

Single crystals of NbSe$_3$ were mounted on the end of copper rods using low temperature solder [15]. The free end of the crystal was placed between two electrodes $\sim 3$ mm apart. An a.c. voltage applied to one of the electrodes excited flexural oscillations of the reed at twice the applied frequency [13]. Typical strains used at resonance were $\varepsilon \leq 10^{-6}$. A d.c. bias was applied through 10 G1 to the second electrode, which picked up the signal due to the modulated capacitance to the grounded reed. A MOSFET mounted directly on the pick up electrode limited the static capacitance to ground to $\sim 3$ pf. The signal was detected by a PAR 129A lock-in amplifier operating in the $2f$ mode. The output of the lock-in was used to phase lock the drive signal to the resonance. The measurement technique is described in more detail elsewhere [9, 12].

The lock-in output, and therefore the change in and temperature are monitored continuously on an XY recorder.

Fig. 2. XY recorder trace for four runs through the $T_1$ transition in sample No.2; increasing modulus is toward bottom of figure. The upper two curves were obtained using a d.c. bias of 50 V and driving voltage of 6 V. The third and fourth curves have a.c. and d.c. voltages respectively doubled. The arrows indicate warming or cooling. The lack of hysteresis is consistent with the second order nature of transition.

The sample is cooled with a closed-cycle helium refrigerator [16]. The temperature of the sample is measured using a copper wire thermometer [17]. A thermostatted heater allows the sample chamber temperature to be held constant (fluctuations $< 1/10$ K) [13] at any temperature between ambient and 20 K.

The crystals used were typically a few microns thick, 50$-$100 $\mu$m wide, and a few mm long. Because the width $\gg$ thickness, the thickness was very difficult to measure, making absolute values of the modulus very uncertain; the small thickness also made crystal mounting difficult. The measured $Q$'s of the resonances, typically $\sim 1000$, were strain dependent and probably limited by friction at the clamp.

For crystal No. 1, the length equals 0.49 cm, the thickness (3.3 $\pm$ 1.0) $\mu$m, and the room temperature resonant frequency 110 Hz, giving a modulus value $E = (1.5 \pm 1.0) \times 10^{12}$ dyne cm$^{-2}$. Crystal No. 2 was 0.35 cm long with a resonant frequency = 670 Hz; the thickness was not determined. A third crystal (which was not cooled) was 0.16 cm long, 2.8 $\pm$ 0.7 $\mu$m thick, and had a resonant frequency = 1660 Hz, giving a modulus value $E = (5.5 \pm 2.8) \times 10^{12}$ dyne cm$^{-2}$. The disparity of modulus values may be due to the failure to obtain a rigid clamp (which would lower the resonant
where

\[ \frac{\Delta E}{E_0} \approx 3 \times 10^{-4} \]

The curves in Fig. 2 were obtained at a drift upper limit to the anisotropy in the stress dependence of \(E\) vs. \(T\). For sample 1 we measure \(\Delta(dE/E_0)/dT = +1.26 \times 10^{-4} \text{ K}^{-1}\) across the transition, while for sample No. 2 the change in relative slope is \(+1.09 \times 10^{-4} \text{ K}^{-1}\).

The size of the \(T\) anomaly, \(\Delta E/E_0\) (defined as the difference in the value of \(E\) at the minimum and the extrapolation of the pre-transition behavior) is equal to \(8.0 \times 10^{-4}\) (sample No. 1) and \(9.3 \times 10^{-4}\) (sample No. 2).

In Fig. 3 we have plotted the recorder trace of the modulus change against temperature near 58 K for both samples. To the level of uncertainty in the measurements, \(\Delta E/E_0 \sim 10^{-4}\), no anomaly or slope change is detected.

As discussed above, the measured \(Q\)'s of the resonance were dominated by losses at the clamp. No structure in the \(Q\) was observed at either transition for either sample. An upper limit on the internal friction due to either phase transition is \(\tan \delta < 3 \times 10^{-4}\).

4. DISCUSSION

At a second-order phase transition, the change in Young's modulus, \(E_i\) (measured along the \(i\)th direction) is related to the specific heat anomaly, \(\Delta C_p\), by [14]

\[ (\delta T_c/\delta a_i)^2 = \frac{-\Delta E}{E_i^2} \frac{T_c}{\Delta C_p} \]

where \(a_i\) is the uniaxial stress in the \(i\)th direction and \(T_c\) is the transition temperature. Although the stress dependence of \(T_i\) and \(T_2\) in \(\text{NbSe}_3\) have not been measured directly, it is of interest to compare the value obtained from equation (3) with published values of \(\delta T_c/\delta p\), where \(p\) is the hydrostatic pressure. The pressure dependence is related to the stress dependence by:

\[ \delta T_c/\delta p = \left( \frac{\delta T_c}{\delta a_0} \right) \left( \frac{\delta a_0}{\delta p} \right) = \left( \frac{\delta T_c}{\delta a_0} \right) \left( \frac{\delta a_0}{\delta p} \right) \]

where \(a, b, c\) are the three crystallographic directions. Monceau and co-workers [18] have measured \(\delta T_c/\delta p\) to be \(-4\text{ K kbar}^{-1}\) at both \(T_i\) and \(T_2\). The specific heat anomaly at \(T_i\) has not been determined but is known to be smaller than the reported value of \(6 \times 10^5\text{ erg cm}^{-3}\text{ K}^{-1}\) for the \(T_2\) transition [19]. Using this value and the value of \(\Delta E/E_0\) reported here, we obtain from equation (3) a lower bound for \(|\delta T_i/\delta a_0|\) (taking \(E \sim 3 \times 10^{12}\text{ dyne cm}^{-2}\)),

\[ |\delta T_i/\delta a_0| > 0.26 \text{ K kbar}^{-1}. \] (5)

Assuming \(\delta T_i/\delta a_0\) is positive, equation (5) places an upper limit to the anisotropy in the stress dependence of \(T_i\),

\[ \frac{1}{2}(K_{1a} + K_{1c}) < 6.4, \]

where

\[ K_{1i} \equiv |\delta T_i/\delta a_i|/|\delta T_i/\delta a_0|. \]

(7)
More accurate measurements to obtain $\Delta C_p$ at $T_1$ are necessary to get specific values for $K_a$ and $K_c$.

The present measurements detect no modulus anomaly at $T_2$. Thus we have an upper bound of $\Delta E_0/E_0 < 10^{-4}$ at the lower transition. Using the reported specific heat anomaly value of $0.5 \Delta T_1$, we may compute an upper bound for $\delta T_2$:

$$|\delta T_2/\delta a_0| < 0.051 \text{ K kbar}^{-1}.$$  \hfill (8)

This implies that the stress dependence of $T_2$ is highly anisotropic. With the same assumptions as those that led to equation (7), we have

$$\frac{1}{2}(K_{3a} + K_{2a}) > 37.$$  \hfill (9)

In equation (9), $K_{3a}$ is the $T_2$-analogue of the anisotropy factor defined in equation (7).

5. CONCLUSION

By measuring the flexural resonance frequency of two NbSe$_3$ crystals clamped at one end, we have observed an anomaly in the Young's modulus near $T_2$. The absence of elastic hysteresis is consistent with the second order nature of the transition. From the observed $\Delta E_0/E_0$, we have observed an upper bound [equation (7)] to the anisotropy of the stress dependence of $T_1$. The refining of this value must await more accurate measurements on the specific heat near $T_1$. The absence of any manifestation of the $T_2$-transition has been interpreted as a lower bound to the anisotropy of the $T_2$-stress dependence. It appears that this anisotropy is an order of magnitude larger than that at $T_1$, and may correlate with the larger size of the resistivity anomaly at $T_1$.
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NOTE ADDED IN PROOF

Superlattice spots have been recently observed in NbSe$_3$ by electron diffraction [19]. Recent efforts to measure the specific heat show that the $T_2$ anomaly is much smaller than the reported value in [18]. This alters our conclusions in equations (8) and (9).
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The non-Ohmic transport properties of NbSe$_3$ are studied near the two phase transitions at $T_1$ and $T_2$. From the non-Ohmic data a parameter $\alpha$ is obtained which provides information on the fraction of Fermi surface affected by the phase transitions. By relating $\alpha$ to a BCS-type gap and modifying the calculations of Peders and Martin on the spin-density-wave state in Cr we have obtained a theoretical curve for $\alpha$ which agrees well with the experimental data. This good agreement provides new indirect evidence for the charge-density-wave (CDW) state in NbSe$_3$. The derivative of the low-field resistivity versus temperature has also been measured and is shown to be divergent at $T_1$ and $T_2$. The index of this divergence is presented and its significance to the dimensionality of the system is discussed. Finally, we briefly discuss the possibility of explaining the non-Ohmicity below $T_1$ in terms of nonlinear excitations in a CDW condensate.

I. INTRODUCTION

The transition-metal trichalcogenide[1] NbSe$_3$ undergoes two phase transitions at the temperatures $T_1$ (142 K) and $T_2$ (58 K). The electronic conductivity is greatly perturbed by processes which set in at $T_1$ and $T_2$, as evidenced by the appearance of two giant anomalies in the resistivity. The conductivity within these anomalies has been shown[4] to be highly non-Ohmic, with the conductivity increasing rapidly as the applied electric field is increased. The frequency dependence of the conductivity is also anomalous.[3] At a frequency of 9 GHz, no evidence of the $T_1$ transition appears in the microwave resistivity while the $T_1$ anomaly is sharply reduced in size compared to the dc case. In conjunction with other indirect experimental evidence which will be discussed in Sec. IVA, the two transitions have been tentatively identified with the formation of charge-density-wave (CDW)'s.

If this hypothesis is valid, the non-Ohmic behavior and the anomalous frequency dependence raise the intriguing possibility that nonlinear excitations are being observed in a CDW condensate. Such excitations have been the subject of much theoretical discussion. In particular, Rice, Bishop, Krumhansl and Trullinger[5] have described the excitation of solitonlike $\phi$ particles in a one-dimensional (1D) CDW system. Maxi[6] has also discussed the electric-field generation of solitons as a possible source of non-Ohmicity. The lack of direct experimental evidence (from x-ray or neutron scattering) for superlattice formation in NbSe$_3$ makes the CDW model rather provisional and it is entirely possible that the phase transitions are caused by a different instability. (See note added in proof.) However, all experimental evidence obtained to date is consistent with the CDW model and recent Hall-effect measurements[7] have provided direct evidence of a large loss

of carriers at both $T_1$ and $T_2$. This is to be expected from a theory in which sections of the Fermi surface (FS) are destroyed by gap formation.

In this paper the behavior near $T_1$ and $T_2$ of the various parameters associated with the non-Ohmicity are presented and the results are analyzed using a model in which a fraction of the carriers are removed by gap formation at the FS. The temperature dependence of the parameter $\alpha$ [defined in Eq. (2)] is interpreted in terms of thermal excitations of carriers across a growing gap. An equation is derived relating $\alpha$ to the gap function $\Delta$ and good agreement between experiment and theory is obtained, using appropriately scaled Bardeen-Cooper-Schrieffer (BCS)[8] values for the gap $\Delta$. To obtain the transition temperatures, the derivative of the low-electric-field resistivity with respect to temperature has been measured and shown to diverge at the two transitions. The critical index of this divergence provides an indication of the conductivity anisotropy but the conclusions are not firmly established because of the rounding off of the divergence very near $T_1$ and $T_2$ in the present data.

Below $T_1$ and $T_2$, the non-Ohmicity of the conductivity obeys the equation

$$\sigma(E,T) = c_n(T) + c_p(T) e^{-E_{on}/E}, n = 1, 2,$$  

(1)

where $E$ is the applied electric field, $T$ is the temperature, and the subscripts 1 and 2 identify the transitions. The activation field $E_{on}$ is strongly temperature dependent. Its temperature dependence as well as that of $c_n$ and $c_p$ have been described in Ref. 3, where the parameter $\alpha_n$ defined by

$$\alpha_n = c_p/(c_n + c_p), \quad n = 1, 2$$  

(2)

was introduced. Arguing from the fact that the conductivity is proportional to the FS area we in-

{}
point, because a dc current dissipating the same power at lower temperatures. Non-Ohmic measurement at each temperature caused by the smaller change in $a$ induced by a pulse measurement. In samples which were damaged samples invariably showed the presence of large hysteresis and was not reproducible. Microscopic examination of these damaged samples invariably showed the presence of broken strands which separate from the main body of the sample. For undamaged samples no hysteresis under field variation or thermal cycling was observed to the accuracy of the measurements and results were reproducible after a warm-up to room temperature and subsequent cool down. The temperature was measured by a calibrated silicon diode sensor and the stability was maintained to ±20 mK for the 20 min required to complete the non-Ohmic measurement at each temperature point.

In the measurements of the low-field-resistivity derivative the temperature was allowed to drift at a rate of 0.1 K/min pass the transitions, and the voltage across the sample was measured in 70-mK steps with an HP standard differential voltmeter. The derivative was computed by differentiating the best quadratic fit to the resistance at five adjacent temperature points. There was a hysteresis of approximately 0.1 K between cooling and warming runs, but the two transitions were inferred to be second order because the displacement between cooling and warming curves was temperature independent to ±20 mK.

II. EXPERIMENTAL

All the measurements were done in the four-probe configuration with the leads attached to the sample by silver paint. The non-Ohmic data were taken using pulsed currents with a pulse width of 2 μsec and a duty cycle of $10^4$. Typically the maximum power dissipation across a sample of $30 \, \Omega$ was $5 \times 10^8$W. This was inferred to be well within the thermal capacity of the cryogenic system because a dc current dissipating the same power in the sample revealed no signs of temperature increase in the sample. Pulse heights were measured by means of a bucking variable-voltage reference as described in Ref. 3. The uncertainty and reproducibility of the measurements were 1 in $10^5$, decreasing to 1 in $10^4$ for the smallest pulses. To ensure that there was no hysteresis in the measured conductivity (as the $E$ field was varied at a fixed temperature) dc measurements using a 10-μA current were performed before and after each pulse measurement. In samples which were inadvertently damaged by excessively heavy pulses (typically 25 mA into a 30-Ω sample) the measured conductivity showed large hysteresis and was not reproducible. Microscopic examination of these damaged samples invariably showed the presence of broken strands which separate from the main body of the sample. For undamaged samples no hysteresis under field variation or thermal cycling was observed to the accuracy of the measurements and results were reproducible after a warm-up to room temperature and subsequent cool down. The temperature was measured by a calibrated silicon diode sensor and the stability was maintained to ±20 mK for the 20 min required to complete the non-Ohmic measurement at each temperature point.

III. RESULTS

From Eq. (1) we have the conductivity in the two limits of weak and strong fields

\[
\sigma(E - 0) = \sigma_{\text{an}},
\]

\[
\sigma(E - \infty) = \sigma_{\text{an}} + \sigma_{\text{bf}},
\]

In Eq. (3), $\sigma_{\text{an}}$ is just the low-field conductivity. If Eq. (1) is valid then by plotting $\ln(\sigma - \sigma_{\text{an}})$ vs $1/E$, we should obtain a straight line. From the slope and intercept of this straight line the values of $E_{\text{an}}$ and $\sigma_{\text{an}}$ may be obtained. The parameter $\sigma_{\text{bf}}$ is then computed from Eq. (2). In Ref. 3 preliminary measurements showed $\sigma_{\text{bf}}$ to increase from zero at $T_{\text{an}}$ and then saturate at a temperature-independent value at lower temperatures. $E_{\text{an}}$ appears to attain a large value just below $T_{\text{an}}$, decrease to a minimum, and then increase rapidly as the temperature is lowered. In this paper more extensive data on $\sigma_{\text{an}}$ and $E_{\text{an}}$ are reported, in particular near $T_1$ and $T_2$. Figure 1 shows $\sigma_{\text{an}}$ and $E_{\text{an}}$ at temperatures near $T_2$. $\sigma_{\text{an}}$ (solid circles) grows smoothly from zero as $(T_2 - T)^{1/2}$ close to $T_2$. The solid line obeys the equation 2.05 $(1 - T/T_2)^{1/2}$. At lower temperatures, the experimental points deviate from the solid line. This behavior, reminiscent of the behavior of the gap function $\Delta$ in the BCS theory of superconductivity, has prompted us to relate $\sigma_{\text{bf}}$ to $\Delta$. This will be discussed in Sec. IVB. The open circles represent the measured activation field $E_{\text{an}}$. It may be seen to diverge as $T$ approaches $T_1$. The source of this divergence is still unclear. The broken line indicates the low-field resistivity $\rho$ (zero suppressed). It may be seen that deviation from the pretransition linear behavior occurs 2 K above $T_2$. This is ascribed to scattering from fluctuations in the gap in analogy to the case in itinerant antiferromagnets (see Sec. IVD).

Figure 2 displays the same quantities $\sigma_{\text{an}}$ and $E_{\text{an}}$ close to the $T_1$ transition. The larger error bars reflect the greater uncertainty in the measurements caused by the smaller change in $a$ induced by a given field. (The activation field near $T_1$ is about an order of magnitude larger than that near $T_2$.)

\[
E_{\text{an}} = \alpha_{\text{an}} (T - T_{\text{an}}),
\]

where $\alpha_{\text{an}}$ and $T_{\text{an}}$ are determined from the intercept and slope respectively of the straight line in Fig. 2.
where the maximum relative increase in $\sigma$ is three times smaller near $T_2$. Nevertheless, behavior similar to that of $\sigma_2$ and $E_{02}$ is obtained for $a_2$ and $E_{02}$. The solid line has the equation $0.849(1 - T/T_1)^{1/2}$.

In Figs. 3 and 4 the critical behavior of $\alpha_n$ and $E_{0n}$ is shown. The data for both $\alpha_2$ and $E_{02}$ at the two transitions may be fitted to straight lines in the log-log plot against the reduced temperature $t = (T/T_2 - 1)$. The slope of the straight lines passing through $\alpha_2$ and $E_{02}$ (circles) is

$$j_2 = 0.50 \pm 0.07, \quad \text{(5a)}$$
$$j_2' = 0.50 \pm 0.03, \quad \text{(5b)}$$

where $\alpha_n \approx |\sigma|^{4n}$. In anticipation of the discussion which relates $\alpha_n$ to the order parameter the critical index of $\alpha_n$ has been identified with 3. The slope of the $E_{0n}$ lines is $-0.45 \pm 0.05$ (for $E_{02}$) and $-0.45 \pm 0.03$ (for $E_{01}$). Due to the larger error bars in the $E_{0n}$ data the case for a power-law behavior near $T_n$ is less firmly established than for $\sigma_n$. As is well known in the interpretation of such data the slope of the "best fit" is affected by the choice of the critical temperature $T_n$. In Fig. 3 the solid circles correspond to choosing $T_2$ as 57.96 K while the open circles correspond to $T_2 = 57.94$ K. How-
ever, precision resistivity measurements\textsuperscript{19} on the ferromagnetics near the Néel point have shown that the derivative of the resistivity is divergent at the Néel point. Recently, similar measurements\textsuperscript{11,12} on the one-dimensional CDW metal tetraethiafulvalene-tetracyanoquinodimethane (TTF-TCNQ) and its selenium analog have shown the existence of a divergence in the derivative of the resistivity with respect to temperature. The transition temperature $T_\nu$ in these systems is taken to be where the divergence occurs and it is found experimentally that the derivative of the resistivity behaves as a power law in the reduced temperature on either side of $T_\nu$. The critical index is different on both sides of the transition. As an aid to locating $T_1$ and $T_2$ in NbSe$_3$, the low-field resistivity has been measured at 70 mK intervals near the two transitions. Figures 5 and 6 show for the $T_2$ and $T_1$ transitions the derivative

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure5}
\caption{Resistivity (solid circles) and its derivative with respect to temperature (open circles) near $T_1$.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure6}
\caption{Resistivity (solid circles) and its derivative with respect to temperature (open circles) near $T_2$.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure7}
\caption{Log-log plot of the derivative of the low-field resistivity (with background subtracted) vs the reduced temperature $t = (T - T_2)/T_2$. The solid (open) circles correspond to choosing $T_2$ equal to 58.05 K (57.95 K). The slopes of the two lines are -1.0 and -1.5.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure8}
\caption{Log-log plot of the derivative of the resistivity (with background subtracted) versus the reduced temperature near the $T_1$ transition. As discussed in the text the rounding of the divergence prevents an unambiguous measurement of the critical exponent near $T_1$. But at temperatures several K above $T_1$, the exponent $\nu$ is -2.0. This extends to about 15 K above $T_1$.}
\end{figure}
studying the critical behavior of $\alpha$, the uncertainty of 100 mK prevents an unambiguous determination of the critical index of $\Delta p/dT$. In Fig. 7 the derivative (after background subtraction) is plotted against the reduced temperature $t$ in log-log scale. (The open circles are for $T_2 = 57.95$ K and the solid circles are for $T_2 = 58.05$ K.) The critical index lies between $-1.0$ and $-1.5$ depending on the choice of $T_2$. The flattening of the curves for $t < 3 \times 10^{-2}$ reflects the rounding off of the divergence. A similar situation occurs for the $T_1$ transition. The peak determined by the derivative data occurs at 141.0$\pm$0.1 K. This is substantially lower than the value of 142 K used in the analysis of the critical behavior of $\alpha$. This discrepancy is larger than the uncertainty in both measurements and is not understood. Figure 8 shows the log-log plot of the derivative versus $t$. As in Fig. 7 substantial rounding occurs near $T_2$ and it is not possible to extract a critical index in this region. However, for $t > 2 \times 10^{-2}$ the derivative obeys $dp/dT = t^{-\alpha}$ over an interval of 15 K above $T_1$. The index is insensitive to any reasonable choice of $T_1$. This fluctuation contribution to the resistivity over such a wide range of temperature makes the $T_1$ transition appear much "broader" than the $T_2$ transition in the resistivity-temperature profile.

IV. THEORETICAL AND DISCUSSION

A. Charge-density-wave model

The arguments in favor of the CDW model in NbSe$_3$ have been reviewed in some detail in Ref. 3. Briefly, these are based on data from the pressure dependence of $T_1$ and $T_2$, the detection of a heat-capacity anomaly$^2$ at $T_1$, the rapid rise of the superconducting transition temperature$^{15}$ $T_c$ under pressure, and the extraction of the parameters$^3$ $\alpha$, which are consistent with gap formation at the FS. Recently, the Hall effect$^7$ and Young's modulus$^8$ have been measured. The Hall constant $R_H$ shows an abrupt rise at both $T_1$ and $T_2$, indicating a decrease in carrier concentration at these transitions. The elastic modulus along the chain direction shows a small anomaly at $T_1$ (but none was detected at $T_2$). Both these experiments are consistent with the CDW model, since the Young-modulus measurement indicates a structural change (at least at $T_1$) while the Hall measurement provides direct evidence for a loss of carriers associated with these structural transitions. In the face of the accumulated indirect evidence it appears worthwhile to pursue the CDW hypothesis further even though more direct evidence (x-ray or neutron-scattering data) is not available.

We consider the Fröhlich electron-phonon $(e-p)$ Hamiltonian

$$H = \sum_\xi \epsilon_\xi c_\xi^\dagger c_\xi + \sum_{q} \hbar \omega_2 b_\xi^\dagger b_\xi + \frac{1}{\sqrt{N}} \sum_{\xi} R c_\xi^\dagger c_{\xi+q} b_\xi^\dagger b_{\xi-q},$$

(7)

where $c_\xi^\dagger$ and $b_\xi^\dagger$ are the creation operators for electrons and phonons, respectively, $N$ is the number of ions, and $\omega_2$ is the unrenormalized phonon frequencies. Within the random-phase approximation (RPA) the phonon frequencies will be renormalized$^{15}$ to

$$\omega_2^2 = \omega_2^2 \left(1 + \frac{g_2^2}{N} \sum_\xi \frac{f(\epsilon_\xi) - f(\epsilon_\xi - \epsilon)}{\epsilon - \epsilon_{\xi+\xi}}\right).$$

(8)

In Eq. (8) the second term is proportional to the electronic susceptibility and $f(\epsilon)$ is the Fermi-Dirac distribution. Equation (8) may be derived$^{15}$ computing the lowest-order contribution to the phonon self-energy and examining the pole of the phonon propagator computed within RPA. In most metals the correction is small except at $Q = 2\pi/\xi$, where the derivative of the correction with respect to $q$ becomes infinite and Eq. (8) gives rise to the Kohn anomaly.$^{16}$ A much larger effect may arise in some systems if band pathologies allow the susceptibility to diverge for certain values of $Q$. As first pointed out by Lomer,$^{17}$ the existence of large portions of FS that are parallel (nest) would cause the denominator of the summand in Eq. (8) to vanish over a large fraction of phase space, for the value of $Q$ (called the spanning vector $Q$) that brings about this nesting condition. This has been established as the mechanism which stabilizes spin-density wave$^{16}$ (SDW) state in Cr. and is also presumably the case in the layered compounds where CDW's occur.

The stability criterion may be taken as the condition $\Omega^2 = 0$. From Eq. (8) this is equivalent to

$$1 + \frac{g_2^2}{N} \sum_\xi \frac{f(\epsilon_\xi) - f(\epsilon_\xi - \epsilon)}{\epsilon - \epsilon_{\xi+\xi}} = 0.$$  

(9)

Extensive calculations on the SDW state exist in the literature. With a slight modification the results may be applied to CDW systems as well. From the paper by Fedders and Martin$^{16}$ (FM) the stability criterion for the SDW state is

$$1 + \frac{\Omega^2}{\Omega} \sum_\xi \frac{f(\epsilon_\xi) - f(\epsilon_\xi - \epsilon)}{E_{\xi}(k) - E_{\xi}(k - Q)} = 0,$$

(10)

$$\Omega = 4\pi e^2/\delta_{\pi}^2,$$

(11)

where $\Omega$ is the volume, $\Omega(0)$ is the long-wavelength screened Coulomb interaction, $\delta_{\pi}$ is a matrix element, $e$ is the electronic charge, and $\delta_{\pi}$ is the Fermi-Thomas screening length. The subscripts
Using FM's results for the decrease in the free energy appropriate to the transition temperature $T_c$, we recover the pretransition behavior obtained from the FS calculation. This accounts for the behavior of $\alpha(T)$ shown in Figs. 1–4. In Eq. (31), $\alpha(0)$ is the value of $\alpha(T)$ at $T = 0$ and $f_a = (kT_c)^{-1}$. Taking the experimental values appropriate to the $T_c$ transition, $\alpha(0) = 0.63 \pm 0.01$.
anomaly of Chaussy, though thermal measurements on the electronic specific heat shows a discontinuity because exp(\(\Delta \text{BCS}^{\circ} \text{eV}^{10})\) of
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T, T'_2)
\]

\[
\alpha_v(T) = 2.05(1 - T/T_2)^{1/2}, \quad T = T'_2,
\]

Eq. (33)

we have for \(\langle v/F \rangle\) the value [using Eq. (33) in Eq. (31)]

\[
\langle v/F \rangle = 2.12 \pm 0.05.
\]

Equation (34) expresses the ratio of the gap measured in NbSe\(_3\) at \(T_2\) and the BCS gap. From Eqs. (18) and (34) we derive a theoretical value for the zero-temperature gap,

\[
\Delta_0(0) = 3.73k_B T_2 = 19 \text{ meV}.
\]

At the \(T_2\) transition the corresponding numbers are

\[
\langle v/F \rangle = 2.8, \quad \Delta_0(0) = 60 \text{ meV}.
\]

In Fig. 9 we compare the experimental data on \(\alpha_v\) with the BCS-FM model. The measured values of \(\alpha_v(T)/\alpha_v(0)\) for two samples are compared with Eq. (30). The line is the theoretical curve \(\tanh(\beta \Delta)\) [see Eq. (30)] with \(\Delta = 2.12 \text{ } \Delta_{\text{BCS}}\). The solid circles are the data from Fig. 1 while the open circles, which have more scatter, are from previously published measurements (Ref. 3) on another sample.

\[
\alpha_v(T) = 2.05(1 - T/T_2)^{1/2}, \quad T = T'_2,
\]

Eq. (33)

we have for \(\langle v/F \rangle\) the value [using Eq. (33) in Eq. (31)]

\[
\langle v/F \rangle = 2.12 \pm 0.05.
\]

Equation (34) expresses the ratio of the gap measured in NbSe\(_3\) at \(T_2\) and the BCS gap. From Eqs. (18) and (34) we derive a theoretical value for the zero-temperature gap,

\[
\Delta_0(0) = 3.73k_B T_2 = 19 \text{ meV}.
\]

At the \(T_2\) transition the corresponding numbers are

\[
\langle v/F \rangle = 2.8, \quad \Delta_0(0) = 60 \text{ meV}.
\]

In Fig. 9 we compare the experimental data on \(\alpha_v\) with the BCS-FM model. The measured values of \(\alpha_v(T)/\alpha_v(0)\) for two samples are compared with Eq. (30). The line is the theoretical curve \(\tanh(\beta \Delta)\) [see Eq. (30)] with \(\Delta = 2.12 \text{ } \Delta_{\text{BCS}}\). The solid circles are the data from Fig. 1 while the open circles, which show more scatter, are from earlier published results on another sample.

The Landau-type mean-field theory predicts that the electronic specific heat shows a discontinuity at \(T_2\) with a contribution given by Eq. (25). Although thermal measurements on NbSe\(_3\) are sparse we may venture a comparison with the early results of Chaussy et al.\(^2\) The specific heat shows a large anomaly \((6 \times 10^4 \text{ erg/cm}^2\text{K})\) at 52 K. This is to be compared with the \(1.7 \times 10^4 \text{ erg/cm}^2\text{K}\) anomaly at the CDW transition\(^2\) in 2H-NbSe\(_3\). Using Eq. (34) in Eq. (35) we compute a discontinuity in \(C/\Omega\) of \(9 \times 10^3 (3 \times 10^3)\) \(\text{erg/cm}^2\text{K}\) assuming a carrier density of \(10^{20} \text{ cm}^{-3}\) \((10^{22} \text{ cm}^{-3})\), and an effective mass of 0.3 times the free-electron mass.\(^4\) The electronic contribution is clearly too small to account for the large observed anomaly, and one has to include the lattice contribution. However, a large lattice contribution would appear to be inconsistent with the Young's modulus \((c)\) measurements\(^1\) which detected no change in \(c\) to 3 parts in \(10^3\) at \(T_2\).

More-accurate measurements of the heat capacity at both transitions are necessary before a realistic estimate of the electronic contribution can be made.

C. Activation field \(E_0\) and nonlinear excitations

In many ways the non-Ohmicity of the conductivity below \(T_1\) is the most interesting and puzzling property of NbSe\(_3\). Efforts to interpret the observed behavior of \(\sigma\) given by Eq. (1) have not been successful. The activated form of \(\sigma\) strongly suggests an electric-field induced quantum tunneling process. However, the very small \(E\)-field values \((0.1-1 \text{ V/cm})\) needed to induce non-Ohmicity have posed great difficulties in comparing theoretical expressions with experimental data. The simplest theory which reproduces Eq. (1) is that of Zener tunneling\(^4\) across a gap at the FS. However, the magnitude of the gap arrived at using measured values of \(E_0\) is two orders of magnitude smaller than \(k_B T\). The \(E\)-field creation of soliton-antisoliton pairs in a one-dimensional CDW condensate has been discussed by Maki\(^6\). In this model the electric field induces a tunneling from a region in \(\phi\) space (where \(\phi\) is the CDW phase) to another region which corresponds to the appearance of a soliton-antisoliton pair. Interpreting Eq. (1) in terms of Maki's mechanism again leads to values of the soliton rest energy two orders of magnitude smaller than \(k_B T\). Thus, the thermal creation of these solitons would appear to overwhelm the quantum creation at temperatures near \(T_1\) and \(T_2\). Recently, Larkin and Lee\(^3\) (LL) have considered the problem of a one-dimensional CDW pinned by impurities, and the nonlinear conductivity arising from the quantum tunneling between impurity sites. In the strong pinning case they obtain for the non-Ohmic resistivity

\[
\rho \propto \exp\left(\frac{\langle 2\pi e E_0/\nu_s/m \rangle^{1/2}}{v_F \langle \nu_s/m \rangle^{1/2}} \ln \left|\nu_s/e E_0^2\right|\right), \quad \epsilon = Vl/\nu_F,
\]

Eq. (37)

where \(\nu_F\) is the characteristic velocity related to the elastic energy for deformation of \(\phi\), \(E_0\) is the electric field, \(V\) is the impurity strength, and \(l\) the
average distance between impurities. Applying their calculations to NbSe$_3$, LL conclude that the observed value of $E_w$ would require $l$ to be extremely large. Furthermore, as in the previous two cases, thermal energy would dominate the energy supplied by the field. LL conclude that their impurity-pinning model is inapplicable to NbSe$_3$.

D. Critical divergence of $dp/dT$

The divergence of the derivative of the resistivity in pure metals and alloys at a phase transition appears to be very widespread. In ferromagnetics such as Ni the derivative of $p$ diverges logarithmically at the critical point $T_T$. In antiferromagnetic materials the divergence has a higher critical index. Fisher and Langer (FL) have proposed a divergence that is experimentally observed in Ni. However, in antiferromagnetics the divergence above $T_T$ has a higher critical index. Suezaki and Mori (SM) have pointed out that the long-range spin fluctuations are dominant (above $T_T$) in the case of antiferromagnetics, where fluctuations occur around the wave vector $Q$, leading to large angle scattering of conduction electrons. This is particularly true in SDW materials such as Cr where $Q = 2K$. The microscopic calculations of Takada point to the same conclusion, namely, long-range fluctuations are dominant in antiferromagnetics while short-range fluctuations are dominant in ferromagnetics. Recently Horn and Guidotti (HG) have studied the divergence of $dp/dT$ in the pseudo-one-dimensional organic metals [TTF-TCNQ and tetraselenafulvalene-tetracyanoquinodimethane (TSeF-TCNQ)] at the Peierls transition $T_T$. They found that (above $T_T$) the critical index is $-1.0$ along both axes in TTF-TCNQ and $-1.5$ along the $b$ axis in TSeF-TCNQ. These indices are substantially larger than those found in the magnetic materials (0.0 to 0.3).

To explain their results they considered the effect on $dp/dT$ of restricting the allowed final states for scattering due to the reduced dimensionality $d$ of the metal. Using mean-field values for the critical exponents HG obtain the results\(^{37}\)

\[
\frac{dp}{dT} \propto Q_x Q_y \sum_{i} f_i^2 (1 - f_i^2) \times \text{Re} \int_0^\infty dt \exp(-iQ \cdot \tau^* t - \Gamma t) \times \sum_i \Psi_{\tau^*}(t) .
\]

where $\bar{Q}$ is the spanning vector of the CDW, $g_2$ is the electron-phonon coupling constant, $f_i$ is the Fermi-Dirac distribution, $\Gamma^*$ is the lifetime of the electrons, and

\[
\Psi_{\tau^*}(t) = -\frac{\partial x_{\tau^*}(t)}{\partial T} .
\]

In Eq. (40), $x_{\tau^*}$ is the density-density correlation function which diverges at $T = T_T$ for $K = \bar{Q}$. To evaluate Eq. (39) the assumption of critical slowing down is made so that we may neglect the time dependence of $\Psi_{\tau^*}$ in Eq. (40) and it is valid to use the static scaling laws,$^9$

\[
x_{\tau^*}(t) = \tau^* F(k/\kappa) .
\]

In Eq. (41), $\gamma$ is the susceptibility critical index, $F$ is an unknown function, and $\kappa$ is the inverse correlation length which behaves as (for $T < T_T$)

\[
k \propto \tau^* .
\]

The dimensionality $d$ of the electron gas enters when we evaluate $\sum_{\tau^*} \Psi_{\tau^*}$. Using Eqs. (41) in Eq. (40) and performing the sum over $K$ we have

\[
\sum_{\tau^*} \Psi_{\tau^*}(0) = \tau^* \left[ \int_0^\infty dt x^2 G(x) .
\]

Substituting Eq. (43) in Eq. (39) we finally have [using Eq. (42)]

\[
\frac{dp}{dT} \propto Q_x Q_y \tau^* \kappa^* .
\]

Using mean-field values ($\gamma = 1, \nu = \frac{1}{2}$) we have HG's results [Eq. (38)].

In NbSe$_3$ the critical exponent lies between $-1$ and $-1.5$ at the $T_T$ transition. Using the above theory this implies that the dimensionality of the system is 2 or 1, the data being insufficiently unambiguous to decide between the two. However, a value of $-0.5$ or smaller for the critical exponent can be excluded rather definitely. At the $T_T$ transition the rounding of the divergence very near $T_T$ prevents an extraction of the index. For $t > 2 \times 10^2$, however, an exponent of 2 is obtained. This is larger than the result in Eq. (44) using reasonable values of $\gamma, \nu$, and $d$. It is possible that the assumptions underlying the derivation of Eq. (44) no longer hold at temperatures well above $T_T$. In particular the
critical slowing-down assumption is expected to be invalid far above $T_\ast$ and one needs to examine the dynamics of the fluctuations without this simplifying assumption.

V. SUMMARY AND CONCLUSION

The non-Ohmic conductivity of NbSe$_3$ has been measured at temperatures in the vicinity of the two phase transitions at $T_1$ and $T_2$. At each temperature the conductivity may be decomposed into a field-independent part $\sigma_n$ and a field-dependent part $\sigma_f e^{-\alpha E_F / kT}$ (suppressing the subscript $n$, which identifies the transition). From $\sigma_n$ and $\sigma_f$ a parameter $\alpha$ is obtained which (at $T=0$ K) gives the fraction of FS affected by the gap. (In a multiband model the pockets of FS which do not participate in the CDW formation are included in $\sigma_f$.) At elevated temperatures (particularly a few Kelvin below $T_1$ and $T_2$) thermal excitations across the growing gap reduce the value of $\alpha$ from its $T=0$ K value. Therefore the temperature dependence of $\alpha$ provides information on the temperature dependence of the gap. By applying Fedders and Martin's theory to a CDW system we have theoretically computed the temperature variation of $\alpha$ using a BCS-type gap. Good agreement between the calculations and the data is obtained. This agreement may be interpreted as new evidence for gap formation at the FS at both transitions. The loss of carriers due to gap formation has also been observed directly in recent Hall measurements. From the fit of $\alpha$ to the BCS gap theoretical values for the zero temperature limit are obtained. Communication),

A number of theories based on quantum tunneling are successful in explaining the electric-field dependence of the conductivity, but numerical comparison with the experimental data seems to come up against the paradoxical situation that the energy supplied by the electric field is much smaller than the thermal fluctuation energy at $T_1$ and $T_2$.

Note added in proof. Electron diffraction evidence of superlattice formation in NbSe$_3$, at $T_1$ has been reported by Tsutsumi, Takagaki, Yamamoto, Shiozaki, Ido, Sambongi, Yamaya, and Abe, Phys. Rev. Lett. 39, 1785 (1977). X-ray diffraction evidence for a new superlattice at $T_2$ has also been obtained by Fleming and co-workers [P. A. Lee (private communication)]. Ayroles and Roucan have also observed the superlattice at $T_1$ by electron diffraction. [P. Monceau (private communication)].
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We present measurements of the low-field Hall constant Rₕ as a function of field and temperature in the linear-chain metal NbSe₃. The data range from 2 K to 200 K in temperature and up to 15 kG in field. At the two phase transitions T₁ (142 K) and T₂ (58 K), Rₕ shows an abrupt increase in magnitude but no change in sign. Below 30 K Rₕ becomes strongly field dependent. The zero-field-limit Rₕ changes from n-type to p-type at 15 K. It is argued that the results are consistent with a model in which the difference in population n-p is equal to 3 x 10¹⁸ cm⁻³ below T₂. The Hall data are also consistent with a model in which both a loss of carriers and a drastic change in the conductivity anisotropy occur at T₁ and T₂ and lend support to the charge-density-wave hypothesis which has been used to characterize the two transitions.

The linear chain metal niobium triselenide has rather unusual transport properties. The resistivity-temperature profile shows two giant anomalies associated with phase transitions at T₁ (142 K) and T₂ (58 K). The electronic conductivity is highly non-Ohmic at temperatures below T₁. The non-Ohmicity manifest itself as a breakdown of the anomalies as the applied E-field is increased. Furthermore the resistivity is a strong function of frequency at microwave frequencies. No trace of the T₂-transition is detected in the resistivity at 9 GHz while the T₁ anomaly is sharply reduced in size.

The two phase transitions have been discussed in terms of charge-density-wave (CDW) formation. In this model Fermi surface (FS) pathologies cause the electron-phonon interaction to become divergent for a particular phonon mode which softens. A superlattice of wave vector Q appears and induces gaps at points on the FS separated by the wave vector Q. The gain in electronic energy due to gap formation stabilizes the new phase. Gap formation also leads to a loss of carriers and accounts for the rise in resistivity at the transitions.

Recently a model based on these ideas has been used to interpret the non-Ohmic data near the phase transitions. Using a modification of Fedders and Martins' calculations on the spin density wave transition we have shown that the temperature dependence of one of the non-Ohmic parameters, α, can be described by a BEC-type gap equation. The parameter α also provides a number for the fraction of FS affected by the transitions at T₁ and T₂. The CDW formation destroys 20% of the FS at T₁ and 60% of the remaining at T₂.

The most direct way to observe a change in carrier concentration in a conductor is to measure the Hall effect as a function of temperature. Recently we have obtained samples with sufficient width to observe the Hall voltage. NbSe₃ has a rather large Hall signal at low temperatures. At 2.0 K the Hall constant Rₕ is 4.1 x 10⁻⁷ m²/C (in the limit of zero field). As the field H increases Rₕ rapidly saturates to the value of 2.3 x 10⁻⁶ m²/C at 15 K as T is increased. At both T₁ and T₂ Rₕ shows an abrupt change in magnitude (but not in sign). Rₕ remains n-type to room temperature where it is of the order of -1.0 x 10⁻⁷ m²/C.

The samples were synthesized by heating stoichiometric proportions of Nb and Se in a quartz tube for 4 weeks at 725°C as discussed in Ref. (1). Four large crystals were found suspended in the middle of the tube away from the walls. Microscopic examination of these samples showed them to be single crystals typically 8 x 0.40 x 0.008 mm³ in size. Two of these samples were mounted on sapphire substrates and gold leads were attached to them in the standard Hall configuration by means of silver paint. Temperature was monitored and automatically controlled by a capacitance sensor to + 20 mK from 2 K to 200 K. A calibrated silicon diode sensor was used to measure the absolute temperature when the magnetic field was off. The longitudinal dc current was maintained at 300µA and the signal from the Hall leads was bucked by a constant voltage, amplified and displayed on an x-y recorder as a function of field. At all temperatures the Hall signal for normal and reversed fields was measured for one direction.
The Hall voltage of sample 1 at selected temperatures above $T_2$. The two branches at each temperature correspond to the two directions of the applied magnetic field. The Hall constant $R_H$ is field independent up to 15 kG at temperatures above 40 K.

At some selected temperatures the current direction was also reversed to correct for the IR drop due to misalignment of the Hall leads. This correction was necessary for only one of the two samples measured. Typical sweep rates were 4 kG/min. At high temperatures the large amplification used required some care in eliminating spurious effects. The sweep rate was varied to detect time dependent emf's due to varying flux threading the Hall leads. In general only those runs were retained, in which both the voltage across the Hall leads and the voltage from the Si cryogenic sensor returned to their initial values after the field was cycled.

In both samples the current I was parallel to the b axis and the Hall voltage $V_H$ was measured along the a axis with the magnetic field either parallel or anti-parallel to $\mathbf{b} \times \mathbf{a}$. Figure 1 shows typical runs at selected temperatures for sample 1. The Hall constant

$$R_H = \frac{V_H}{I_H}$$

(1)

where $t$ is the sample thickness and if the magnetic field is field independent up to the highest field used (15 kG) for temperatures above 30 K. Below 30 K $R_H$ is strongly field dependent. As shown in Figure 2 (data on sample 2) $V_H$ is strikingly non-linear in the vicinity of 15 K where $R_H$ changes sign.

In Figure 3 we show the temperature dependence of $R_H(0)$ at both $T_1$ and $T_2$. Just below $T_1$ $R_H(0)$ increases at an initial rate of

$$\left(\frac{dR_H(0)}{dT}\right)_{T_1} = -0.14 \text{ K}^{-1} (T-T_1)$$

(2)

As $T$ decreases $R_H$ continues to rise with a decreasing slope until $T$ crosses the $T_2$ transition where $R_H(0)$ again undergoes an abrupt increase. Just below the $T_2$ transition we have

$$\left(\frac{d^2R_H(0)}{dT^2}\right)_{T_2} = -0.58 \text{ K}^{-1} (T-T_2)$$

(3)

which is four times larger than the fractional increase at $T_1$. Below 30 K the field-dependence of $R_H$ becomes manifest at the fields we employed. The values displayed in Figure 3 are the values
**Fig. 3.** The temperature dependence of $R_H(0)$ (the Hall constant at zero field). The open (solid) circles are data from sample 1 (2). The data above 50 K is also plotted with a factor of ten magnification. The data from the two samples were normalized to agree at 2 K and 14 kG. At both transitions $T$ and $T_R$, $R_H(0)$ undergoes an abrupt change in magnitude. It changes sign at 15 K, becoming p-type at low temperatures. The jump in magnitude at $T$ and $T_R$ is consistent with a change in both carrier concentration and mobility ratios at the transitions. The solid lines are drawn to guide the eye and have no further significance. The broken line is the longitudinal resistivity.

The expression for $R_H$ is given by

$$N = \frac{e}{1 + \mu_1 \mu_2 H^2} \left[ 1 + \frac{\nu_1 \nu_2}{1 + \mu_1 \mu_2 H^2} \right]$$

(7)

where

$$A_1 = \frac{\nu_1}{1 + \mu_1 \mu_2 H^2} + \frac{\nu_2}{1 + \nu_1 \nu_2 H^2}$$

(8)

In the two limits of zero field and infinite field Eq. (6) reduces to

$$R_H(0) = \frac{-\nu_1 \nu_2}{e(n-\mu_1 \mu_2 H^2)} \left[ 1 + \frac{1}{1 - \mu_1 \mu_2 H^2} \right]$$

(9)

$$R_H(H=\infty) = \frac{-1}{e(n-\mu_1 \mu_2 H^2)} \left[ 1 - \frac{1}{H^2} \right]$$

(10)

For small values of $H$, $R_H$ is quadratic in $H$ while in the limit of infinite field $R_H$ approaches the saturation value $R_S(\infty) = \frac{1}{e(n-\mu_1 \mu_2 H^2)}$. These features are evident in all the curves shown in Figure 4. Another prediction of Eq. (6) is that as the mobilities increase (with decreasing $T$) the characteristic field at which the behavior of $R_H$ switches from $H^2$ to $(1 - H^2)$ should
Fig. 4. The field dependence of $R_H$ at low temperatures for fields up to 14 kG. The general features at each temperature are the quadratic increase from its zero field value at low fields, and the asymptotic approach to the infinite-field value $R_H(\infty)$ at high fields. As discussed in the text, these features are consistent with a two band model in which the mobility increases with decreasing temperature. The data are from sample 2.

move to successively lower fields. This is because $H$ scales as $(\mu H)^{-1/2}$ or $(v_1 v_2)^{-1}$ in Eq. (7). The low temperature curves in Figure 4 also show this behavior. For example at the lowest temperature $R_H$ saturates at the relatively modest field of 12 kG. Although Eq. (6) can reproduce Figure 4 with a judicious choice of the six unknowns $n$, $p$, $\mu_1$, $v_1$, $\mu_2$, $v_2$, a meaningful test of the simple model used in Eqs. (4) and (5) will be possible only if the analysis also agrees with other transport measurements such as conductivity anisotropy and magnetoresistance. A detailed report will be published elsewhere.

We conclude with a few remarks. The saturation value of $R_H$ at high fields provides unambiguously the value of $2.7 \times 10^4$ cm$^{-2}$ for the quantity $(p-n)$. Equation (10) implies that at sufficiently high fields $R_H$ attains the same saturation value, $R_H(\infty)$, at all temperatures below $T$. This behavior is consistent with the low temperature behavior shown in Figure 4. Above $T_1$ changes in the FS area alter $p-n$ and we obtain a different $R_H(\infty)$. Assuming a characteristic field of 41 kG at $T = 2$ K we deduce that the characteristic mobility of the faster carrier is of the order of $10^3$ cm$^2$/Vs at this temperature. Below the $T_2$ transition the Hall data implies that $p$ is greater than $n$. However the large value of the ratio $(\mu_1 \mu_2/v_1 v_2)$ keeps $R_H(0)$ negative until $T$ decreases below 15 K. The sharp increase of $R_H(0)$ at both transitions is too large to be explained by a change in carrier concentration alone. It is possible that a change in the mobility anisotropies is occurring simultaneously. This will be consistent with the appearance of a superlattice Bragg plane which preferentially scatters the carriers moving parallel to the spanning vector. In fact a comparison of Figure 3 with the prediction of Eq. 9 implies that the conductivity anisotropy $(\mu_1 + \mu_2)/(\mu_1 - \mu_2)$ should be a strong function of temperature below $T_1$ and $T_2$. The reason is that if $n$ and $p$ are temperature independent, a strongly varying $R_H(0)$ implies that $(\mu_1 \mu_2)$ and $(v_1 v_2)$ cannot have the same temperature dependence. Preliminary conductivity anisotropy measurements using the Montgomery technique have confirmed this inference.

After this work was completed, evidence for superlattice formation at $T_1$ was reported by Tsutsumi et al.\textsuperscript{11}
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The first-transverse dc conductivity measurements on a member of the transition-metal trichalcogenides (NbSe₃) are presented. The conductivity anisotropy $\sigma_x/\sigma_b$ (where $b$ is the chain axis) was obtained using the Montgomery technique, and varies from 10 to 20 as a function of temperature. The transverse resistivity $\rho_b$ also shows anomalies associated with the charge-density-wave transitions at $T_1$ (142 K) and $T_2$ (58 K). However, these anomalies are smaller than the corresponding ones in $\rho_x$. The quantity $R_H (0)/(\rho_b, p_p)$, where $R_H$ is the Hall constant, demonstrates explicitly the freeze-out of thermally excited quasiparticles below each transition. We show that at both transition gaps appears on the hole surface, and the hole concentration decreases rapidly. The transverse magnetoresistance at low fields has also been measured. Its monotonic power-law decrease with increasing temperature shows explicitly that the resistivity anomalies are due to changes in the carrier concentration, and not in the lifetimes.

I. INTRODUCTION

The transition-metal chalcogenides have proved to be a remarkably fertile series of compounds for the study of instabilities of the electron gas of reduced dimensionality. The $MX_3$ (where $M$ is a transition metal element and $X$ is one of the chalcogens) compounds form layered structures$^1$ and the electron gas has a quasi-two-dimensional character. A host of phase transitions into the incommensurate charge-density-wave (ICDW) and commensurate charge-density-wave state (CCDW) occurs in the various poly-types of these compounds. Much theoretical effort has been expended to study the nature of the incommensurate phase and how an ICDW "locks-in" to the underlying host lattice. For instance, McMillan$^2$ has proposed that the ICDW state in $2H$-TaSe$_3$ is in fact one in which the charge-density-wave (CDW) achieves commensurability over microdomains which are separated by domain walls (discommensurations) where the CDW phase undergoes an abrupt change. It remains unclear whether such discommensurations or similar defects occur also in other ICDW systems such as $2H$-NbSe$_2$, or whether the canonical CDW theory of Chan and Heine$^3$ is adequate.

In the last two years compounds of the type $MX_3$ have been shown to exhibit the same kinds of electronically driven instabilities. Specifically, the compounds NbSe$_3$$^4$-$^5$, NbS$_3$$^6$, TaSe$_3$$^5$-$^7$, and TaS$_3$ have been synthesized and studied. The occurrence of CDW's in the $MX_3$ family is significant because the members generally have a linear-chain structure with high conductivity along the chain direction. In contrast to the layered structure of the $MX_3$ family where the high conductivity occurs in the basal plane, the $MX_3$ metals could possibly show quasi-one-dimensional behavior. Indeed, Sambongi et al.$^9$ have shown that TaS$_3$ undergoes a transition into the insulating CCDW state, similar to the well-studied quasi-one-dimensional conductors, tetrathiafulvalene tetracyanoquinodimethane$^6$ (TTF-TCNQ) and the mixed-valence compounds$^9$ KCP and their numerous derivatives. Another member TaSe$_3$, shows metallic behavior$^6$ at all temperatures down to 2.2 K where it becomes superconducting. No superlattice formation has been reported for TaSe$_3$.

In many ways the most interesting member of the $MX_3$ family is NbSe$_3$, which was first structurally characterized by Meerschaut and Rouxel.$^4$ Monceau and co-workers,$^5$ first showed the occurrence of two giant resistivity anomalies associated with phase transitions at $T_1$ (142 K) and $T_2$ (58 K) which they inferred to be CDW transitions, from the pressure dependence$^{11}$ of $T_1$ and $T_2$. Support for this hypothesis was provided by measurements on the Hall effect$^{11}$ and Young's Modulus$^{12}$ which showed respectively a loss of carriers at both $T_1$ and $T_2$, and an elastic anomaly at $T_2$. Furthermore, the growth of a gap at the Fermi surface (FS) at both transitions was inferred$^{13}$ by applying the BCS gap equation to data obtained from the non-Ohmic measurements of the longitudinal conductivity. Since then other groups$^{14}$$^{15}$ have obtained direct superlattice evidence of ICDW's in both low-temperature phases by electron diffraction and x-ray studies.

The confirmation of the CDW state in NbSe$_3$ is significant because of the anomalous-electronic transport properties which occur below $T_1$. The giant resistivity anomalies show non-Ohmic breakdown effects$^{17}$ under weak dc electric fields.
The conductivity also shows a strong frequency dependence in the gigahertz region even when the ac field is much weaker than the value required to observe non-Ohmic behavior at zero frequency. The great difficulties in accommodating these results within the framework of a single-particle picture have been discussed in Refs. 13 and 18. In these papers it was also suggested that the significant enhancement of the conductivity may arise from the depinning of the rigid CDW condensate which is then accelerated by the electric field. This possibility has been discussed by many workers in the context of one-dimensional solid-state theory. Bardeen recently applied the two-fluid model to account for the temperature dependence of the activation field in NbSe$_3$, and finds that the depinning field should first decrease, then increase as the temperature decreases, in qualitative agreement with the experiment. However, little else is understood, especially quantitatively, regarding the anomalous transport behavior aside from the strong suspicion that a collective mode of the CDW condensate is being excited.

In this paper we present results on the galvanomagnetic and other transport properties of NbSe$_3$ in the zero-frequency-Ohmic regime, restricting current values to below the Ohmic breakdown values. Although the nature of the current-carrying excitations in the non-Ohmic and/or high-frequency regime is of paramount interest, the understanding derived from the analysis of the galvanomagnetic and conductivity anisotropy data in the Ohmic region is a necessary first step towards an understanding of the anomalous behavior. It will be seen in the following paper (II) that the various transport measurements taken together offer a rather complete view of the normal uncondensed electrons and holes in this metal. The galvanomagnetic measurements in the high-frequency and high electric field regimes are currently in progress and will be reported in a later publication.

Hall measurements on NbSe$_3$ from 2 to 300 K, with the $B$ field along $a^*$ and the current parallel to $b$ (the chain axis) have been reported by Ong and Monceau (OM). Monceau has measured the Shubnikov-de Haas oscillations in the magnetoconductance, Fleming, Polo, and Coleman (FPC) have also reported oscillatory magnetoresistance measurements in NbSe$_3$ and TaSe$_3$, as well as high-magnetic-field Hall measurements in NbSe$_3$. A more complete mapping of the Shubnikov frequencies has recently been obtained by Monceau and Briggs (MB). The preceding measurements are all in substantial quantitative agreement except for the disagreement on Hall polarity reported by OM and FPC. Together with the conductivity anisotropy in the $b$-$c$ plane and the transverse low-field magnetoresistance measurements to be reported here one should have sufficient data to unravel the contributions from the electron and hole pockets. In particular one would hope for a direct observation of the loss of carriers near the CDW transitions, as thermally excited quasiparticles across the developing gaps are frozen out with decreasing temperature. Evidence for this behavior is obtained by combining the Hall and anisotropy measurements. A full analysis of the galvanomagnetic data is presented in II.

II. EXPERIMENTAL DETAILS

Conductivity anisotropy measurements were done using the Montgomery technique. The fibrous morphology of the crystals and the minute transverse dimensions presented the most serious difficulties in measuring the dc transverse conductivity. Samples were mounted on a sapphire substrate and glued to the substrate by four silver paint (Du Pont 4922) droplets, which also served as contacts for the gold leads. This mounting configuration is less satisfactory in one respect than some that have been reported in the literature. The differential contraction of the sample and substrate sets up stresses in the sample which lead to cracks parallel to the chain axis. These stress-induced cracks show up as irreproducible jumps in the measured transverse conductivity. Nonetheless, this mounting configuration was used because one could achieve better control over the size of the contacts to the sample. Attempts to use techniques such as that described by Coleman resulted in the droplets completely enveloping the thin sample. The Montgomery configuration requires the contacts to be at the four corners of a rectangular sample. Because the ends of single crystals tend to be frayed the contacts were placed approximately 0.5 mm away from the ends. Since the transverse dimension in the $c$ direction was typically 300 $\mu$m and the diameter of the paint droplets was at least 100 $\mu$m great care was required to avoid shorting out contacts on opposite sides of the sample. The technique which proved most successful was to place the sample on the substrate and to wash it with a drop of butyl acetate. This improved adhesion of the sample to the substrate as well as the contact between the sample and paint. When the butyl acetate had evaporated a small droplet of paint was placed on the substrate close to the sample and edged in with a 3-mil wire until contact was achieved. The optimum viscosity was maintained.
Conventional four-probe technique. Like were used. A successful cool down was judged actual sample orientation in the Montgomery technique stability of our apparatus. The temperature of CDW transitions at verse resistivity good agreement with previous results obtained by the convenience. The longitudinal resistivity profile is highest temperature data is at 55 K. At 15kG the measurements were made. The sample whose stability was maintained to ±10 mK while the two closed in a double-vacuum jacket. Thermal stability was maintained to ±10 mK while the two measurements were made. The sample whose conductivity anisotropy is shown in Fig. 1 had dimensions 1980×290×36 µm. Since the contact dimensions varied from 3' to 50 µm there is some uncertainty over what the appropriate effective ratio of the sides of the crystal b/c should be. This is discussed in Sec. III.

For the transverse magnetoresistance measurements much thinner fibers can be used (typically 20-µm wide). Leads were mounted in the conventional four-probe configuration with the B field along the a* axis and the current in the b direction. A quadratic fit to the resistivity at low fields was made at each temperature. This is important below -12 K where the resistivity starts deviating from quadratic behavior at relatively low fields. The low-field magnetoresistance Δρ/ρ₀ B where ρ₀ is the zero-field resistivity is very large at 4.2 K (corresponding to an equivalent mobility of ~40,000 cm²/V·sec), but rapidly decreases to an equivalent mobility of 200 cm²/V·sec at 55 K. No magneto-resistance could be measured to our sensitivity at fields of 70 kG above the T₂ transition. Our highest temperature data is at 55 K. At 15 kG the measured fractional change in the resistivity at 55 K is 7×10⁻⁴. Since the temperature coefficient of the resistivity is very large at this temperature α₂ dp/dT ≈ 2×10⁻² K⁻¹ the fractional increase in ρ would be suppressed by a temperature drift of 9 mK during the time of the field sweep. This represents an upper limit on the cryogenic stability of our apparatus. The temperature of the sample chamber was controlled by a capacitance sensor which, unfortunately, was least sensitive around 60 K. Transients caused by the switching relays in the magnet supply were suppressed by careful screening of the sample leads. Altogether data from three samples were taken. Despite the scatter they are in reasonable agreement with each other.

III. RESULTS AND ANALYSIS

In Montgomery's technique for measuring the conductivity anisotropy of a rectangular sample of sides b and c, the potential drop V₄ across contacts 3 and 4 (see Fig. 1) is first measured with the current I going through contacts 1 and 2. Next, the potential drop V₃ across contacts 2 and 3 are measured with the same current going through contacts 1 and 4. Specializing to the case where the third dimension a (along the a* axis) is negligible compared to c, Montgomery and Logan et al. show that the resistivity in the b and c directions are given by

$$\rho_0 = B \left( \frac{a}{l} \right) \left( \frac{V_4}{l} \right) \left( \frac{c}{b} \right),$$  \hspace{1cm} (1)
where

\[ H(x) = \frac{2}{4} \ln \left( \frac{1 - 2q' + 2q''}{1 - 2q + 2q''} \right), \quad q' = e^{-x}, \quad \text{and } x \text{ is the solution to the equation} \]

\[ y = \frac{(x^{1/4} - \ln[(1 - q^2 + q^4) / (1 + 2q + 2q^4)])}{[1 + (1 + 2q + 2q^4) / (1 - 2q + 2q^4)]}. \]

In practice at each temperature the ratio \( r \) is formed from the measured \( \rho_b \) and \( \rho_c \). Equation (4) is then solved for \( x \), and \( H \) computed from Eq. (3). Substitution into Eqs. (1) and (2) gives \( \rho_b \) and \( \rho_c \). For reference we note that the product

\[ \rho_b \rho_c = \rho_b + \rho_c - \varepsilon \left[ \frac{1}{\rho_b} + \frac{1}{\rho_c} \right] \]

is independent of \( h/c \). To solve Eq. (4) for \( x \) we have found it convenient to use the following series which gives an accuracy of \( \pm 0.01 \% \) when \( 10^{-3} < x < 30 \):

\[ x = -0.997229 \ln(Ln(x)^2 + 0.160697 \times Ln(x)^3 + \ldots) \]

\[ A = 0.997229, \quad B = 0.160697, \quad C = 1.231448 \times 10^{-2}, \]

\[ D = 3.79740 \times 10^{-4}. \]

Figure 1 shows the computed anisotropy in the \( h/c \)-plane and the separate resistivities along the two axes. (The transverse resistivity \( \rho_b \) has been reduced by a factor of 10.) As mentioned in Sec. I the longitudinal anomaly sizes in \( \rho_b \) show good agreement with conventional four-probe measurements on single ribbons. Furthermore, the room temperature value of \( \rho_b \) (655 \( \mu \Omega \cdot \text{cm} \)) is good agreement with previously reported measurements. A rather surprising feature of the transverse resistivity \( \rho_c \) is the sizeable anomaly at \( T \). This is unexpected from the orientation of the superlattice Bragg plane which is normal to the \( b \) axis. Equally unexpected is the fact that the appearance of the CDW at \( T \) which has spanning vector \( (0.5, 0.26, 0.5) \) seems to disrupt \( \rho_c \) less than \( \rho_b \). Below \( T \) the transverse resistivity \( \rho_c \) decreases much more rapidly than \( \rho_b \) but at liquid-helium temperatures the anisotropy has returned to the value it had at 59 K. As mentioned before, the computed anisotropy \( \rho_c / \rho_b \) is very sensitive to the choice of the ratio of the sides \( b/c \). Since the contacts have finite size it is not clear what values for \( b/c \) is appropriate.

The anisotropy shown in Fig. 1 (at 290 K) was computed with a value of \( b/c = 5.0 \). Room-temperature measurements on two other samples gave values of \( \rho_c / \rho_b \) which varied between 10 and 30, again depending on the choice of \( b/c \). Thus the absolute value of the anisotropy is known only to \( \pm 50 \% \). Nonetheless it may be seen from Eqs. (4) and (5) that the value of \( x \) and \( \rho_b \rho_c \) are unaffected by this uncertainty. It will turn out that in analyzing the anisotropy data in conjunction with the galvanomagnetic data the important quantity is \( \rho_b \rho_c \) which does not depend on \( b/c \). The quantity that figures prominently in these analyses is \( \rho_c / \rho_b \rho_c \) which may be shown to be independent of all sample dimensions. (Both \( \rho_a \) and \( \rho_b \rho_c \) are linear in \( a_s \).) Similarly the magnetoresistance is independent of sample dimensions.

Knowing the product \( \rho_b \rho_c \) (solid circles in Fig. 2), enables us to proceed one more step in understanding the Hall effect of \( \text{NbSe}_2 \). The puzzling feature of the Hall constant at zero field, \( R_h(0) \), is the large increase in \( |R_h(0)| \) below \( T \) and \( T_s \). Specifically, \( |R_h(0)| \) undergoes an eightfold increase as the temperature decreases from 145 to 60 K and appears to be still increasing when the \( T_s \) transition is reached. A similar large increase (12-fold) occurs below the \( T_s \) transition between 59 and 36 K. In a one-band model \( R_h(0) \) is in-
versely proportional to the carrier concentration. However, it is clear that such large increases in \( R_H(0) \) with no sign of saturation is incompatible with this simple interpretation, since the resistivity shows only a 20% and 50% change at \( T_r \) and \( T_c \), respectively. Nevertheless, one would hope that the Hall data would be amenable to a reasonably straightforward interpretation, and provide experimental evidence of loss of carriers as required by the canonical CDW theory. The change of sign of \( R_H(0) \) at 15 K indicates that a two-band model is appropriate for NbSe\(_2\). This is also consistent with the very large transverse magnetoresistance observed at low temperatures. The expression for the Hall constant at zero field for the two-band model (assuming a closed simply-connected FS for both holes and electrons) is given by\(^{32}\)

\[
R_H(0) = \frac{e(n_{\mu_1\mu_2} - p_{\nu_1\nu_2})}{(n_{\mu_1\mu_2} + p_{\nu_1\nu_2})^2},
\]

where \( e \) is the magnitude of the electronic charge, \( n(p) \) are the electron (hole) density, \( \mu_1(\mu_2) \) is the electron mobility in the \( x(y) \) direction and \( \nu_1, \nu_2 \) are the analogous hole mobilities. The form of the denominator suggests that a simpler expression is obtained by dividing Eq. (7) by \((p_0\rho_0)\). This gives

\[
A = \frac{R_H(0)}{p_0\rho_0} = \frac{e(n_{\mu_1\mu_2} - n_{\nu_1\nu_2})}{n_{\mu_1\mu_2} + p_{\nu_1\nu_2}},
\]

whose absolute value is plotted in Fig. 2 (open circles) in log-log scale. It becomes immediately apparent that the temperature dependence of \( A \) is dominated by that of the mobilities (lifetimes of carriers) which have a power-law dependence. Dividing out this power-law dependence we thus isolate the temperature variation predominantly due to \( n \) and \( p \). In Fig. 3 the quantity \( A(T)/T/T_T^2 \) is shown versus temperature. The deviation above 40 K of \( A \) from the straight line in Fig. 2 now manifests itself as a sharp change in the hole concentration relative to the electron concentration. To be consistent with the conventional concepts of gap formation at the FS we postulate from Fig. 3 that the gapping occurs at the hole surface. This is because \((p_{\nu_1\nu_2} - n_{\mu_1\mu_2})(T/T_T)^{2.792}\) increases algebraically as \( T_T \) is approached from below.

(The reader may question our treatment of the Hall effect due to the thermally excited quasiparticles. On the hole FS the excitation of holes across the CDW gap leaves vacancies behind which are electronlike. These will presumably contribute a negative Hall signal, and to a first approximation, cancel the Hall signal from the excited holes. However, this argument is incorrect. By studying the topology of the constant energy surfaces it may be shown that the vacancies will always have the same galvanomagnetic response as the excited quasiparticles. A more detailed treatment is offered elsewhere.)

Much the same analysis can be applied to the Hall data above \( T_T \). Again we find that \( A \) vs \( T \) in a log-log scale falls on a straight line of slope \(-2.792\) except near \( T_T \). Dividing out this power-law dependence shows the same carrier freeze-out phenomenon below \( T_T \) (see Fig. 4) rather more clearly than in Fig. 3 because \( R_H(0) \) has no zero crossing above \( T_T \). Above \( T_T \), \( A(T/T_T)^{-2.744} \) is temperature independent indicating no relative changes in the electron and hole concentrations. Thus the slight decrease in \( R_H(0) \) above 145 K that is evident in Fig. 3 of Ref. 11 is entirely due to the temperature dependence of \( p_0\rho_0 \). Similar to the \( T_T \) transition we conclude that at \( T_T \) the loss of carriers occurs on the hole FS. From the foregoing the picture that emerges is that above \( T_T \), \( R_H \) is negative \((n_{\mu_1\mu_2} < p_{\nu_1\nu_2})\). At \( T_T \) a gap occurs on the hole FS associated with a CDW with spanning vector \( (0, 0.24, 0) \). The decrease in \( p \) relative to \( n \) drives \( R_H \) more negative. However, \( A \) (with the temperature dependence of the lifetime divided out) decreases smoothly before saturating instead of dropping abruptly to its sat-

FIG. 3. Temperature dependence of \( A \) with the power-law dependence \( T^{1.4} \) divided out. Below \( T_T \) (open circles) \( \alpha \) equals 3.875. Above \( T_T \) (solid circles) \( \alpha \) has the value 2.792. It argued in the text that the increase in \( A \) as the temperature increases towards \( T_T \) is due to the thermal excitation of quasi-particles across the CDW gap.
FIG. 4. Temperature dependence of \( A(T/T_1) \) around the upper transition. Below \( T_1 \) (solid circles) \( \alpha \) equals 2.792 while above \( T_1 \) (open circles) \( \alpha \) equals 1.774. Between \(-100\) and \(145\) K the steep rise in \( A(T/T_1) \) is ascribed to the thermal generation of quasiparticles across the CDW gap on the hole Fermi surface. Note that \( A(T/T_1) \) is temperature independent above \( T_1 \) and below \( 100 \) K.

FIG. 5. Transverse magnetoresistance expressed as an effective mobility \( \mu_y \) vs temperature in log-log scale [see Eq. (9)]. Data from three samples are shown. Note that the mobility \( \mu_y \) continues to decrease with increasing temperature between 40 and 54 K whereas the longitudinal conductivity is rapidly rising in this temperature interval. This implies a steep increase in carrier concentration as discussed in the text.

The first measurements on the transverse dc resistivity of a transition-metal trichalcogenide are presented. Although the linear-chain crystal structure of \( \text{NbSe}_3 \) suggests the possibility of quasi-one-dimensional behavior the measured anisotropy \((-20)\) is several orders of magnitude smaller than the best one-dimensional conductors. Nonetheless, the peculiar transport properties of this metal make it directly relevant to
the issues of interest in the field of highly anisotropic conductors, particularly the question of the depinning of the CDW condensate and the sliding Fröhlich mode. Some clarification of the electronic instabilities have been obtained by studying the conductivity anisotropy in relation to the Hall constant and transverse magnetoresistance. In particular it is demonstrated that the gapping occurs on the hole FS at both transitions. Furthermore, the giant resistivity anomalies in the longitudinal resistivity are shown to be a consequence of loss of carriers at $T_c$ and $T_d$ due to the slow freeze-out of thermally excited quasiparticles across a developing gap. This confirms the previously published analysis of the non-Ohmic data which also showed that the decrease in conductivity was consistent with carrier freeze-out across a gap which could be described by the BCS equation. In particular, by combining the product $\rho_x\rho_e$ with previously published data on the zero-field Hall constant $R_h(0)$ which shows a surprisingly large change at $T_L$ and $T_L$, we obtain an expression which shows more transparently the decrease in the hole concentration below $T_c$ and $T_d$. Finally, the transverse magnetoresistance provides complementary information on the averaged lifetime of the carriers and shows explicitly that the resistivity anomaly at $T_d$ is not due to pathological changes in carrier mobilities, as has been suggested by other workers.
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The charge-density-wave (CDW) linear-chain metal NbSe$_3$ shows striking non-Ohmic behavior when the applied electric field exceeds ~0.1 V/cm. Hall effect, transverse magnetoresistance, conductivity anisotropy, and Shubnikov-de Haas measurements using sufficiently low current densities to avoid Ohmic breakdown have been published. We propose a simple two-band model to account for the temperature dependence of these quantities as well as the (magnetic) field dependence of the Hall constant in the Ohmic regime below 58 K. The model has six unknowns (carrier concentrations and mobilities) that are fixed by six experimental numbers at each temperature $T$. The solution shows that all the mobilities obey a power-law behavior versus $T$, whereas the carrier concentrations are both $T$ independent up to 40 K. Above 40 K the hole population rises sharply, analogous to the theoretical predictions for an excitonic insulator. This implies that the CDW gap occurs on the hole surface. Using the parameters of the model, we have recomputed the resistivities, Hall constant, and magnetoresistance, and they have been shown to agree with all the available experimental data. Thus the conventional single-particle picture with the additional hypothesis of a BCS-type gap on the hole surface is adequate for understanding the transport properties of NbSe$_3$ in the zero-frequency-Ohmic regime. We also interpret the SdH data in terms of the two-band model.

I. INTRODUCTION

Below the transition temperature $T_c$ ("142 K) the transport properties of the charge-density-wave (CDW) metal NbSe$_3$ are conveniently divided into three regimes for the purpose of analysis. These are, (i) the zero-frequency low-current (Ohmic) regime; (ii) the zero-frequency high-current (non-Ohmic) regime; (iii) the high-frequency (above ~100 MHz) low-current regime. (There clearly exists a fourth regime: the high-frequency non-Ohmic regime, but no experimental data exist in this regime.) Strong interest has been generated by the study of regimes (ii) and (iii) because of the possibility of studying experimentally the dynamics of a sliding CDW in a real metal. Such studies will shed light on (a) the nonlinear dynamics associated with a drifting CDW $^2$ (b) the nature of the pinning forces impeding its motion, and (c) the feasibility of realizing a system in which the sliding Fröhlich mode leads to superconductivity. With regard to (b) the ease with which the pure compound is alloyed or intercalated $^3$ with Li makes it an attractive system in which to study the pinning effects of the CDW condensate due to impurities. Such impurity studies are presently underway and show that the behavior in regimes (ii) and (iii) are exceedingly sensitive to impurity concentrations.

Most of the galvanomagnetic $^4$, $^5$ as well as Fermiology $^7$, $^8$ studies done to date have been in regime (i) where the applied electric fields are sufficiently low to avoid Ohmic breakdown. Although regime (i) is of less interest as compared to (ii) and (iii) it is essential to obtain a picture of the "normal" regime that is as complete as experimentally feasible so that the intriguing additional effects (conductivity enhancement) in regimes (ii) and (iii) can be isolated and analyzed. In this paper we construct a simple two-band model that will account for the galvanomagnetic and conductivity anisotropy data (regime (i)) presented in Refs. 1, 6, and 8. Single crystals of NbSe$_3$ usually grow in the shape of long ribbons with the long side along the (chain) b axis and the wider transverse dimension along the c axis. Low-magnetic-field Hall measurements with $H$ along a* have been reported by Ong and Monceau (OM). $^6$ High-field-Hall measurements in the same geometry have been presented by Fleming, Polo, and Coleman (FPC). $^8$ Transverse magnetoresistance $(H||a^*)$ were presented in the preceding paper $^1$ as well as conductivity anisotropy measurements. In addition, extensive Shubnikov-de Haas (SdH) measurements have been carried out by Monceau (M). $^7$ Fleming et al. (FPC), $^8$ and Monceau and Briggs (MB). $^8$ It will be seen that a two-band model can satisfactorily account for much of the data in these studies below the $T_c$ transition. Out of this analysis we obtain the temperature dependence of the four mobilities in the b-c plane as well as the carrier concentration in both bands. In support of the conventional CDW model $^9$, $^10$, $^11$ our analysis shows that the carrier concentrations are temperature independent below ~40 K. Above 40 K the hole population rises dramatically in analogy with the increase in thermally excited quasiparticles across the Fermi surface (FS) gap of an excitonic insulator $^{12}$. In contrast the electron population remains con-
tations with the experiments. This two-band analysis enables us to disentangle the individual contributions of the four mobilities to the conductivity anisotropy, the Hall signal and the transverse magnetoresistance. It will be shown for instance that the twelve-fold increase in $|R_H(0)|$ at $T_1$ is compatible with the twofold rise in the longitudinal resistivity and the still smaller rise in the transverse resistivity. The zero crossing of $R_H(0)$ at $-15$ K is due to the faster increase of the hole mobilities relative to the electron mobilities as the temperature drops, and not to any change in the carrier population. On the other hand, the giant anomaly in the resistivities is due to the rapid change in hole concentration between $-40$ K and $T_2$. No anomalous structure is reflected in any of the mobilities. This is also presumably the case at the upper transition, although the lack of sufficient galvanomagnetic data and theoretical considerations preclude the extension of our analysis beyond $58$ K.

II. TWO-BAND MODEL

The single-particle picture with a semiclassical treatment of the transport properties has been remarkably successful when applied to ordinary metals and semiconductors. To make the analysis manageable we have assumed the simplest Boltzmann equation-relaxation time approach in computing the galvanomagnetic response. Since the details are found in many text books we will present results only. The assumptions intrinsic to the model are as follows. (a) At low-temperatures there exist two closed FS pockets containing electrons and holes, respectively. (b) These pockets are ellipsoids with their principal axes along $a^*$, $b$, and $c$. (c) The relaxation time is assumed isotropic and independent of magnetic field and complications such as intense scattering from "hot spots" on the FS will be disregarded. Assumptions (a) and (b) are indicated by the SdH data which show two branches. The prominent branch is consistent with an ellipsoid of moderate anisotropy with principal axes along $a^*$, $b$, and $c$. Less conclusive evidence is available for the other pocket which we take to be ellipsoidal as well. The third assumption will be discussed together with the computed magnetoresistance. No further justification of the assumptions will be discussed except to appeal to the comparison of the computations with the experiments.

In the Boltzmann equation approach the current is given by:

$$J = \sum_{\alpha} \left(-\frac{\partial f}{\partial E}\right) e^r \tau_{\alpha} \cdot \vec{A}_T - \frac{2e^r}{(2\pi^2)} \int_{V} \frac{d\vec{S}_T}{\parallel H \parallel} \vec{v}_T \cdot \vec{A}_T.$$  

(1)

$$\vec{A} = \left(\vec{E} - \frac{e^r}{(m_m, m_m') \parallel H \parallel} \vec{H} \times \vec{E}\right) \left(1 + \frac{e^r}{m_m, m_m' \parallel H \parallel}\right).$$  

(2)

where $\vec{v}_T = h^{-1} \vec{v}_T \vec{A}$ is the velocity of the carrier at $E$. $\tau$ is the Fermi-dirac distribution, $m_m$ the effective mass along the $a$ axis and the integral in (1) is over the FS. In general the relaxation time may be anisotropic as well, especially if the system is highly anisotropic. However, the galvanomagnetic measurements analyzed here cannot distinguish between mass and relaxation time anisotropy. In the spirit of the model we will describe all the observed anisotropy in terms of the mobilities. Assuming a quadratic dispersion it is straightforward to reduce Eq. (1) to the familiar conductivity matrix for electrons (with $\vec{A}$ along the three axis)

$$\vec{\sigma} = \frac{-ne}{[1 + (\mu_1 \mu_2 H^2)]} \left( \begin{array}{ccc} \mu_1 & -\mu_1 & \mu_2 \\ \mu_1 & \mu_2 & 0 \\ 0 & 0 & 0 \end{array} \right).$$  

(3)

where the mobility $\mu_1 = e^r \tau$, $m_1$ has been introduced and $n$ the carrier concentration is given by

$$n = \frac{2}{(2\pi^2)^3} \int_{V} \frac{d\vec{S}_T}{\parallel H \parallel}.$$  

(4)

Calling the hole concentration $p$ and the hole mobilities $\nu_i$ we have for the total conductivity matrix

$$\vec{\sigma} = \frac{-n}{[1 + (\nu_1 \nu_2 H^2)]} \left( \begin{array}{ccc} \nu_1 & -\nu_1 & \nu_2 \\ \nu_1 & \nu_2 & 0 \\ 0 & 0 & 0 \end{array} \right)$$

$$+ \frac{p}{[1 + (\nu_1 \nu_2 H^2)]} \left( \begin{array}{ccc} \nu_1 & \nu_2 & 0 \\ -\nu_1 & \nu_2 & 0 \\ 0 & 0 & 0 \end{array} \right).$$  

(5)

For convenience we have absorbed $\tau$ into $n$ and $\nu$. All quantities in Eq. (5) are assumed positive. The sign difference in the off-diagonal elements has been shown explicitly. In the experimental situation it is actually the resistivity matrix $\vec{\rho} = \vec{\sigma}^{-1}$ which is measured. Explicitly, if the constant current is along the two-axis ($b$ axis) and the magnetic field along the three-axis ($a^*$ axis) the electric field along the one and two axes is given by $\vec{E} = \vec{p} \cdot \vec{J}$ where $\vec{J} = (0, J_2)$. The Hall voltage is proportional to $E_2 - \rho_{23} J_3$ whereas the transverse magnetoresistance is measured by $E_2 - \rho_{23} J_3$. Inverting the matrix in Eq. (5) we may show that the Hall constant $R_H$ is $E_2 / (H J_3)$ is given by

$$R_H(H) = -A(\mu_1, \mu_2, \nu_1, \nu_2, J_3) J_3.$$  

(6)

where

$$A(\mu_1, \mu_2, \nu_1, \nu_2, J_3) = \frac{\mu_1, \mu_2, \nu_1, \nu_2}{[1 + (\mu_1, \mu_2 H^2)] - \rho_{23} J_3 (1 + (\nu_1, \nu_2 H^2))}.$$  

(7)
Finally, these three equations can be solved numerically for \( r \), \( \xi \), and \( \eta \). Details of the solution are presented in the appendix. We note that insofar as \( C_1 \), \( C_2 \), and \( R_\infty /R_0 \) do not depend on sample dimensions the values of \( r \), \( \eta \), and \( \xi \) will not be influenced by uncertainties in sample dimensions. However, to compute \( \mu_1 \), \( \mu_2 \), \( \nu_1 \), and \( \nu_2 \) separately we need to use the anisotropy \( \rho_1 / \rho_2 \) which, of course, depends on the ratio \( b/c \).

In the foregoing analysis we have assumed that the carrier concentrations are temperature dependent. This enables us to use the value of \( R_\infty \) measured at 2 K to fix the value of \( (p-n) \). (It is not possible to measure \( R_\infty \) at elevated temperatures with currently available magnetic fields.) This assumption is justified in a self-consistent fashion by the solutions below 36 K which show that \( r \) in Eq. (15) is temperature independent. However, this assumption is invalid at temperatures above ~40 K where a previous analysis of the non-Ohmic conductivity data shows that substantial thermal excitation of quasiparticles across the CDW gap occurs. This is also clearly demonstrated by Hall data in Figs. 3 and 4 of the previous paper. In addition the field dependence of \( R_\infty (H) \) has not been measured for temperatures above 36 K. Thus we are deprived of two pieces of experimental information. To continue the analysis to higher temperatures we need to introduce a fourth assumption: (d) the electron con-
concentration \( n \) remains temperature independent from 36 to 58 K. This implies that the electron mobility \( \mu_e \) decreases with the same power law. The remaining four unknowns \( \mu_e, \nu_e, \nu_h, \rho \) are then computed from the measured \( \rho_1, \rho_2, R_H(0), \) and \( \mu_H \). With this fourth assumption we find that (Fig. 1) the computed \( \mu_e \) (and \( \nu_e \)) deviates only very slightly from its previous behavior; and \( \rho \) rises dramatically to four times its value at 36 K. The computed behavior of \( \mu_e \) provides justification for assumption (d) (that the electron pocket is not affected by the \( T_c \) transition) while the exponential rise in \( \rho \) agrees with the gap analysis of Ref. 18.

It is easy to see from the measured temperature behavior of \( R_H(0)/\rho \rho_2 \) that, as the temperature approaches \( T_c \) from below, \( \rho \) rises rapidly or \( n \) decreases rapidly. Since the conductivity in both directions is also rising in this temperature range the first case is the obvious choice. (We have repeated the computation with the different assumption that \( \rho \) is held constant between 36 and 58 K and found that all the mobilities turn around and increase with temperature as \( T_c \) is approached. This picture is certainly harder to justify.) Thus assumption (d) is the simplest one that provides physically reasonable behavior for the mobilities and carrier concentrations, under the four constraints provided by \( R_H(0), \rho_1, \rho_2, \) and \( \mu_H \).

III. RESULTS AND DISCUSSION

Figure 1 shows the temperature dependence below \( T_c \) of the four mobilities obtained by the solution of Eqs. (6)–(12). (For compactness the transverse hole mobility \( \nu_h \) has been multiplied by 100.) All four mobilities show power-law behavior in this range before saturating at low temperatures. The longitudinal mobilities are surprisingly large at liquid-helium temperatures \((270\,000\, \text{cm}^2/\text{V} \cdot \text{sec})\). However, we note that at 40 K where the non-Ohmic effects are the most dramatic \( \mu_e \) and \( \nu_e \) are only of the order of \( 3\,000\, \text{cm}^2/\text{V} \cdot \text{sec} \). At 4 K the electron pocket anisotropy is \( 15 \) compared to \( 23.8 \) for the hole pocket. The carrier concentration \( n \) and \( \rho \) obtained from this analysis is shown in Fig. 2. As mentioned above both \( n \) and \( \rho \) are temperature independent below 40 K. Above 40 K, \( \rho \) rises rapidly, reflecting the thermal excitation of quasiparticles across a diminishing CDW gap on the hole surface. The solid line is the least-squares fit which provides the values of \( \rho \) used in all subsequent computations. The broken line indicates the assumed temperature-independent value of \( n \) above 40 K.

To check the validity of the solution we have made a least-squares fit to the calculated values in Fig. 1 and then used these values to recompute \( \rho_1, \rho_2, R_H, \) and \( \mu_H \). The electron concentration is taken to be fixed at \( 1.088 \times 10^{19} \, \text{cm}^{-3} \) and \( \rho \) is taken from Fig. 2. Figure 3 shows the comparison of the computed \( \rho_1, \rho_2, \) and \( R_H(0) \) with the experimental data while Fig. 4 shows the comparison for \( \mu_H \). The largest discrepancy occurs for \( R_H(0) \), especially at temperatures below 12 K. This is to be expected for two reasons. Whereas \( \rho_1, \rho_2, \) and \( \mu_H \) measure the additive effect of the two pockets the Hall constant measures the competition between the mobilities of the two pockets. Also \( R_H \) cannot be measured with the same precision as that of \( \rho_1 \) and \( \rho_2 \).

FIG. 1. Temperature dependence of the electron (solid circles) and hole (open circles) mobilities below 58 K. The data points are calculated from the experimental data using Eqs. (6)–(12). The lines are a least-squares fit to the data. In all cases the mobilities obey a power-law behavior except at low temperatures where they saturate. At 4 K the electron mobility ratio \( \nu_e/\mu_e \) equals 15, and the hole mobility ratio is 23.8. Note that the transverse hole mobility \( \nu_h \) has been multiplied by 100.
the mobilities are large $R_p$ becomes very sensitive to the values of $r$, $\eta$, and $\xi$. At the same time, the zero-field value of $R_p$ cannot be measured accurately due to the narrow range of fields over which $R_p$ is field independent. Thus the computed values of $r$, $\eta$, and $\xi$ below 12 K are accurate to only 20%. We have found also that the values of $R_p(0)$ and $R_{a}$ at 2 K have a slight variation from sample to sample.

The computed field dependence of $R_p$ is shown in Figs. 5 (low fields) and 6 (high fields). (The experimental data in Fig. 6 are from FPC.) While the agreement in Fig. 5 is excellent except at very low temperatures, in Fig. 6 we have had to adjust the temperature of the sample to improve the fit at high fields. At low fields (~20 kG) the disagreement is larger. The value of $R_p(0)$ (the slope in Fig. 6) at 30 K is approximately equal and opposite in sign to $R_{a}$ at 4.2 K in FPC’s data whereas in the data used for this analysis the same quantity is only 40%. This accounts for the large discrepancy in Fig. 6 at low fields. The disagreement may be sample dependent.

We now turn to the SdH data and see to what extent the model described here is supported by the FS mapping obtained by means of the Shubnikov oscillations. The most extensive measurements on NbSe$_3$ are those of MB whose measurements indicate the presence of two branches and possibly a third. Along directions of the magnetic field where the oscillations are strong the data of MB agree with the preliminary data of M and FPC. The first branch which is the most well defined in MB’s data corresponds to an approximately ellipsoidal surface with its principal axes along $a^*$, $b$, and $c$. The shortest dimension is along $b$ and the longest is along $c$. If the semiaxis dimensions are $k_{a}$, $k_{b}$, and $k_{c}$, the volume of the ellipsoid is $V = \frac{1}{2}S_{a} \times (S_{b}/4\pi)^{1/2}$ where $S_{a} = 4\pi k_{a} k_{b} k_{c}$, $S_{b} = 4\pi k_{a} k_{b} k_{c}$, and $S_{c} = k_{a} k_{b} k_{c}$. From the SdH data of M, FPC, and MB, $S_{a} = 1.05$ MG (2.86 x 10$^{13}$ cm$^{-2}$), $S_{b} = 0.3$ MG (2.86 x 10$^{13}$ cm$^{-2}$), and $S_{c} = 1.05$ MG (1.00 x 10$^{14}$ cm$^{-2}$). The carrier density within this FS pocket is thus equal to $n = 2.17 \times 10^{13}/\sqrt{\varepsilon}$ cm$^{-3}$. FPC find that $\varepsilon = \frac{1}{3}$ gives the best fit to the angular dependence of the frequency as the magnetic field is rotated towards the $b$ axis. MB’s data favor a smaller $\varepsilon$. In any case the carrier concentration is of the order of 6 x 10$^{12}$ cm$^{-3}$ which is in order-

![FIG. 2. Temperature dependence of the electron (solid circles) and hole (open circles) concentration. The data points below 40 K are computed from Eqs. (6)-(12) of text, and the error bars reflect the uncertainty in the measurements. Above 40 K the broken line indicates the assumed temperature-independent value of the electron concentration (0.09 x 10$^{16}$ cm$^{-3}$). The open circles above 40 K are the computed values of $p$ using this assumption. The solid line is the least-squares fit to the computed data on $p$.](image1)

![FIG. 3. Comparison of the experimental data for the resistivities $\rho_{a}$ and $\rho_{c}$ (circles), and the zero-field Hall constant $R_p(0)$ (triangles) with the two-band model calculation. The lines represent the values of $R_p(0)$ and $\rho_a$ and $\rho_c$ calculated using Eqs. (9) and (12). The values of the mobilities used are given by the full lines in Fig. 1. The electron concentration is assumed fixed at 1.09 x 10$^{16}$ cm$^{-3}$ and the hole concentration is given by the full line in Fig. 2. Values of $R_p(0)$ at low temperatures appear to be sample dependent. (The open and solid triangles are data from two samples normalized to the same value at infinite field.)](image2)
of-magnitude agreement with the electron concentration computed here \(1.09 \times 10^{19} \text{ cm}^{-3}\). Hence the ellipsoidal surface measured in the SdH data is probably the electron pocket. However, there are several difficulties in a careful comparison of the detailed SdH measurements of MB and FPC with our conclusions. First, the value of \(1/3\) for \(e\) would imply a mobility ratio of 64 (assuming a parabolic band) in the electron pocket. This is four times larger than the computed anisotropy in Fig. 1. This disagreement is probably due to the fact that this FS pocket resembles more a briefcase than an ellipsoid. MB's data agree with a cylindrical trajectory \(e = 0\) with the magnetic field tilted up to an angle of 70° from the \(a^\ast c^\ast\) plane.

Secondly, MB's data show other branches of the same order of magnitude in frequency which merge abruptly with the main branch. Over a certain angular range when the magnetic field is in the \(a^\ast c^\ast\) plane the main branch fades dramatically, leaving a ghost image of its original sec \(\theta \) trajectory, while continuing with undiminished intensity into the new branch. These complications suggest that a simply connected ellipsoidal pocket is prob-

**FIG. 4.** Comparison of the experimental data for the magnetoresistance mobility with the two-band model calculation. The full line is calculated from Eq. (11) with the model parameters given by the full lines in Figs. 1 and 2. Data from three samples (Ref. 1) are displayed.

**FIG. 5.** Field dependence below 14 kG of the Hall constant at various temperatures below 40 K. The full lines are the experimental curves from Ref. 6 and the broken lines are calculated from Eqs. (6)-(8) using model parameters given by the full lines in Figs. 1 and 2. The computed \(R_h\) has been adjusted by a scale factor for comparison with the measurements (see Ref. 20). Agreement is excellent except at low temperatures where \(R_h\) is very sensitive to model parameters.

**FIG. 6.** Field dependence at high fields of the Hall resistance at various temperatures. The full lines are from Fleming, Polo, and Coleman (Ref. 8). The broken lines are calculated from the two-band model using parameters given by the solid lines in Figs. 1 and 2. The calculated Hall resistance has been normalized to agree with the experimental data at 4.2 K. The temperature of the sample has also been adjusted to give a better fit at high fields. There is a disagreement in the measured Hall polarity between Ref. 6 and Fleming et al. However, for the purpose of comparison we have changed the sign of the carriers in this figure.
ably too naive a picture. A possible explanation of these intriguing patterns is the intersection of the original pocket by higher-order superlattice Bragg planes. Indeed it may be shown that several second-order images of the $T_1$-CDW Bragg plane oriented at 45° to the $b$-axis intersect the center of the Brillouin zone where the electron pocket would presumably be located. The faint ghost spots may be the result of magnetic breakdown in Cr, while the abrupt appearance of a new branch may be the deflection of the electron trajectory into a new external orbit by the second-order gap.

The separation of the contributions of the two bands to the transport properties enables us to justify the argument used in the preceding paper with respect to $R_s(p, \rho_p)$. To an inner dependence which was dominated by the lifetime of the carriers. Dividing out the power-law behavior of the lifetimes enables us to observe the relative change in carrier concentration. From Fig. 1 the temperature dependence of the mobilities above 20 K is $T^{-1/2}(\mu_1)$, $T^{-2/3}(\mu_2)$, $T^{-1/3}(\mu_3)$, and $T^{-2/3}(\rho_2)$. Thus the quantity $A(T) = -(n\mu_1 - \rho_2 \mu_3)$ has the temperature dependence $-n(T' - \alpha) - c(T' - \alpha)^2$ where $c$ is a constant. Within the calculated parameters of the model the second term is 21% of the first at 50 K and increases to 61% at 58 K.

Thus the first term dominates the behavior of $A$ in this temperature range. We would then expect the quantity

$$A(T' / T_1)^{3/8} \propto T^{-0.1}(n - c(T' - \alpha)^2),$$

to measure the relative change in carrier concentrations. The residual power law dependence $T^{-1/4}$ multiplying $\rho$ unfortunately distorts the actual temperature dependence of $\rho$. However this is not serious near the transition because of the exponential increase in $\rho$. (A comparison of the data in Fig. 3 of the preceding paper with that in Fig. 2 here shows the slight difference between the temperature behavior of $A(T' / T_1)^{3/8}$ and $\rho$.)

IV. CONCLUSION

The galvanomagnetic, conductivity and Shubnikov data obtained to date on NbSe$_2$ provide a rather complete picture of the low-temperature phase. To sort out the different components which contribute to the observed quantities we have adopted the simplest two-band model and used the experimental data to calculate the six unknowns in the model. Enough parameters are fixed by the measurements to leave no free parameters below 40 K. Above 40 K we have had to assume that the electron concentration remains temperature independed and shown that this is borne out self-consistently by the results. The picture that we obtain is that just below $T_1$ a CDW gap occurs on the hole surface. As the hole carriers are frozen out across the developing CDW gap, the total hole concentration decreases by a factor of 4. This result is in only a factor of 2 rise in the longitudinal resistivity and an even smaller increase in the transverse resistivity because the electron mobilities are higher at this temperature. Below 40 K the carrier freeze out is complete, leaving $6.0 \times 10^{14}$ holes and $1.93 \times 10^{17}$ electrons. The remaining holes are from portions of the same FS which are not destroyed by the gap or may possibly belong to an entirely separate pocket. Below 36 K the Hall constant at zero field increases to more positive values and changes sign at 15 K because of the rapidly increasing hole mobilities. At very low temperatures the longitudinal mobilities become so large ($> 250000$ cm$^2$/V sec) that the Hall signal is rapidly driven to its infinite field value with the relatively modest field of 10 kG. In contrast to the Hall and resistivity data which show peak structures the transverse magnetoresistance obeys a smooth power-law behavior. This model also accounts for the strong field dependence of $R_s$ (Fig. 6). The presence of the electron pocket is strongly indicated by the SdH data although the possibility of superlattice Bragg planes intersecting the electron FS may complicate the full interpretation of the SdH data. Evidence for the hole pocket is not apparent in the SdH data. Based on the parameters of this model, the resistivities, Hall constant, and magnetoresistance are calculated and good agreement is obtained with the experimental data.

The number of carriers participating in the $T_2$ transition is approximately $2 \times 10^{19}$ cm$^{-2}$ (16 times the electron concentration). This number, based on Fig. 2 is not meaningful if the gapping portion of the hole surface is not closed (since Eq. (5) is then no longer valid). In fact the value of the transverse components of the spanning vector at $T_2 (0.5a^* , 0.5c^*)$ suggests that the FS that nests may be a cosine band which intersects the Brillouin zone face. In this case Eq. (5) is clearly inadequate to describe contributions from all three sources. A third matrix obtained from a current term such as

$$\mathcal{J}_3 = \frac{2}{(e^{k^2} + 1)} \int_{mp} \frac{dS_p}{|\mathbf{g}|^2} \cdot \mathbf{A} \cdot \mathbf{g},$$

(where the integral is over the gapped portion of the FS) should be included. In spite of this qualification it is remarkable that the temperature dependence of $\rho$ computed from Eq. (5) shows explicitly the exponential rise in quasiparticles as the
Two-Band Model for NbSe₃ (Ohmic Regime)

\[ \mu_{\text{eff}} = \left( \frac{p_{\text{eff}}}{\nu_{\text{eff}}} \right)^{1/2} \]

\[ (R_\infty - R_d) / \mu_{\text{eff}} = \left| \nu_{\text{eff}} \right| (1 - \eta) (1 + \eta) \]

By forming the dimensionless constants \( C_1 \) and \( C_2 \), we eliminate \( p_\text{eff}, \nu_{\text{eff}}, \) and \( \nu_r \). Thus we have

\[ C_1 = \frac{\mu_{\text{eff}} (p_{\text{eff}} / \nu_{\text{eff}})^{1/2}}{(R_\infty - R_d)} = \frac{(1 - \eta) \sqrt{\eta}}{\sqrt{r} (1 + \eta)} \]

\[ C_2 = \frac{\mu_{\text{eff}} (p_{\text{eff}} / \nu_{\text{eff}})^{1/2}}{R_{\infty}} = \frac{\sqrt{\eta} (1 - \eta) (1 + \eta)}{(r \xi + 1) (r \eta + 1)} \]

With \( \eta \) as the independent variable \( \eta \) and \( \xi \) can be expressed in terms of \( \tau \) through Eqs. (A4) and (A5). The mobilities \( \nu_1 \) and \( \nu_2 \) can then be found from Eq. (A1) in terms of \( \tau \). Finally, \( R_\infty(H) \) can be computed as a function of \( H \) by Eq. (6) with the values of \( \eta \) as an adjustable parameter. The value of \( \eta \) which provides the best fit of \( R_\infty \) to the experimental data (Fig. 5) is taken to be the correct solution.

Acknowledgment

A useful discussion with Leo Falicov is gratefully acknowledged. This work was supported by the Office of Naval Research Contract No. N00014-77-C-0473. We wish to thank P. Monceau for sending a preliminary version of Ref. 9 prior to publication.

Appendix

Equations (6) and (9)-(12) may be reduced to a single equation involving only \( \tau \) as the unknown as follows. First, five of the equations are rewritten in terms of the dimensionless parameters \( \eta \) as follows:

\[ \frac{1}{\rho_1} = \rho_1 (\xi + 1), \quad \frac{1}{\rho_2} = \rho_2 (\xi + 1), \quad R_{\infty} = 1/\rho (1 - \tau) \]

(A1)
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Studies on the effect of charged (Tl) and uncharged (Ta) impurities on the non-Ohmic behavior of and microwave absorption in NbSe$_3$ show that (1) the characteristic field $E_0$ increases as $c^2$ ($c =$ Ta concentration), in agreement with a recent calculation by Lee and Rice; (2) the microwave absorption is suppressed by impurities; and (3) charged impurities are strikingly more effective in suppressing the anomalous properties. These conclusions provide very strong evidence for Fröhlich sliding-mode conductivity in the nominally pure compound.

The central question in the study of charge-density-wave (CDW) or Peierls systems may very well be whether collective modes are significant in the conductivity in the CDW phase. The striking, anomalous transport properties discovered in NbSe$_3$ below the two phase transitions at $T_1$ (142 K) and $T_2$ (58 K) have aroused much interest in this regard. Recent electron and x-ray diffraction measurements have confirmed superlattice formation at both $T_1$ and $T_2$, and it now appears certain that these anomalous properties are due to excitations in the CDW condensate. Below $T_1$ and $T_2$ NbSe$_3$ is non-Ohmic.
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wave fields.\textsuperscript{3} The small dc fields $E$ (50 mV/cm near $T_s$; 1 V/cm near $T_f$) required to suppress the anomalies as well as the small photon energies ($4 \times 10^{-2} \text{ eV}$) absorbed in the microwave measurements have defied all theoretical analyses\textsuperscript{3,4} unless it is postulated that a macroscopic number of charges couples coherently to the applied fields.

As first discussed by Fröhlich,\textsuperscript{7} the condensation of an incommensurate CDW breaks the translational symmetry. The zero-energy excitation associated with this broken symmetry is rigid motion of the CDW. In a real crystal, however, defects will pin the CDW. The application of a sufficiently high electric field will depin the condensate leading to non-Ohmic conductivity. Also weak ac fields will cause segments of the CDW to oscillate about the pinning centers, leading to an absorption mode near the resonance frequency. This model predicts that increasing the impurity concentration $c$ will increase the characteristic depinning field $E_0$, as well as the pinning frequency (by stiffening the spring constant). Charged impurities are also expected to pin the condensate more strongly than uncharged ones. Recently Lee and Rice (LR)\textsuperscript{9} have applied this model in detail to NbSe$_3$, and predict that $E_0$ increases as $c^3$ in the weak-pinning (uncharged impurities) case. The first test of these ideas is the study of the effects of impurities on the anomalous properties. Our data confirm all the qualitative arguments described above, and provide experimental verification of the $c^3$ dependence of $E_0$ as well.

Impurities were introduced by first forming the master alloy Nb$_{1+x}$M$_x$ ($M$ = Ta or Ti). Several remelting and cutting cycles were performed to achieve good homogeneity. The alloyed compound Nb$_{1+x}$M$_x$Se$_3$ was then grown as described by Meerschaut and Rouxel.\textsuperscript{10} The starting Nb metal had a nominal concentration of 180 ppm Ta. We have used the residual resistivity ratio (RRR, denoted also as $\sigma_0$) to monitor sample purity. [A plot of $\sigma$ versus the nominal concentration of Ta impurities $c_t$ shows that $1/\sigma$ obeys the equation $1/\sigma = (5.2 \pm 0.2) \times 10^{-3} + (19 \pm 2) c_t(c_t < 3 \times 10^{-5})$. In general\textsuperscript{11} we may write $1/\sigma = c$, where $c = c_t + c_d$ is the total concentration of impurities and defects, and $c_d$ the concentration of defects excluding Ta impurities.] Details of the non-Ohmic\textsuperscript{3} and microwave experiments\textsuperscript{8} have previously appeared.

Below both $T_1$ and $T_2$ the dc conductivity obeys the empirical behavior $\sigma(E, T) = \sigma_a(E) + \sigma_b(T) \times \exp\left(-E_0(T)/E\right)$. This equation is valid in all samples studied. The characteristic field $E_0$ is strongly temperature dependent (Fig. 1, inset), attaining a minimum value $E_0^{\text{min}}$ a few degrees below $T_s$. This minimum provides a convenient and unambiguous quantity for comparison from sample to sample. For each sample $E_0^{\text{min}}$ is determined by measuring $E_0$ at four temperatures bracketing the minimum. We have plotted in Fig. 1, $E_0^{\text{min}}$ vs $\sigma_0^{-1}$ for each Ta-doped sample. Since $\sigma_0^{-1}$ is linear in $c$, $E_0^{\text{min}}$ varies as $c^3$ (solid line). A least-squares fit to the data gives $E_0^{\text{min}} = 4476 \pm 187 \text{ V/cm}$. Also apparent in Fig. 1 is that in the low-$c$ limit the data for $E_0$ show no sign of saturation. Annealing of the purest samples may produce a further decrease in $E_0$. (Our results indicate that a RRR much larger than 200 cannot be obtained by further removal of Ta impurities.) It should be very interesting to see how low a depinning field one can attain in a real solid. The effect of charged impurities (Ti) has also been studied. A concentration of 1000 ppm Ti

![FIG. 1. The minimum characteristic field $E_0$ for each sample vs the reciprocal of its residual resistivity ratio (RRR). The nominal Ta impurity concentration $c_t$ in 1300 ppm (open triangles), 1300 ppm (closed circles), 300 ppm (open circles), and 180 ppm (closed triangles). Values for a sample quoted in Ref. 5 are shown as plus sign. The solid line has slope 2.0. Since $\sigma_0^{-1}$ is linear in $c$, $E_0^{\text{min}}$ varies as $c^3$, in agreement with calculations in Ref. 9. The inset shows the temperature dependence of $E_0$ below $T_s$ (58 K).](image-url)
nails down the condensate to the extent that no Ohmic breakdown could be observed (although a lower bound of 6 V/cm may be inferred.) This is to be compared to a typical value of 300 mV/cm for Ta impurities in the same concentration. The variation of \( E_0 \) with the RRR in two samples has also been reported by Fleming, Moncton, and McWhan.

The effects of both Ta and Ti impurities on the microwave absorption mode are shown in Fig. 2. The absorption strength is proportional to the difference between the dc and ac data for each sample. As the Ta concentration increases (moving up in the figure) one sees the suppression of the anomalous absorption mode. The data are consistent with the pinning frequency changing monotonically with the increasing impurity concentration. Again it is also clear that Ti impurities have a more drastic effect on the microwave absorption than a similar concentration of Ta (samples B and D). No dc Ohmic breakdown was observed (up to a field of 6 V/cm) in samples A (50 000 ppm Ta), B (1000 ppm Ti), and C (5000 ppm Ta).

Since claims on anomalous effects which are highly sensitive to sample purity have been controversial in the past, it appears essential that an independent monitor of sample purity be used. For each sample studied we have measured the width of the critical divergence of \( d\ln \rho/dT \) (\( \rho \) is the low-field resistivity) at \( T_2 \) as well as \( T_2 \) itself. In Fig. 3 data from five samples show the monotonic correlation between the RRR on the one hand, and the width and \( T_2 \) on the other. The latter thus provide an independent measure of the sample purity.

The failure of the usual Drude model (to explain the anomalous transport properties in the CDW phase) can be quantitatively discussed using energy considerations. Equating the minimum field energy \( (E_0 \approx 40 \text{ mV/cm}) \) picked up by an electron to the thermal fluctuation energy at 50 K we find that the mean free path must be of the order of 0.1 cm—a truly macroscopic distance. (This is indefensible, particularly when a two-band analysis\(^\text{14}\) of NbSe\(_3\) based on all available galvanomag-
netic data shows that the uncondensed carriers have a rather ordinary mobility of 3000 cm²/V s at 50 K comparable to that in Ge at 300 K.) Similar attempts using single-particle theory to explain the extra microwave absorption (for example, by the photogeneration of carriers across minibands or out of traps) lead to gap or trap sizes which are (1/100)kT, which is clearly untenable. Models based on the partial destruction of the CDW state by the applied E field can also be ruled out experimentally. The transition temperatures T₁ and T₂ are not affected by the highest applied fields. More significantly, direct observation of the superlattice spot intensity by Fleming, Moncton, and McWhan shows no change in intensity under fields strong enough to suppress the T₂ anomaly by half.

In Ref. 9, one of the mechanisms for non-Ohmic behavior discussed by LR is the depinning of a rigid CDW domain of length L by an applied field. Equating the energy gained from the field to the pinning energy of a domain, LR get the estimate (in the weak-pinning case)

\[ E_0 = \frac{1}{\varepsilon_0} \frac{1}{\varepsilon_0} \frac{e^2}{\varepsilon_0} \frac{\epsilon_0}{\epsilon_0} \frac{L^2}{Q} \frac{\psi_i}{\psi_i} \frac{\Delta E}{\Delta E} . \]

Here \( \psi \) is the order parameter, \( \varepsilon_0 \) the impurity potential, \( \epsilon_0 \) the coherence length along \( \epsilon_0 \), Q the spanning vector. The \( c^2 \) dependence is verified by our data. Using reasonable numbers, LR calculate \( E_0 \) to be 10 mV/cm for \( c = 10^{-5} \), which corresponds to \( \Delta^2 = 5.2 \times 10^{-3} \). This is in order-of-magnitude agreement with the data in Fig. 1. However, neither the nonmonotonic temperature dependence of \( E_0 \), nor the field dependence of \( c(E, T) \) is accounted for in LR's zero-temperature calculation. These remain serious problems in the model.

In conclusion our results show that the non-Ohmic behavior at dc and the strong absorption mode at 9.8 GHz are intrinsic to the nominally pure compound, and easily suppressed by weak concentrations of impurities. Charged impurities (Tl) are strikingly more effective in suppressing these anomalous properties than uncharged ones (Ta). The measured \( c^2 \) dependence of \( E_0^{\text{min}} \) agrees with LR's calculations based on the depinning of a CDW domain. These results provide the strongest evidence to date for the Fröhlich mechanism in a CDW metal.

We have benefitted from discussions with P. A. Lee, T. M. Rice, S. E. Trullinger, and K. Maki. This work was supported in part by the U.S. Office of Naval Research (N00014-77-C0473) and in part by the National Aeronautics and Space Administration (NAS7-100).

(a) Also at Materials Science Department, University of Southern California.


At 4.2 K galvanomagnetic and Shubnikov measurements show that the uncondensed carriers in NbSe₃ are highly degenerate (Fermi energy \( \approx \hbar /a \)). This rules out diffuse hopping as a conductivity mechanism. Thus the dominant effect of Ta impurities on the carriers is to shorten their lifetimes \( \tau \). This implies that \( \Delta^2 \) is linear in \( c \).


\( E_0 \) varies smoothly with respect to both \( c \) and \( T \). In all the samples studied the \( E_0 vs T \) curves are qualitatively similar, all starting a minimum a few degrees below \( T_2 \). Insofar as \( E_0^{\text{min}} \) isolates the \( c \) dependence of \( E_0 \) (with temperature effects contributing to second order only) we may use the zero-temperature Lee-Rice result. In practice this is justified since \( E_0^{\text{min}} \) varies by two orders of magnitude whereas the temperature at which \( E_0^{\text{min}} \) occurs varies by only a few percent.
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We have measured the thermoelectric power of NbSe$_3$ in the temperature range, 10-70 K, where charge-density-wave formation and strongly nonlinear conductivity has been reported. We report the first observation of an electric-field-dependent thermopower. Our results for NbSe$_3$ show that in the presence of an electric field there is an additional negative contribution to the thermopower. Possible mechanisms which may account for this are discussed.

There has been a great deal of recent interest in the non-Ohmic behavior observed in systems which undergo charge-density-wave (CDW) instabilities.$^{1,2}$ Upon application of an electric field, the electrical conductivity is found to rise dramatically when a certain threshold is surpassed. This effect is often found in quasi-one-dimensional conductors with tetrathiafulvalene tetracyanoquinodimethane (TTF-TCNQ) and NbSe$_3$ (Ref. 1) as primary examples. A variety of models have been proposed to explain the nonlinear characteristics.$^{2,3}$ Since the models predict different types of charge carriers, thermoelectric power (TEP) measurements can contribute to the understanding of the nature of the carriers.

In this Letter we report on TEP measurements performed on NbSe$_3$ in the presence of an electric field. This is the first time that thermopower has been used to probe nonlinear effects in any material and consequently the first time that an electric-field-dependent TEP has been observed. Below the 59-K CDW transition the measurements show an increase in the magnitude of the TEP as electric field is increased, the limiting value approaching the TEP observed above the 59-K transition. Since a collective mode (i.e., sliding CDW) by itself would produce a reduced (or zero) TEP, the present work implies that some other mechanism is responsible for the observed increase in TEP and conductivity.

In the experiments we have measured both the electrical resistance and the TEP of NbSe$_3$ as a function of both temperature and electric field. The experimental situation is governed by the transport equation

$$\mathbf{E} = \mathbf{J}(E) + S(E)\nabla T,$$
where $E$ is the electric field, $I$ is the electric current density, $\nabla T$ is the temperature gradient, and for NbSe$_3$ both $\rho(E)$ and $S(E)$ are dependent on the electric field at temperatures below 142 K.\(^1\)

In order to measure the TEP in a high electric field we have to superimpose a heat current onto an electric current passing through the sample and measure the incremental voltage caused by the subsequent temperature difference. Use of a steady current $I$ to produce the electric field proved to be difficult, as a large dc voltage is produced if the mean temperature of the sample changes. This is due to the strong temperature dependence of the resistance in NbSe$_3$. On applying heat to produce a temperature gradient in the sample even small changes in temperature cause this voltage to be much larger than the thermoelectric voltage. To eliminate this problem a low-frequency ac current was applied to the sample via a dc blocking capacitor. The dc voltages across the sample were measured after the ac background was eliminated by passing the signal through a PAR-113 amplifier set at dc with a suitable rolloff filter. Use of ac electric fields give similar experimental conditions to dc as the same breakdown effects are observed. However, measured values of $\rho(E)$ would differ slightly as the ac measurement would take a different average over the nonlinear region. Any incremental dc effect superimposed on the ac field would be made in the nonlinear region although the actual value of the effective applied electric field would depend on the characteristics of the current-versus-voltage ($I$-$V$) curve. These conditions were checked by superimposing a small dc current (10 $\mu$A) upon the applied ac current and the observed dc voltage was reduced above the threshold current as expected. Thus for a thermoelectric measurement we can be confident that we are in the nonlinear region and the observed effects confirm this.

The experimental configuration is shown in Fig. 1. A needle of NbSe$_3$ was thermally anchored to two sapphire blocks with indium solder and silver paint which acted as current and voltage contacts, respectively. The thermoelectric measurements were made differentially by switching heat from one sapphire block to the other alternately in the presence of a constant ac current. This enabled the thermoelectric voltage to be distinguished from any dc offsets. The resulting voltages and temperature differences were measured using conventional nanovoltmeters and thermocouples. The low temperatures were achieved by attaching the assembly to an Air Products Dplex refrigeration system.

Initially, measurements of the non-Ohmic resistance were made in the region of the low-temperature CDW transition. This was documented in three forms (i) by measuring the $I$-$V$ characteristic at various temperatures; (ii) by measuring the dc resistance using a small constant current (10 $\mu$A) at various values of the applied ac current; and (iii) by sweeping the temperature with various ac sample currents and monitoring the ac voltage. The resulting $R$-$vs$-$T$ data [using method (iii)] are shown in Fig. 2(a). As can be

![FIG. 1. The experimental arrangement used.](image)

![FIG. 2. (a) The electrical resistance and (b) the thermoelectric power of NbSe$_3$ as a function of temperature between 10 and 80 K at several values of the applied ac current.](image)
Several models have been proposed to explain the non-Ohmic conductivity in NbSe$_2$. In the original experimental papers, the nonlinear characteristics were fitted to a Zener tunneling model with the unphysically small gap value inferred from the breakdown field. The possibility that hot-electron effects may be responsible for such effects has been discussed for TTF-TCNQ, but since these materials have undergone a charge-density-wave transition, several groups have suggested that the electric field effects are related to excitations of the CDW. If the incommensurate CDW is weakly pinned, an electric field should be able to depin it, and a contribution to the conductivity would result from the sliding CDW in a manner similar to that proposed by Fröhlich. If the CDW is more strongly pinned, it may still be possible to observe nonlinear effects due to the creation of low-energy charged excitations such as solitons.

The TEP rules out some of these models. In the case of Zener tunneling or hot-electron effects, the added carriers are in energy states considerably above the Fermi energy. They would therefore transport a good deal of heat and produce a large contribution to the TEP similar to that observed in semiconductors. The magnitude of the TEP increases with electric field only to the value of $-30 \mu V/K$ which was found above the CDW transition and no higher. It is then unlikely that the Zener tunneling or hot electron models are appropriate.

Recent x-ray measurements show that the lattice distortion in NbSe$_2$ remains unchanged in the presence of electric fields high enough to show non-Ohmic behavior, which implies that the CDW remains intact under such conditions. This means that models involving solitons or depinning charge density waves can be discussed.

In a soliton model, the electric field creates charged soliton-antisoliton pairs which are mobile and increase the conductivity. While the TEP of a soliton gas has not yet been calculated, the probable result would be similar to that of a semiconductor whose gap is the sum of the soliton-antisoliton rest mass and whose mobilities are given by the soliton dispersion relations and scattering rates. Since these calculations have not been performed, it is possible that a soliton model may explain our results. It is, however, unusual that in an electric field the TEP tends to return to the value obtained above the CDW transition. This would imply that the mobility and energy distribution of the solitons is similar to that seen the electric field breakdown is similar to that observed previously, and for the current levels used sample heating is only evident in the highest current level used (i.e., 10 mA).

The TEP data in this non-Ohmic region is shown in Fig. 2(b). The zero-applied-electric-field data shown as the closed circles are similar to those obtained by others. As the sample current (i.e., the applied electric field) is increased, the TEP increases for electric fields above some threshold value in similar fashion to the electrical conductance. This is illustrated in Fig. 3 which shows the dependence of both $R$ and $S$ on the applied current at $T = 47 \text{ K}$ and the threshold value is the same in each case. The resistance curves in Figs. 2(a) and 3 are similar to the data of Monceau et al., and both $R$ and $S$ tend to saturate to values consistent with an extrapolation of data above the CDW transition to lower temperatures.

Attempts were also made to observe similar effects at the higher-temperature CDW transition in this material, but due to the higher sample currents required to see the breakdown effects, sample heating was a greater problem. However, a few measurements in this region indicated a decrease in TEP toward the value obtained above $145 \text{ K}$ although no accurate data were obtained.

![Graph showing conductivity and thermoelectric power as a function of current at $T = 47 \text{ K}$](image)
of the electrons above the transition, or that some fortuitous cancelation has occurred.

If the additional conductivity in the non-Ohmic region is due to a depinned sliding charge-density wave, the carriers involved are in a condensate. This condensed state of electron-hole pairs results from a situation in which a finite fraction of conduction electrons occupy their ground-state configuration. The condensate has no entropy and can transport no heat and therefore produces no TEP. The situation is similar to that which arises in conventional superconductors where the TEP drops to zero at the transition temperature, the supercurrent arising from a condensate with no entropy. Therefore a sliding charge-density wave by itself will not contribute to the measured TEP which means that some other mechanism must exist in order to explain the observed contribution to the TEP.

The most direct interpretation of the TEP data is that the applied field is freeing the single-particle carriers which have been frozen at the CDW transition. This would result in the TEP returning to a value consistent with the pretransition value (which is observed) and also be consistent with the observed saturation of the conductivity. However, this implies that the CDW is being depooled by the electric field which appears incompatible with the interpretation of the x-ray data mentioned earlier.

In conclusion, we have reported the first observation of a nonlinear or electric-field-dependent thermopower. Our results suggest that sliding charge-density waves alone, Zener tunneling, or hot-electron effects are not responsible for the observed thermopower. The simplest interpretation involves the electric-field breakdown of the charge-density-wave state. In the light of recent x-ray studies on NbSe$_3$, it is clear that further work is required to resolve this.

We would like to acknowledge useful discussions with S. Alexander, A. J. Berlinsky, J. W. Brill, T. Holstein, P. Monceau, R. Orbach, and P. Pin-...
thus the addition of Ta must do more than just squeeze the NbSe$_3$ lattice.

In conclusion, we have seen that by adding 5% Ta to NbSe$_3$ we obtain a three dimensional, anisotropic superconductor with a $T_c = 1.55 \pm 0.2K$. The addition of Ta suppresses the low temperature CDW by slightly lowering its transition temperature and greatly reducing its amplitude, thus allowing superconductivity.
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the coherence lengths from figure 3. One finds that \( \xi(0) = 2.3\Omega \) and \( \xi(0)/\lambda = 75 \). This leads to an anisotropy, \( \varepsilon^{-1} \), which is independent of temperature as long as \( T \) is larger than the interchain distance. In NbSe\(_3\) the interchain distance is \( 4\Omega \) from x-ray data. The NbSe\(_3\) has a similar interchain distance therefore one would expect the same for Nb, Ta, and Nb, Se. Thus the condition is fulfilled for all \( T \). As can be seen in Table 1, \( \varepsilon^{-1} \) is independent of temperature with a value of 2.39 \( \pm 0.02 \). This is consistent with the anisotropic effective mass theory. Another check of the applicability of this model is to check the angular dependence of the critical field. This study is currently underway.

| \( T \) (K) | \( H_{||} \) (Oe) | \( H_{\perp} \) (Oe) | \( \varepsilon^{-1} = H_{||}/H_{\perp} \) |
|---------|----------------|----------------|--------------------------|
| 1.2     | 4.55           | 1.88           | 2.42                     |
| 1.0     | 8.78           | 3.69           | 2.38                     |
| 0.6     | 12.75          | 5.35           | 2.38                     |
| 0.4     | 16.25          | 6.82           | 2.38                     |
| 0.2     | 19.34          | 8.05           | 2.40                     |
| 0.5     | 21.50          | 9.06           | 2.37                     |
| 0.7     | * 22.30        | 9.38           | 2.38                     |

and we see a decrease in the CDW in the Ta doped samples. The superconducting transition is sharp, \( \sim 10\% T_c \) or \( \sim 30\% H_{c2} \), which is another characteristic of three dimensional superconductors. Thus the difference in anisotropy between NbSe\(_3\) and Nb, Ta, Se could be due to the fact that NbSe\(_3\) is quasi one-dimensional while the Ta doped material is three dimensional.

In pure TaSe\(_3\) Haen et al.\(^{17}\) report a \( T_c \) of less than 1.5K. Fleming et al.\(^{1} \) and Sambongi et al.\(^{18}\) report a \( T_c \) of 2.1K in TaSe\(_3\). Thus, the \( T_c \) of Nb, Ta, Se is of the same order as that of TaSe\(_3\). Sambongi et al.\(^{18}\) also say that at 1.25K or 0.6 \( T_c \), \( H_{c2} \) is 1.3 kOe while 10 kOe parallel to the chain only recovers one fourth of the normal state. This leads to an anisotropy of greater than 7.7. Thus it appears that Nb, Ta, Se is less anisotropic than TaSe\(_3\). From looking at \( H_{c2} \) for 0.6 \( T_c \), one sees that \( H_{c2} \) in Nb, Ta, Se is three times the \( H_{c2} \) in TaSe\(_3\), whereas \( H_{c2} \) is smaller. From this one can say that we are not seeing strands of TaSe\(_3\) undergoing the superconducting transition.

It is possible that the Ta in Nb, Ta, Se is squeeing the NbSe\(_3\) lattice. From pressure studies it is known that NbSe\(_3\) goes superconducting under pressure; the CDW are also suppressed under pressure. Haen et al.\(^{19}\) find that \( dT_c/dP \) is \( -4K/kbar \). We see a change in the temperature of the higher temperature CDW of 7.5 \( \pm 2K \) in Nb, Ta, Se (figure 1). This would correspond to a pressure of 1.9 \( \pm 0.5 \) kbar. According to Monceau et al.\(^{15}\) NbSe\(_3\) goes superconducting at \( -1.1K \) under a pressure of \( -2 \) kbar. This is in rough agreement with our \( T_c \) for Nb, Ta, Se of 1.5K. Monceau et al.\(^{15}\) measured the transition transition whereas we have measured the transition resistively, and this may account for the difference. There can be a difference in \( T_c \) due to the two methods of measuring \( T_c \). However a pressure of 2 kbar is not enough to completely smear out the lower CDW in NbSe\(_3\),
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plays no transition (to 0.5K) just a low temperature tail which levels off at about 3.5K. The Ta doped samples show a superconducting transition with $T_c = 1.55 \pm 0.2K$, where $T_c$ is the midpoint of the resistive transition and the error represents 10 to 90% of the transition as well as deviations from sample to sample. Two of our samples did not have their resistances go completely to zero, although their residual resistances were less than 10% of their resistance at 4.2K. This is probably due to sample inhomogeneities. There was no observable hysteresis in the transition when the samples were cooled and warmed through $T_c$.

In figure 3 we have plotted the upper critical field, $H_{c2}$, versus $T$ for two Ta doped samples. $H_{c2}$ was taken as the midpoint in the resistive transition. The fields were approximately ($\pm 50')$ perpendicular and parallel to the chain direction. The bars represent the 10 - 90% transition width. The sharpness of the transition can be seen in the insert in figure 3.

From the data one can estimate the critical field at zero temperature $H_{c2}(0)$. One finds $H_{c2}(0) = 22$ kOe while $H_{c2}\perp = 9$ kOe. For an anisotropic superconductor, the Ginsburg-Landau (GL) theory of superconductivity gives

$$\frac{dH_{c2}}{dT} = \frac{\phi_0}{2\pi \xi^2 H_c}$$

$$\frac{dH_{c2}}{dT} = \frac{\phi_0}{2\pi \xi^2 H_c}$$

where $\phi_0 = 2 \times 10^{-7}$ Oe-cm$^2$, $\xi$ is the GL coherence length along the chain direction and $\xi$ is the coherence length in the transverse direction. Using these expressions one can calculate

Figure 1: The resistivity normalized to the room temperature value as a function of temperature for representative NbSe$_3$ and Nb$_{0.95}$Ta$_{0.05}$Se$_3$ samples.

- 125 in the pure NbSe$_3$ to 1 - 1.7 in the Ta doped samples. It is expected that the actual Ta doping is 5 ± 12%. This can account for the differences in the Ta doped samples. The thermopower studies also indicate slight variations in Ta concentration in samples from the nominal 5% Ta batch.

The resistivity of the pure and doped samples for $T > 4.2K$, normalized to the 4.2K values, is shown in figure 2. The pure NbSe$_3$ displays no transition (to 0.5K) just a low temperature tail which levels off at about 3.5K. The Ta doped samples show a superconducting transition with $T_c = 1.55 \pm 0.2K$, where $T_c$ is the midpoint of the resistive transition and the error represents 10 to 90% of the transition as well as deviations from sample to sample. Two of our samples did not have their resistances go completely to zero, although their residual resistance was less than 10% of their resistance at 4.2K. This is probably due to sample inhomogeneities. There was no observable hysteresis in the transition when the samples were cooled and warmed through $T_c$.

In figure 3 we have plotted the upper critical field, $H_{c2}$, versus $T$ for two Ta doped samples. $H_{c2}$ was taken as the midpoint in the resistive transition. The fields were approximately ($\pm 50')$ perpendicular and parallel to the chain direction. The bars represent the 10 - 90% transition width. The sharpness of the transition can be seen in the insert in figure 3.
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Figure 2: The low temperature resistivity normalized to the 4.2K value as a function of temperature in zero magnetic field. The samples are the same as those in figure 1.
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We have measured the resistivity of NbSe$_3$ doped with 5% Ta from room temperature down to 0.5K and compared our results with similar measurements on pure NbSe$_3$. The pure sample remains normal to the lowest temperature (0.5K), whereas the doped sample has a sharp transition to the superconducting state with $T_c = 1.2 \pm 0.2K$. Measurements of the critical magnetic field indicate that the Ta doped samples are homogeneous, anisotropic three dimensional superconductors.

The transition metal trichalcogenides, NbSe$_3$ and TaSe$_3$, are highly anisotropic metals. NbSe$_3$ has two anomalies in its resistivity as a function of temperature, one at 14K and the other at 39K. The anomalies have been identified as charge density wave (CDW) transitions. Below these transitions, NbSe$_3$ shows striking nonohmic behaviour. From magnetization measurements Nonceau et al. do not see any sign of superconductivity down to 50mK under atmospheric pressure in NbSe$_3$, however a drop in its resistance between 2.2K and 1.5K to a plateau and then a linear drop below 0.4K is seen by Haen et al. In TaSe$_3$ there are no resistive anomalies. Two groups, Fleming et al. and Sambongi et al. report that TaSe$_3$ is superconducting at atmospheric pressure with a transition temperature, $T_c$, of $2.0 - 2.1K$. It has previously been suggested that CDW formation and superconductivity are antagonistic, both competing for states near the Fermi surface. The NbSe$_3$-TaSe$_3$ system is therefore interesting for studying this competition.

Pressure measurements on pure NbSe$_3$ have shown an increase in superconductivity from $T_c = 0$ to $T_c = 2.5K$ with a pressure of 7 kbar. Pressure also suppresses the CDW. It both lowers the temperature at which the resistive anomalies occur and diminishes the size of the anomalies. Thus it appears, from the measurements on NbSe$_3$, that by suppressing the CDW one is able to obtain superconductivity.

In the present study we have used the alloying of NbSe$_3$ with TaSe$_3$ to suppress the CDW transition in a quite separate way. The addition of 5% TaSe$_3$ to NbSe$_3$ is sufficient to smear the CDW transition and produce a $T_c$ comparable to that of TaSe$_3$.

We have measured the resistivity, $\rho$, versus temperature, $T$, for several samples of Nb$_{0.95}$Ta$_{0.05}$Se$_3$ and NbSe$_3$. The samples were ribbon like with typical dimensions being 4.5 mm long, 0.01 - 0.04 mm wide for those samples with Ta, 0.02 - 0.04 mm wide for NbSe$_3$, and ~0.006 mm thick. The resistance was measured along the chain direction using the usual four probe method with 1 mil gold leads silver painted to the sample. The low temperatures were achieved in a He$_3$ cryostat, the samples being either in gaseous He$_3$ or submerged in liquid He$_3$ depending on the temperature. Both DC and low frequency (< 100 Hz) AC measurements were taken with a current through the samples of 1 mA. The AC measurements were performed with a lock-in voltmeter. Critical field measurements were made on the superconducting samples by monitoring the resistance while sweeping a magnetic field at constant temperature (< 2 mK).

The resistivity, normalized to its room temperature value, is shown in figure 1 for both the pure NbSe$_3$ and Ta doped samples. Here one can see that the CDW's smear out with the addition of the Ta impurity. The lower temperature CDW anomaly is almost nonexistent. Ong et al. have done a much more detailed study of this transition. In thermopower measurements Hong et al. have also seen that the 14K transition is less affected than the 59K transition for the 5% doping. Those samples with Ta are much more disordered than the pure NbSe$_3$ samples. The resistivity ratio, $\rho(300)/\rho(4.2K)$, changes from
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