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APPLIED TECHNOLOGY LABORATORY POSITION STATEMENT

This report presents the results of a detailed investigation designed to
identify and quantify specific deficiencies with fault isolation main-
tenance of Army helicopters. Although the investigation confirmed that
fault isolation maintenance is a significant factor in the cost of opera-
ting Army helicopters, the frequency of occurrence of over 85 percent of
the 542 individual failure symptoms identified was no greater than once in
2,000 flight hours. The deficiencies relating to fault isolation mainte-
nance data were considered for further investigation in Task II because
their elimination would provide the greatest overall improvement to fault
isolation maintenance. As a result of this investigation, the fault isola-
tion analysis technique (FIAT) was developed, which greatly facilitates
the identification of symptom/cause relationship and the collection, pro-
cessing and organization of information and data required for the prepa-
ration of fault isolation procedures for maintenance manuals.

This Laboratory concurs with the findings of this program and that FIAT is
considered to be a significant improvement in the way fault isolation pro-
cedures are developed. The reader is cautioned tLat this investigation
did not analyze the avionics and armaments subsystems of the helicopter
and no attempt was made to relate the findings of this program to those
subsystems. The USA DARCOM Materiel Readiness Support Activity is plan-
ning follow-on efforts to refine and possibly integrate the FIAT methodo=
logy in the logistic support analysis programs.

Mr. John Ariano, Aeronautical Systems Division, served as technical
monitor for this contract.
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SUMMARY

The objectives of this program were to investigate the problems with fault

isolation maintenance in Army aviation and to develop solutions for future

improvements. By direction, the study covered all systems of Army aircraft
except avionics and armament.

Problem Investigation

The CH-54 helicopter was selected as the model for the study. Among the
more sophisticated of the Army's current aircraft, the CH-54 possesses a
number of subsystems not found on smaller helicopters in the inventory,
making it a particularly good choice for the study of fault isolation main-
tenance. In the late 1960's, the U.S. Army contracted with Sikorsky Air-
craft to collect R&M data on CH-54 helicopters operating here in the United
States and at overseas bases in Europe and Southeast Asia. Called the ORME
(Operations Reliability/Maintainability Engineering) Program, its objectives
were to assess the R&M performance of the CH-34 in the field, to identify
problem areas and to develop recommendations for improving the design of
the aircraft and its supporting resources.

The ORME data was processed and analyzed. Records of maintenance involving
fault isolation were extracted from the ORME files, and structured descrip-
tions of the reported symptoms were prepared. A computer file containing
5,500 corrective maintenance actions known or believed to have involved

some type of fault isolation was developed, and a detailed statistical analy-
sis of the data was conducted. An analysis was also conducted to evaluate
troubleshooting data contained in the maintenance manuals for the CH-54
helicopter. Troubleshooting data extracted from the manuals were compared
with the symptoms and causes actually experienced with the CH-54 in the
field.

Field Surveys

Surveys were conducted to investigate the experience of Army field personnel
with fault isolation maintenance. The surveys covered the CH-54 and two
other Army helicopter models: the AH-1 and CH-47. Six helicopter operating
activities were visited, and a total of 41 mechanics, technicians, pilots
and maintenance administrators were interviewed. Included in the field
surveys was a visit to the U.S. Army Aviation Maintenance Training School

at Fort Eustis, Virginia where training in fault isolation maintenance was
discussed. Visits were also made to three Army agencies and one defense
contractor to survey current technology in the development and publication
of fault isolation data for the new-generation Army systems.




Results of the Problem Investigation

The investigation confirmed that fault isoltation maintenance is a signi-
ficant factor in the cost of operating Army helicopters. For the CH-54
helicopter, it was determined that approximately 1 in 3 corrective mainte-
nance actions on nonavionics systems of the helicopter involves some type

of fault isolation. The average troubleshooting task was found to consume
approximately 1.4 man-hours. The direct cost of fault isolation maintenance
on nonavionics systems of the aircraft, including the cost of documented
errors in troubleshooting, was estimated at $25 per flight-hour. Signifi-
cant findings were obtained with respect to:

Failure symptoms and causes
Training and experience of field personnel
Frequency and cost of troubleshooting errors

Man-hour, downtime and logistics cost of fault
isolation maintenance

Combat versus noncombat experience
Contract versus Army maintenance experience

Availability and quality of fault isolation
resources in the field

One of the complaints most frequently voiced by Army personnel in the field
concerns the generally poor quality of fault isolation maintenance data on
present-day Army systems. Major criticisms include widespread omissions

of significant symptoms and causes, poor organization and indexing of infor-
mation and inefficient troubleshooting procedures. Problems with language
and communication are also frequently cited. In the Tatter part of the
program, an effort was undertaken to develop an improved approach to the
development of fault isolation maintenance data for complex systems.

Fault Isolation Analysis Technique (FIAT)

Called FIAT (Fault Isolation Analysis Technique), the evolved method greatly
facilitates the identification of symptom/cause relationships and the collec-
tion, processing and organization of data required for the preparation of
maintenance manuals. It reduces the task to a series of small, independent
judgements and decisions which, when brought together, provide a working
guide for preparation of system troubleshooting procedures. Most important,
by allowing the engineer or writer to deal individually with discrete items
of information, it relieves him of having to formulate an overall trouble-
shooting logic from the outset and lessens the demands on his personal ex-
perience and knowledge of the system.
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The FIAT approach applies primarily to nonavionics systems whose modes and
symptoms of failure do not generally lend themselves to automated test and
the more sophisticated forms of diagnostics. The methods could be applied
to avionics systems, however, either to provide a backup for the prmary
diagnostics system or in applications where diagnostic hardware is not
considered cost-effective.

FIAT involves four major tasks that culminate in the generation of outline
fault isolation procedures for the system:

1. A system functional analysis

2. A system failure modes analysis

3. Description of fault isolation task candidates
4. Review, consolidation and editing of procedures

A system functional analysis is performed to establish the criteria for nor-
mal system performance and to identify potential modes of abnormal perfor-
mance (the system malfunctions). Next, a system failure modes analysis is
conducted to identify failures with a potential for causing each type of
malfunction. This establishes a framework of symptom/cause relationships
for the system.

A computer file of fault isolation task candidates is constructed. For each
symptom/cause candidate, information pertinent to the fault isolation task
is recorded. This includes the expected frequency of occurrence, methods

of fault confirmation and fault isolation, and the estimated time to fault
isolate. A computer program processes the data and generates two outputs
that are used in the preparation of fault isolation maintenance data for

the system. The first output is a comprehensive listing of symptoms and
causes, the Fault Isolation Task Candidate List, which the analyst reviews,
condenses and assigns to logical groups that will each form the content

of a troubleshooting procedure.

After editing, a troubleshooting procedure number is assigned to each symp-
tom/cause set, and the computer program outlines the content of each trouble-
shooting procedure. An algorithm defines the preferred troubleshooting
strategy based on probanilities of failure and expected fault isolation times.
The computer-generated Outline Fault Isolation Procedures List, the final
product of FIAT, provides a working guide for the technical writer in the
preparation of the maintenance manual. '

The FIAT methodology is viewed as technically and procedurally compatible
with existing Army program requirements in the areas of R&M, Logistics
Support Analysis and Technical Publications.
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INTRODUCTION

Previous investigations conducted by the Army]’z have determined that

fault isolation maintenance is a significant contributor to the cost of
maintaining Army aircraft. It has been shown that much of this mainte-
nance is performed incorrectly and that troubleshooting tasks are often
repeated many times in the process of isolating system malfunctions.

Substantial costs may be associated with improper fault isolation. At the
operating level, maintenarnce actions that must be repeated waste man-hours,
equipment and facilities and degrade operational readiness. When such
maintenance causes the unnecessary replacement of good components, added
costs are suffered in supply and in component processing at the higher
maintenance levels. Mission reliability may also be affected. Frequently,
confirmation that a fault still exists occurs after the aircraft is air-
borne.

Improper fault isolation is known to have many causes. Sometimes it is
caused by the reluctance of maintenance personnel to follow prescribed
troubleshooting procedures and to work instead by trial and error methods.
Skills and training may be inadequate. Equipment and test points may be
inaccessible. Aircraft indicators and fault warning devices may be in-
accurate or misleading. Troubleshooting instructions and test equipment
may be complicated and difficult to use.

This program was undertaken to investigate the problems associated with
fault isolation maintenance in Army aviation and to develop solutions
for future improvements.

L Cook, T. N., Young, R. L., and Starses, F. E, MAINTAINABILITY ANALYSIS OF

MAJOR HELICOPTER COMPONENTS, Kaman Aerospace Corporation, USAAMRDL-TR-
73-43, U.S. Army Air Mobility Research and Development Laboratory, Fort
Eustis, VA, August 1973, AD 769941.
¢ Holbert, C., and Newport, G., HELICOPTER MAINTENANCE EFFECTIVENESS ANALY-
SIS, Sikorsky Aircraft Division, USAAMRDL-TR-75-14, U.S. Army Air
Mobility Research and Development Laboratory, Fort Eustis, VA, May 1975,
AD A012225.
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NATURE OF FATLURES AND FAILURE SYMPTOMS

TYPES OF FAILURES

Failures in a system are discovered in one of two ways: They are visually
observed in the course of inspections or other activities on the aircraft,
or they cause some type of malfunction or abnormal system performance.
When the same malfunction can be produced by different failures, or the
relationship between the malfunction and the failure is obscure, the mal-
function is said to be a symptom of the failure, and troubleshooting is
necessary.

Visually Observed Failures

Certain failures are discovered only by sight, never causing a malfunction
of the aircraft. Airframe skin cracks and worn tires are examples of this
type of failure. It is very improbable that either of these conditions
could ever progress to the point of affecting the performance of the air-
craft, and if they did, there would be no need to fault isolate; the cause
would be obvious.

There are cases, however, where a discrepant condition normally found by
inspection progresses to the point of causing a system malfunction. Cor-
rosion of control rod bearings would normally be detected by inspection
long before the stage that it began to cause binding or control travel re-
strictions. However, it is possible that such a discrepancy might escape
inspection and, particularly in an extreme environment, be the cause of

a problem requiring fault isolation.

Symptom-Producing Failures

Most fault isolation involves failures that cannot be detected visually,
only sensed as some type of malfunction. Failure of internal components
of electronic devices is typical of this type. Failed resistors and
transistors cannot be seen, although in some cases it may be possible to
test for the onset of failure and correct the condition before system
performance is affected.

0f those failures normally detected via the occurrence of malfunctions or
abnormal system performance, some are manifested in a symptom unique to
that particular failure or in a symptom that can be easily investigated

by a simple inspection. A mechanical lock for a swiveling nose wheel or
tail wheel is of this class. If the lock fails to engage, either the lock
pin is broken or there exists some binding or interference in the control
linkage, either of which could be found simply by inspection. Failures of
this type are relatively easy to fault isolate.

14




The more obscure the relationship between the failure and the evidence of
failure (the symptom), and the greater the number of possible causes of
that same symptom, the more complex the fault isolation problem becomes:

Simple Fault Isolation Problem Complex

Visual «¢— Method of Failure Detection ———pp» Nonvisual

Unique «—— Failure-to-Symptom Relationship —pm Ambiguous

One -4— Number of Possible Symptom Causes —j» Many
PROPERTIES OF SYMPTOMS

A symptom is an observation of abnormal system performance. These obser-
vations, made by either the flight crew or maintenance crew, may consist
of as many as four separate observations:

1. The observed system or component (what?)
2. The observed malfunction (how?)
3. Nature or degree of the malfunction (how much?)
4. Conditions under which it occurs (when?)

Observed System or Component

An intrinsic property of symptoms is the system or component of the air-

craft observed to be malfunctioning or, in the case of instrument-indicated

symptoms, conveying the message of a malfunction. This is the "what"
property of the symptom. Typical systems or components that might be
cited as the subject of a failure symptom are:

Aircraft

Cyclic Stick

Rotor Brake

Hydraulic Pressure Gage

Etc.
In some cases, the observation is of the failed item itself, as when a
lamp bulb burns out. Here, the symptom and the failure are the same, al-

though failure of the bulb to illuminate may also be a symptom of other
failures (fuse, switch, wiring, etc.).

i e e



With most fault isolation problems, the system or component of the aircraft
observed to be malfunctioning, or through which an indication of malfunc-
tion is conveyed, does not denote the failure. An example is a pressure
switch failing, which prevents a valve from opening, which prevents the
engine from starting (the symptom). Here, only an indirect association
exists between the observed malfunction and the failure. Failures of this
type constitute the more difficult troubleshooting problems.

Observed Malfunction

The observed malfunction is the second intrinsic property of a symptom.
This is the "how" property. Observed malfunctions can usually be described
in a few words. Typical descriptions are:

Vibrates

Creeps

Fail to release

Fluctuates

Etc.

The observed malfunction, in combination with the observed system or com-
ponent, describes a symptom:

Aircraft - vibrates

Cyclic stick - creeps

Rotor brake - fails to release
Hydraulic pressure gage - fluctuates

Etc.

It is important to separate the description of the basic symptom from the
nature or degree of the symptom and the conditions under which it occurs.

Nature or Degree

Some types of symptoms may vary in nature or degree, e.g., direction,
speed, frequency or severity. Vibration, for example, is a general

type of symptom, the specific nature or degree of which involves a num-
ber of variables, i.e., location (engine, tail, etc.), direction (lateral,
vertical), frequency (low, high), amplitude (moderate, severe). Other
types of symptoms are not variable in nature or degree but are rather of
a go/no-go character. "Rotor brake fails to release" is an example.

Here the symptom is completely described by the observed component (rotor
brake) and observed malfunction (fails to release).

16




Symptom Conditions

The fourth factor that may be needed to describe a symptom is the conditions
under which it occurs. Conditions may relate to weather (temperature, wind,
etc.), aircraft configuration and weight (fuel load, sling load, etc.), and
aircraft flight mode (attitude, speed, type of maneuver, etc.). Conditions
may also relate to the operation or nonoperation of particular equipment
(automatic flight controls on or off, etc.). Like nature or degree, condi-
tions do not pertain to every type of symptom. "Windshield wipers inopera-
tive" is an example. The only "condition" is an implied one (when the switch
is thrown), and it need not be specifically stated to describe the symptom.

A sample of symptoms illustrating the four elements is presented in Table 1.

TYPES OF SYMPTOMS

A symptom is basically an observation of abnormal performance. These
observations may be of three types:

1. Observable System Malfunction

2. Instrument Indication

3. Other Crew Sensory Perception

Observable System Malfunctions

A system malfunction is witnessed by the operator when a system function
either fails to occur or occurs abnormally. Engine fails to start, rotor
brake fails to release, wheel brakes chatter are examples of observed

system malfunctions. 1In each case the operator observes directly that a
system function has not transpired normally, although the problem may be
one of operator procedure rather than a fault in the system. ]

Instrument Indications

In the case of an instrument or warning light indication, the operator
receives a signal that a system has failed, is in the process of failing,
or is performing abnormally; but unless the instrument indication is
accompanied by an observable system malfunction, he cannot be certain |
of this, since the indication may be false. Examples of instrument indi-
cations are: hydraulic pressure gage reads low, engine tach indicator
fluctuating, fuel pressure warning light illuminated.

G -
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Other Crew Sensory Perceptions

Other crew sensory perceptions relate to unusual sights, sounds, odors,
etc., that may be indicative of a system failure or malfunction. Vibration,
unusual noises, and fuel odors are examples.

A symptom will consist of one or more of these three types of observations.
For example:

Symptom: Engine 0il1 Temperature Gage Reads High

Symptom: Engine Fails to Start
and Fuel Pressure Light I1luminated
and Engine Fuel Odor




STUDY CANDIDATE AND HISTORICAL DATA BASE

STUDY CANDIDATE

Fault isolation maintenance may reasonably be expected to vary with the
relative complexity of an aircraft as reflected by the number of subsystems
it comprises and the number of interfaces between them. Among the Army's
current fleet of aircraft, the CH-54 (Figure 1) is a particularly good
choice for the study of fault isolation maintenance. A single main rotor/
tail rotor aircraft, the CH-54 is more representative of the Army's next
generation of helicopters--Black Hawk and AAH--than either the two-bladed
teetering rotor or tandem rotor aircraft that comprise a large part of the
current fleet. Also, the CH-54 possesses a number of subsystems not found
on most of the smaller, less sophisticated aircraft in the inventory,namely:

Multiple Engines

Engine Air Particle Separators
Auxiliary Power Plant

Wheeled Landing Gear

Multiple Hydraulic Systems

Rotor Brake

Cargo Hoist

External Pod and Load Leveler System
Automatic Flight Control System (AFCS)
Aft Pilot's Controls

Voice Warning System

These additional subsystems also require more extensive electrical networks,

plumbing and aircraft instrumentation, making the CH-54 among the most so-
phisticated of the Army's current aircraft.

HISTORICAL DATA BASE

In the late 1960's the U. S. Army contracted* with Sikorsky Aircraft to
collect R&M data on CH-54 helicopters operating here in the United States
and at overseas bases in Europe and Southeast Asia. Called the ORME (Oper-
ations Reliability/Maintainability Engineering) Program, its objectives
were to assess the R&M performance of the CH-54 in the field, to identify
problem areas, and to develop recommendations for improving the design of
the aircraft and its supporting resources. Sikorsky technicians stationed
at various Army field units collected data on CH-54A and CH-54B helicopters
over approximately a 6-year period, beginning in 1968 and ending in 1974.
More than 57,000 aircraft operating hours were monitored and more than
50,000 maintenance actions were documented. Table 2 gives important statis-
tics on the ORME Program.

X U. S. Army Aviation Systems Command Contracts No. DAAJO1-68-C-0512 and
DAAJO1-71-C-0641
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TABLE 2. ORME DATA BASE
Period Covered {Months) 33(1) 36(2) 69
Average Number Aircraft 63 25 88
Flight-Hours
Conus 10,800 8,047 18,847
RVN 34,966 - 34,966
Europe 2,221 1,124 315351
Total 47,993 9,171 57,164
Maintenance Actions
Corrective 13,536 4,665 18,201
Preventive 26,445 6,184 32,629
Total 39,981 10,849 50,830
(1) January 1968 - September 1970
(2) April 1971 - March 1974

Under the ORME Program, all corrective maintenance on the aircraft was docu-

mented, including the removal of all parts and components from the aircraft.

Records were also kept of flight activity on the aircraft and all preventive

maintenance inspections performed. Figure 2 shows the Discrepancy/Corrective
Action Report used to record corrective maintenance events.
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Information recorded on the Discrepancy/Corrective Action Report provides a
complete description of the failure and corrective maintenance, including:

Reporting Organization
Date
Aircraft

Model
Serial Number
Flight Time

Failed Item

Nomenclature

Part Number

Federal Stock Number
Quantity

Time in Service
Disposition

Failure Description
Mode
Symptom
When Discovered
Probable Cause

Maintenance Action Description

Type of Action
Man-Hours
Elapsed Maintenance Time

Personnel

MOS
Number of Men

Aircraft Downtime
| Mission Effect

' Because it was collected by full-time, factory-trained data collectors, the
! ORME data is of excellent quality. Of special significance to the analysis
i of fault isolation maintenance, this data, unlike field-type data generally
i available (TAMMS, 3-M, etc.), records both the mode of failure and the symp-
i toms of failure. The presence of symptom descriptions enabled a history of
fault isolation maintenance experience with the CH-54 to be constructed.
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DATA PROCESSING AND ANALYSIS

The ORME data on the CH-54, described in the preceding section of the re-
port, was processed and analyzed to construct a history of fault isolation
maintenance on the aircraft. The task was accomplished in two phases. In
Phase I records of maintenance involving fault isotution were extracted
from the ORME files and structured descriptions of the reported symptoms
were prepared. In Phase 11 the structured symptom descriptions were added
to the set of original ORME records, selected data was converted to coded
form for processing by computer, and a computer program was written to
generate statistical tabulations of the data for analysis.

PHASE I DATA PROCESSING

Figure 3 illustrates the flow of the Phase I data processing. The ORME
data had been computer-processed by Sikorsky under the original contracts
with the Army. At the conclusion of the ORME program, all of the data had
been placed on magnetic tape files and stored in Sikorsky's data processing
facility. The corrective maintenance records were stored on two magnetic
tape reels, one covering the CH-54A and the other the CH-54B. Contained on
the two reels of tape were records covering approximately 18,000 corrective
maintenance actions on the aircraft.

It was recognized initially that only some of these actions could have in-
volved some type of fault isolation maintenance. Many of the failures oc-
curring in service, particularly with mechanical systems, are discovered

by visual inspection. These are failures that either produce no observable
malfunction of the aircraft when they occur or are found by visual means
before they reach that stage. The first task of the analysis was to ferret
out the corrective maintenance actions involving some type of crew-reported
system malfunction and to ascertain which of these involved troubleshooting.

Computer Screening of the ORME Data

In order for a corrective maintenance action to have involved trouble-
shooting, it was reasoned that it would have had to occur as a result of a
malfunction discovered during operation of the aircraft or ground operation
of equipment. Screening rules were developed to extract from the ORME files
records of maintenance meeting these criteria. First, a screening was con-
ducted on the "Reason for Report" code, and records containing the following
codes were removed from the file:

- Damaged Accident
- Damaged Combat
Scheduled Removal
Cannibalization

NOOTw
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3

Next, the "When Discovered" code was screened and records containing the
following codes were removed from the file:

4 - Daily Inspection

7 - Special Inspection

8 - Acceptance Inspection
9 - Transfer Inspection

Records of maintenance to correct failures discovered during Intermediate
and Periodic inspections were retained, because both of these inspections
include power-on checks during which malfunctions requiring troubleshooting
might have occurred.

Finally, since the contract statement of work excluded consideration of air-
craft avionics, records containing the avionics system codes were removed
from the file. Records covering aircraft instruments and the avionics por-
tion of the AFCS (Automatic Flight Control System) were retained.

The two tape files were screened and simultaneously merged into a single
file. As a result of the screening, the number of records was reduced by
approximately 1/3, creating a file containing 12,100 corrective maintenance
events potentially involving some type of fault isolation. A computer pro-
gram was written to sort and print this group of records, called the Fault
Isolation Task Candidates File. Figure 4 shows the format of the report.

Manual Screening of the ORME Data

Each record in the file of fault isolation task candidates was examined to
determine whether fault isolation was involved with the maintenance action
being reported. This determination was made on the basis of the symptom
described and the failure reported. The process was basically one of re-
moving from further consideration those maintenance events that corrected
failures discovered by visual evidence. Worn tires, cracked fairings, and
scratched windshields are examples of failures that obviously are seen
rather than found by troubleshooting. Although other types of faults are
not as obvious as these, the determination of whether or not troubleshoot-
ing was involved in locating the reported failure was usually straightfor-
ward. There was no way of ascertaining, absolutely, that troubleshooting
was involved in a maintenance action, however. A fluctuating pressure gage
should have required troubleshooting to determine whether the gage was at
fault or the sensor, the pump, etc. It is conceivable that the mechanic
guessed at the cause and arbitrarily replaced a component without trouble-
shooting, but there was no way of ascertaining that fact from the data.

Development of Structured Fault Symptom Descriptions

One of the important features of the ORME data was the inclusion of sym-
ptom descriptions in the corrective maintenance reports. These descrip-
tions and descriptions of failure modes when recorded were contained
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in narrative text included in each of the records. The narratives con-
formed to no specific construction and contained varied descriptions of the
same or similar symptoms and failure modes. In order to be able to process
these elements of data by computer, it was necessary to convert them to a
structured and consistent format.

As discussed in the section entitled "Nature of Failures and Failure Symp-
toms", a symptom may consist of as many as four separate observations:

1. The observed system or component

2. The observed malfunction

3. Nature or degree of the malfunction

4. Conditions under which it occurs
For each of the maintenance events determined to have involved trouble-
shooting, the reported symptom was translated into a structured form con-
sisting of as many of these four observations as were applicable. The

structured fault symptom descriptions were recorded on forms for key-
punching, together with several additional elements of data.

i

Where the narrative text contained in the ORME record described the mode
of failure of the item repaired or replaced, the failure mode description
was extracted from the text and recorded. Three-digit codes identifying
the aircraft subsystem in which the symptom was observed and the aircraft
subsystem in which the failure was found were also recorded. Appendix A
lists these codes. The last element of data recorded on the form was the
ORME report number, a unique key by which the transcribed data would later
be matched to the original ORME record.

Review of the Fault Isolation Task Candidates File resulted in the ex-
traction of approximately 5,500 corrective maintenance actions known or
believed to have involved some type of fault isolation. The structured
symptom descriptions and supplemental data just described were prepared
for this group of actions, the data was key-edited into a computer file,
and the file, called the Symptom/Mode Descriptive Data File, was stored
on a direct-access storage device.

PHASE II DATA PROCESSING

Figure 5 illustrates the flow of the Phase II ORME data processing and
analysis. A computer program was written to merge the Symptom/Mode Des-
criptive Data File with the Fault Isolation Task Candidates File, creating
a new file containing the 5,500 selected maintenance actions, called the
Fault Isolation Task Data File. In the process of creating this new file,
selected fields of data from the original ORME records were combined with
the data contained in the Symptom/Mode Descriptive Data File records and
merged into a single record 269 characters in length.
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Table 3 shows the format of the Fault Isolation Task Data record and indi-
cates the source of each field of data. Five fields of the record whose
source is shown as "File Edit" were padded with constant data at this point
as shown below.

Initial

Field Value
Event Sequence Code 11
Troubleshooting Time Fraction 050
Observed Malfunction Code 000
Observed Component Code 00
Failed Component Code 00

These elements of data were later modified selectively and edited into the
file via a time-sharing computer terminal. A computer program was written
to generate listings of the fault Isolation Task Data File. Figure 6 shows
the report format.

Identification of No-Defect Actions and Fault Isolation Errors

A small number of the original ORME records contained statements to the
effect that the reported maintenance actions were not successful in
correcting the reported faults. Wording such as "Problem Not Solved" re-
corded in the comments section of the original record identified these

few events. The vast majority of records provided no indication that the
reported maintenance actions were other than successful first attempts at -
correcting the reported faults. It was suspected that many other errors
in troubleshooting had occurred that were either unrecognized or un-
reported by the ORME data collectors, and an analysis was conducted to
identify them.

The Fault Isolation Task Data File was sorted chronologically by aircraft
serial number and date, and a listing of the file was produced. An air-
craft maintenance analyst from Sikorsky's Product Support Department, ex-
perienced in maintenance of the CH-54, was assigned to analyze the data and
identify no-defect reports and cases of repetitive troubleshooting.

No-defect actions, i.e., reports of symptoms that could not be confirmed by
maintenance personnel, were identified by either or both of the following
conditions:

1. Failure Disposition Code

D (Checked On-Aircraft - Tested OK) or
G (Removed - Tested OK - Made RFI)
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TABLE 3. FORMAT OF THE FAULT ISOLATION TASK DATA RECORD

Field

Source Length

N e e e N
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NN N
B wnN
CSl i TR G

WM
O W o
« o o o o

W W w
. G b .

ORME Report Number

Event Sequence Code
Troubleshooting Time Fraction
Observed Malfunction Code
Observed System Code

Observed Component Code
Failed System Code

Failed Component Code
Aircraft Model

Aircraft Serial Number
Reporting Organization Code
Date

Aircraft Total Time

Reason for Report Code

When Discovered Code

Mission Effect Code
Organizational Level Man-hours
Organization Level Elapsed Time
Direct Support Man-hours
Direct Support Elapsed Time
Total Aircraft Downtime
Personnel MOS Code No. 1
Personnel MOS Code No. 2
Failed Assembly Part Number
Failed Assembly Nomenclature
Failed Assembly Quantity
Failed Assembly Failure Mode
Failed Assembly Disposition
Sub-Assembly Part Number
Sub-Assembly Nomenclature
Sub-Assembly Quantity
Sub-Assembly Failure Mode
Sub-Assembly Disposition
Observed System or Comporient
Observed Malfunction Description
Nature/Degree of Malfunction
Symptom Conditions

ORME Record
File Edit*
File Edit
File Edit
S/M Record **
File Edit
S/M Record
File Edit
ORME Record
ORME Record
ORME Record
ORME Record
ORME Record
ORME Record
ORME Record
ORME Record
ORME Record
ORME Record
ORME Record
ORME Record
ORME Record
ORME Record
ORME Record

NOOTTTOTBEWWWWHENHFEFOTO PREOTONWNWLWWWN O

ORME Record 1
ORME Record 1
ORME Record
S/M Record 20
ORME Record 1
ORME Record 16
ORME Record N\ 16
ORME Record » 2
S/M Record 20
ORME Record 1
S/M Record 20
S/M Record 20
S/M Record 20
S/M Record 20
269

* Edited into the record via computer terminal.

**Symptom/Mode Descriptive Data Record
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2. Failure Mode Description contains the statement
"Checked OK" or similar language

When events of this type were encountered by the maintenance analyst,
he was instructed to change the Event Sequence Code to "00" on the com-
puter listing with which he was working.

The analyst also studied the listing looking for reports of symptoms that
were not properly corrected by maintenance personnel, as evidenced by
either or both of the following:

- Failure Mode Description contains the statement
"Problem Not Solved" or similar language.

2. The same or a similar symptom was reported on the
same aircraft within a few flight-hours.

When either of these conditions was encountered, the analyst was instruc-
ted to change the second digit of the Event Sequence Code to zero on the
computer listing. Further, when repetitive occurrences of the same symp-
tom were detected, the analyst was instructed to change the first digit
of the Event Sequence Code to indicate the chronological sequence of events
after the first. For example, if three maintenance events related to the
same malfunction were detected, the first digit of the Event Sequence Code
for the first action in the series would be left unchanged at "1" and the
first digit of the Event Sequence Code for the second and third actions
would be changed to "2" and "3" respectively. Upon completion of the
analysis, the Event Sequence Codes provided a numerical key by which no-
defect actions and fault isolation errors were identified, and by which
repetitive actions related to the same symptom were linked. Examples of
modified codes are shown below:

Event Sequence Code Interpretation
00 No-Defect Action
10 Unsuccessful Fault Isolation Task -
I1st Event
11 Successful Fault Isolation Task -

1st Event (A11 events initially
assigned this code.)

20 Unsuccessful Fault Isolation Task -
2nd Event

31 Successful Fault Isolation Task -
3rd Event
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Analysis of Troubleshooting Time Factors

The original ORME data reported the total man-hours and elapsed maintenance
time expended on each maintenance action. No breakdown of maintenance time
was given, however, and it was not possible to separate fault isolation time
from the repair, replace, and checkout portion of individual maintenance
tasks. A1l of the 5,500 corrective maintenance events that survived the
screening to be included in the final file were known to have involved, or
were suspected of having involved, some type of fault isolation. Therefore,
it was assumed that some fraction of the total maintenance time reported on
each action was devoted to troubleshooting. An analysis was conducted to
estimate these troubleshooting time fractions.

The Fault Isolation Task Data File had a field reserved in each record
for the Troubleshooting Time Fraction, the estimated part of the total
ORME reported man-hours expended on troubleshooting. Initially, all of
the 5,500 records in the file were assigned a Troubleshooting Time Frac-
tion of .50, i.e., an initial estimate that half of the reported man-
hours were expended on troubleshooting. These estimates remained un-
changed unless analysis indicated that a higher or lower fraction should
be assigned to a given task.

Allowable Troubleshooting Time Fractions ranged from a minimum value of .1
to a maximum value of .9, except in the case of no-defect actions which
were assigned a value of 1.0. Assignment of the value .1 indicated the
analyst's opinion that most of the reported man-hours (90%) were expended
on performing the final corrective action, i.e., on repairing or replacing
the failed item. It reflected the view that the faulty item was probably
found rather quickly or that the item was repaired or replaced without
troubleshooting. Assignment of a .9 Troubleshooting Fraction, on the other
hand, indicated the opinion that only a small part of the reported man-hours
was expended performing the final corrective action and that the fault was
probably difficult to locate. Fractions between .1 and .9 reflected the
analyst's judgement of the relative difficulty of the troubleshooting task
between these limits.

The listing of the Fault Isolation Task Data File was organized by common
faults and failed items, so that all repairs or replacements of a given
component related to a specific symptom were grouped together. The an-
alyst scanned each grouping to determine whether some or all of the ac-
tions in the group should be assigned Troubleshooting Fractions higher or
lower than the .50 value initially assigned. Guidelines for making these
estimates were provided to him. Troubleshooting Time Fractions were re-
vised for more than 3/4 of the records in the file, and the revised esti-
mates were edited into the file via a computer terminal.

Addition of Observed Component Codes

As explained earlier, during creation of the file of 5,500 maintenance
actions, three-digit codes were added to each record to identify the air-
craft system in which the malfunction was observed and the system in which
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the failure was found. Space was reserved in each record to expand these
codes by two digits to identify (where possible) the specific component of
the aircraft observed to be malfunctioning and the specific component that
had failed. The purpose of these additional codes was to facilitate com-
puter processing of the data. It was later decided that the part numbers
of the failed components recorded with the original ORME data were suffi-
cient for computer processing and that the addition of a failed component
code would be unnecessary.

The file of 5,500 maintenance actions was sorted by Observed System Code

and Observed System or Component Description, and a listing of the file was
produced. An analyst reviewed each record and, wherever the described fault
cited a specific component of the aircraft, marked the listing with a two-
digit code identifying that component. If the reported symptom cited only

a system of the aircraft, no entry was made. The Observed Component Codes
were added to the file via a time-sharing computer terminal. Appendix A
contains the 1list of codes that were used.

Addition of Malfunction Description Codes

During creation of the file of 5,500 maintenance actions, the symptom des-
criptions recorded in narrative form with the original ORME reports were
translated into a structured format consisting of four individual obser-
vations, one of which was the type of malfunction observed. The observed
malfunction was recorded in each record in a 20-character field called
Observed Malfunction Description. To aid computer processing of the data,
a three-character field was reserved in each record for the addition of a
numerical malfunction description code.

The file was sorted by Observed Malfunction Description and a listing of
the file was produced. An analyst reviewed each entry and marked the list-
ing with a three-digit numerical code corresponding to the described mal-
function. Appendix B 1ists the Malfunction Description Codes. When
slightly different descriptions of the same malfunction were encountered, ! |
the analyst combined them under a single code. The codes were added to the
file via a computer terminal. i 3

Generation of Reports

The computer program used to generate file listings for the various ana-
lyses just described was modified to print the following totals at speci-
fied changes in key fields as shown in Figure 7.

Total Organizational Level Man-hours (OHRS)

Total Direct Support Man-hours (DHRS)

Total Aircraft Downtime (DOWN)

Total Mission Aborts (ABT)
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When the file editing was complete, a series of reports was generated for
analysis of fault isolation maintenance experience on the CH-54.

ANALYSIS OF FAULT ISOLATION PROCEDURES

An analysis was conducted to evaluate troubleshooting data contained in
the maintenance manuals for the CH-54 helicopter. Troubleshooting data
extracted from the manuals were compared with the symptoms and causes
actually experienced with the CH-54 in the field, as documented in the
ORME records. Each symptom reported in the ORME data was cross-referenced
to the troubleshooting table(s) in which it was covered. Symptoms listed
in the manuals but not experienced in the field were noted. A population
of symptoms experienced in the field was examined in detail to determine
the extent to which significantly occurring causes are covered by the
manuals and the efficiency of the troubleshooting instructions relative
to isolating the most probable causes.

39




FIELD SURVEY METHODS

The original plan for this program called for surveying fault isolation
maintenance experience with the CH-54 helicopter at representative field
operating activities. The objective of the surveys was to obtain infor-
mation on fault isolation maintenance problems with Army aircraft in the
field. After the CH-54 field surveys were completed and the results of
the surveys were analyzed, it was concluded that the CH-54, because of
the exceptionally high experience level of the crew chiefs and flight
engineers doing the majority of troubleshooting on the aircraft, may not
have been representative of other helicopters in the Army inventory. It |
was decided at that point to modify the program to include surveys of

two other current-inventory helicopters. The AH-1 and CH-47 helicopters
were selected for these additional surveys because these two models are
expected to remain in the inventory for many years. The purpose of the
additional surveys was to attempt to determine if the conclusions about
helicopter fault isolation maintenance arrived at through study of the CH-54
were applicable to the Army helicopter fleet as a whole.

Table 4 1ists the dates and locations of the surveys and the number of ‘
people interviewed at each survey. Interviews.were conducted with a total ]
of 35 maintenance personnel and 6 pilots. Table 5 lists the'MOS and rank : 4
of the survey participants. 4 =t '

\ .
‘

TABLE 4. FIELD SURVEY SCHEDULE
~
. Acft. | Acft.| Persons
Date Location Unit Model | Qty. |Interviewed
April Fort Sill, 273rd Transportation CH-54B 9 7
18-20 Oklahoma Company
May Fort Rucker, Northrop Worldwide CH-548B 3 3
3-4 Alabama Aviation Services
May Topeka, 137th Aviation Co. CH-54A 9 7
15-18 Kansas Army National Guard
June Fort Wainwright, 343rd Aviation CH-54B 4 9
5-8 Alaska . - * Detachment
October Fort Campbell, A Company, 159th CH-47C 16 8
11-12 Kentucky Aviation Bn, 101st
Airborne Division
1 October Fort Bragg, A and B Troops, 1/17 AH-1G/ 5 7
18-19 North Carolina Air Cavalry, 82nd AH-1S 13
Airborne Division
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TABLE 5. MOS AND RANK OF FIELD SURVEY PARTICIPANTS

Pay Grades
Military Occupational E4 B G&s Cap Civil-
Specialty (M0S)/Job Title E-5 E-7 -4 tain ian
35K Avionics Mechanic 1
35L Avionics Communications 1
Equipment Repairman
35P  Avionics Equipment 1
Maintenance Supervisor
67U Medium Lift Helicopter 2 4
Repairman
67W Aircraft Quality Control 2
Supervisor
67X Heavy Lift Helicopter 4 9
Repairman
67Y Attack Helicopter 1 1
Repairman
67Z Aircraft Maintenance 2
Senior Sergeant
68B Aircraft Power Plant 1
Repairman
68F Aircraft Electrician 3
Master Mechanic 1
Avionics Technician 1
100 Pilot 5
Total 12 20 5 1 3
41
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GENERAL SURVEY METHOD

Each interview was attended by a group of from two to three maintenance per-
sonnel. Most sessions were attended also by at least one pilot. At the
start of each session with a new group, the objectives of the program were
explained. The participants were advised that the purpose of the inter-
views was to learn what the experience of people working in the field had
been relative to certain maintenance problems with the aircraft, and that
the questions they would be asked were not intended to test their knowledge
or ability. Further, it was explained that many of the symptoms to be dis-
cussed were known to occur infrequently and that they may, therefore, not
have experienced a given problem or may not have experienced it recently
enough to recall the needed information. Whenever they felt unsure about
discussing a particular area of maintenance, they were instructed to state
so, and that topic would be omitted.

Prior to the start of each session, a personnel data sheet was filled out
for each person in the group. Shown in Figure 8, the data sheet recorded
information relative to each individual's training, maintenance experience,
and present job assignment.

CH-54 SURVEY QUESTIONNAIRE

The CH-54 surveys were organized into three sections. The first section
consumed a major part of each survey and covered a detailed discussion of
typical symptoms and their causes and the problems involved with trouble-
shooting these symptoms. The second section required much less time and
explored the participant's knowledge of symptoms associated with the fail-
ure or malfunction of various aircraft components. At the close of each
survey, a brief period was spent with some general questions related to
fault isolation maintenance. Overall concerns and recommendations were
also solicited.

In preparation for the surveys, the processed ORME data on the CH-54 was
examined, and a population of symptoms having a high frequency of occur-
rence, a significant troubleshooting error rate, and/or requiring a high
average number of man-hours to fault isolate were selected for study.
Several infrequently occurring symptoms were included in the sample to test
the ability of field personnel to recognize problem frequency. A total of
36 symptoms comprised the selected sample.

CH-54 Survey, Part I

A three-page questionnaire, shown in Appendix C, was developed to collect
data on the sample of 36 symptoms. Each symptom was covered by a separate
questionnaire. Part A of the questionnaire described the symptom. Part B
contained six questions related to the detection and reporting of the symp-
tom and its frequency of occurrence. Questions pertaining to confirmation
of the symptom and the occurrence of no-defect reports were covered in Part
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PERSONNEL DATA

Name : MOS: Rank:

Unit: Location:
TRAINING:

A11 Helicopter:

Survey Model:

MAINTENANCE EXPERIENCE (YEARS):

A11 Helicopter: Survey Model:

TROUBLESHOOTING EXPERIENCE (YEARS):

A11 Helicopter: Survey Model:

SYSTEM EXPERIENCE:

D Airframe [:I Rotors D Fuel

[:j Landing Gear [:] Power Plant [:] Hydraulics
D Flight Controls D Drives D Electrical
[ Jutitities [] Instruments [ ] Avionics

CURRENT ASSIGNMENT:

D AVUM I:J AVIM Function:

Figure 8. Personnel Data Sheet
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In Part D, field personnel were asked to list, in order of probability,
known causes or possible causes of the symptom. As many as five causes
(failed or defective components) could be listed, and the participants were
asked to rank the relative ease or difficulty of diagnosing each cause.
The ranking considered both the ease of checking the component in place or,
in the absence of a method of checking the component, the ease of replacing
it as a method of confirming or eliminating the cause. Also in Part D the

participants were asked to judge from their own experience whether the fault

isolation error rate related to that symptom, as reflected by the ORME data,
was high, low, or average.

Part E of the questionnaire asked the participants to describe their
approach to troubleshooting the symptom and to estimate the relative diffi-
culty of the task and the time involved. Part F covered resources used in
the troubleshooting task and asked the participants to assess their ade-

quacy.

The questionnaires were filled in by the Sikorsky engineer conducting the
interviews. Questions were asked in the context of an informal discusssion,
and the participants were encouraged to volunteer opinions and to make re-
commendations.

CH-54 Survey, Part II

Part II of the CH-54 survey was concerned with assessing the ability of
field personnel to recognize symptoms associated with the failure or mal-
function of specific aircraft components. Prior to the start of the sur-
veys, the processed ORME data was searched for components which had caused
varied malfunctions of the aircraft, i.e., had exhibited multiple symptoms
in service. A sample of 30 components was selected.

Forms were prepared on which to record the nomenclature and part number of
the 30 components, and the symptoms of failure related to each that were
suggested by field personnel during the interviews. The form is shown in
Appendix C. Illustrations taken from the aircraft parts catalogs were
shown to the people being interviewed when they had trouble recognizing a
particular component from the nomenclature and part number.

CH-54 Survey, Part III

The concluding part of each CH-54 survey involved a general discussion of
fault isolation maintenance during which the participants were encouraged
to comment on any subject of concern or interest to them. In addition, two
general questions designed to assess field personnel's perception of fault
isolation work, relative to their other duties, were asked:

1 On average, what percentage of your working time is
spent on troubleshooting versus all other types of maint-
enance (servicing, inspection, repair, replacement, etc.)?
People experiencing difficulty arriving at a percentage
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value were asked to estimate in such terms as the
number of hours per week, number of days per month,
etc.

2. What percentage of the total failures (repairs and
replacements) occurring on the aircraft would you
estimate are discovered via inspection versus
troubleshooting?

Visit to the Aviation Maintenance Training School

Included in the CH-54 field surveys was a visit to the U. S. Army Aviation

Maintenance Training School at Fort Eustis, Virginia, to discuss training

in fault isolation maintenance. Interviews were conducted with two instruc-
tors teaching the Heavy Lift Helicopter Repairman's Course (MOS 67X), one of

whom was a former CH-54 flight engineer and the other a former CH-54 crew

chief. Discussions covered the scope of training in fault isolation mainte-
nance, the nature of the training, and the use of training aids and mater-
ials. Opinions concerning deficiencies with current instruction and meth-

ods of improving fault isolation skills in the field were solicited. The
prospect of creating a troubleshooting specialist MOS for Army aviation
was explored.

AH-1 AND CH-47 SURVEY QUESTIONNAIRE

both an analysis of recorded maintenance data on the aircraft and surveys
along specific lines of inquiry that analysis of the historical data had
of data for the AH-1 and CH-47 helicopters, it was necessary to develop a
more general survey method for these aircraft.

ther the scope of nonavionics systems troubleshooting established for the

was reason to suspect that the exceptionally high experience level of the
CH-54 crew members minimized the problems they had with troubleshooting.
The second objective was to determine whether criticisms voiced by CH-54

inventory.

terviews. (With the CH-54, the interviews were used only to supplement

titative estimates of problem frequency, error rates, etc. An effort was
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The study of fault isolation maintenance experience with the CH-54 involved
of representative CH-54 operating bases. The field surveys were structured

indicated were fault isolation problem areas. Lacking an equivalent source

The primary objective of surveying these two aircraft was to determine whe-

CH-54 and its cost to the Army in terms of man-hours, error rate and improper
parts replacements were typical of other helicopters in the inventory. There

maintenance personnel related to such topics as technical manuals and train-
ing were shared by maintenance personnel assigned to other aircraft in the

Assessing the magnitude and cost of fault isolation maintenance on the AH-1
and CH-47 helicopters presented a greater problem than it had on the CH-54,
since it required that all of the quantitative data be obtained through in-

quantitative data developed through analysis of the ORME records.) It was
known at the outset that field personnel would have difficulty making quan-
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made to facilitate this task by requesting that the estimates be given in
terms to which field personnel could most easily relate, such as the num-
ber of times they would expect to perform a given task in a month or a
year, and by bracketing estimates in terms such as the percentage of tasks
requiring more than 8 hours, less than 1 hour, etc. The second objective
was one that could be met using basically the methods that had been used
to survey maintenance experience on the CH-54. Because the surveys of

the AH-1 and CH-47 were to be less detailed than the survey of the CH-54,
it was possible to expand somewhat that part of the survey dealing with
these topics.

A copy of the AH-1/CH-47 field survey questionnaire is contained in Appen-
dix C. The questionnaire contains 50 questions organized into eight general
topic areas. Part I covers statistical data on the numbers and utilization
of aircraft at the survey site. Parts II and III address the detection,
reporting and troubleshooting of symptoms experienced on the aircraft.
Instrument-related symptoms were found to be a significant contributor to
fault isolation problems on the CH-54, and Part IV of the AH-1/CH-47 ques-
tionnaire contains several questions on this subject. Troubleshooting re-
sources (technical data, training and test equipment) are covered in Parts
V through VII. Part VIII concludes the questionnaire with questions re-
lated to two major recommendations evolving from the CH-54 surveys.

STATE-OF -THE-ART SURVEY

Visits were made to three Army agencies and one defense contractor to survey
current technology in the development and publication of fault isolation
maintenance data for the new-generation Army systems. The following offices
were visited:

U.S. Army Material Readiness Support Activity (MRSA),
Lexington, Kentucky

AAH Program Office, St. Louis, Missouri

U.S. Army Tank-Automotive Readiness Command (TARCOM),
Sterling Heights, Michigan

Warren Defense Division, Chrysler Corporation, Warren, Michigan

Discussions centered on the SPA (Skill Performance Aids) concept in the
technical publications field, and specifically the extent to which the

Front End Analysis (FEA) technique required by SPA was affecting the scope
and content of troubleshooting procedures. MRSA, the agency with cognizance
over SPA, was visited first to discuss the overall concept and its applica-
tion. The effects of SPA on troubleshooting procedures for the Army's
Advanced Attack Helicopter (AAH) and XM-1 Tank were investigated in the
remaining three visits.
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RESULTS OF THE ORME DATA ANALYSIS

ANALYSIS AND TABULATION OF SYMPTOMS

The first step in analysis of the ORME data was to sort the file of 5,500
maintenance actions by Observed System Code, Observed Component Code, and
Malfunction Description Code. This sequenced the file by symptoms and
collected together the ORME records associated with each symptom.

The file was listed and analyzed, and a tabulation was made of the recorded
symptoms. Whenever the same symptom, or essentially the same symptom, was
found described in different ways, the two or more descriptions were com-
bined into a single symptom description. As reported earlier, some combin-
ing of differently described symptoms had been accomplished when the Mal-
function Description Codes were being assigned during creation of the file.

Each of the tabulated symptoms was listed in the standard format as follows:

Observed System or Component/
Observed Malfunction; Alternate Malfunction Description*
(Nature, Degree, Conditions)*

*where applicable
Typical symptom descriptions derived from the ORME data are listed below:

Aircraft/
Vibration (High Frequency)

Collective Stick/
Creeps; Light; Heavy

EPR Indicator/
Fluctuating; Erratic

Cargo Hook/
Will Not Release

Symptoms were then grouped according to general types of system malfunc-
tions, and tables summarizing the principal ORME-recorded statistics were
prepared. A section from one of these tables is shown in Figure 9. The
right-most column of the table contains the number of different causes re-
corded in the ORME data for each symptom.
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Type of Symptom: Wheel Brake Malfunctions
Maintenance Events Man-Hours Acft
No Fault | Down MissionNo.of
Symptom Total [Defect |Error [Total | Isol. | Time |Aborts [Causes
Wheel Brakes/
Soft; Spongy 10 18 5 11 2
Wheel Brakes/
Binding; Grabbing; Chattering| 15 2 58 16 54 2
Wheel Brakes/ i
Locked Up; Will Not Release 11 1 5 37 9 25 1
Parking Brake/
Inoperative; Will Not Hold;
Will Not Release 19 1 42 13 31 6
Total 55 3 6 [155 43 121 II

Figure 9. Sample Fault Symptom Table

Symptom Grouping and Classification

An effort was made at two different stages of the analysis to group together
multiple descriptions of the same symptom. In many cases it was obvious
from the descriptions themselves that exactly the same symptom, or essen-
tially the same symptom, was being reported. "Collective stick stiff" and
"collective stick binding" are two different descriptions of essentially

the same malfunction. It may be assumed in cases such as these that the

two descriptions would be used interchangeably and that field personnel
would view either report as the same troubleshooting problem.

In many other cases it was suspected that different descriptions were be-
ing used to report the same symptom, but there was no way of establishing
that fact from the data. A typical example is the symptom "engine surg-
ing" and the symptom "engine tach indicator fluctuating". It is logical
to believe that a surging engine would be detected by, or accompanied by,
fluctuation or surging of the tach indicator. But it cannot be concluded
definitely that the symptoms are the same. If the pilot observed a fluct-
uating tach, he would probably report the problem that way, not knowing if
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he was experiencing a surging engine or a faulty indicator. The report
"engine surging" can almost definitely be regarded by maintenance personnel
as an engine problem, whereas the report "tach indicator fluctuating" may !
be either an engine problem or an instrument problem. Of course some g
pilots may have reported known engine surging as a fluctuating tach.

In these cases the reports should properly have been included under the
engine surging symptom, but there was no way of separating these events
from the others.

Another example wherein two symptoms may be describing the same malfunction
but sufficient evidence is lacking to combine them occurs with the symptoms
"low hydraulic pressure" and "hydraulic pressure gage reads low". Here, in
addition to observing an instrument indication, the pilot may have known
that his hydraulic pressure was low, due to slow or sluggish operation of
some system or equipment, or may have merely observed a low pressure read-
ing on the gage. In one case the problem is definitely with the hydraulics
system, whereas in the other it may be a problem with either hydraulics or
instruments. Again, there is no way of telling from the description given
whether the symptoms being reported are the same or different.

Rather than err by grouping together similar-sounding’ but different symptoms,
when doubt existed they were treated separately. To some extent this may
have resulted in the appearance of more symptoms than were actually experi-
enced with the CH-54 and may, as a result, have influenced some of the sta-
tistics generated from this analysis. This will be commented upon later in
the report when the respective data are presented and discussed.

A total of 57 general types of symptoms and 542 individual symptoms were
found reported in the CRME data for the CH-54. Table 6 summarizes overall
statistics for the 57 general types of symptoms, which are tabulated in
descending order by average frequency of occurrence.

Distribution of Symptoms by Aircraft System

During creation of the Fault Isolation Task Data File, codes were inser-
ted into each record to identify the aircraft system in which the symp-

tom was observed and the aircraft system in which the failure was found.
Table 7 shows the distribution of symptoms by observed system and failed
system.

o The cause of approximately 1/3 of all symptoms was
found in an aircraft system other than the one in
which the symptom was observed.

The aircraft systems having some modes of failure appearing as symptoms in
other systems are indicated by the column entries in Table 7. Drives,

) Powerplant Installation, Electrical and Hydraulics are four systems with
symptoms of failure appearing in more than 50% of all aircraft systems.
The aircraft systems having some symptoms of failure traced to failure
modes in other systems are indicated by the row entries in Table 7. Air-

R . 1 RS
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craft General, Flight Controls, Engines and Instruments are four aircraft
systems exhibiting symptoms of failure whose cause was found in other air-
craft systems 50% or more of the time. Of greatest significance:

e Approximately 50% of all symptoms observed via aircraft
instruments and warning devices indicated a failure of
the instrument or warning device rather than a failure
of the monitored system.

o Approximately 20% of all symptoms exhibited by nonavionics

systems of the helicopter were caused by the failure of
aircraft instruments and warning devices.

Distribution of Symptoms by When Discovered

Symptoms were tabulated by when-discovered category with the following
result:

% of
When Discovered Symptoms

APP Start to Takeoff 10.9
APP Start to Takeoff (Abort) 5.6
In-flight 49.9
In-flight (Abort) 4.4
On-ground to Engine Shutdown 9.0
Inspection 7.9
Other 12.3

100.0

e More than 50% of all symptoms were exhibited during
flight of the aircraft.

o Ten percent of all symptoms resulted in an aborted
mission.

FREQUENCY AND COST OF FAULT ISOLATION MAINTENANCE

Frequency of Fault Isolation Maintenance

More than 80% of the ORME data covers the CH-54A aircraft. The mean time
between corrective maintenance actions on the CH-54A, as calculated from
the ORME data, is approximately 3.5 flight-hours. Army published statis-
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tics (Reference 3) for a more recent period of operation reveal a mean
time between corrective maintenance of 2.2 flight-hours for the CH-54A.

In order to reflect the frequency of maintenance demonstrated by the more
recent Army statistics, a scaling factor of 1.6, representing the ratio be-
between these two values, has been applied to the frequency-related factors
developed from the ORME data. The effect of applying this factor is to in-
crease the calculated frequency of maintenance by 1.6 times the value ob-
served in the ORME data.

The ORME files for the CH-54 contained records covering a total of 18,200
corrective maintenance actions on the aircraft. Of these, approximately
7-1/2% or 1,385 actions were involved with the Navigation and Communications
Systems of the aircraft, neither of which the Army required to be evaluated
under this contract. Screening and analysis of the remaining 16,815 cor-
rective maintenance actions revealed that 5,495 of them involved some type
of fault isolation.

e Approximately 1/3 of all corrective maintenance
actions on nonavionics systems of the CH-54
helicopter involved some type of fault isolation.

The ORME data on the CH-54 represents a period of operation during which
57,164 flight-hours were accumulated. Based on the 5,495 fault isolation
maintenance events and the 1.6 maintenance frequency adjustment factor:

e Approximately every 6.5 flight-hours, a fault
isolation maintenance action was conducted on
nonavionics systems of the CH-54 helicopter.

Figure 10 shows the distribution of frequency of occurrence for the 542
symptoms derived from the ORME data, as adjusted by the maintenance fre-
quency factor.

e Fewer than 15% of the symptoms experienced
with nonavionics systems of the CH-54 occurred
more frequently than once in 2,000 flight-hours.

e Over 55% of the symptoms experienced with
nonavionics systems of the CH-54 occurred
more frequently than once in 8,000 flight-
hours.

3 MANAGEMENT SUMMARY REPORT, VOLUME III, ORGANIZATIONAL AND SUPPORT
MAINTENANCE OPERATION AND COST, Report Number RCS AMCQA-113, Product
Assurance Directorate, U. S. Army Aviation Systems Command, St. Louis,
Mo., September 1973.
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Figure 10. Distribution of Symptoms by Frequency
of Occurrence

Symptom Cause Frequency

The number of different causes (failed or defective parts and components)
associated with each symptom were identified. The 542 symptoms recorded
: in the ORME data were tabulated by number of reported causes as shown in
1 Figure 11.

e Almost 40% of the symptoms experienced with
nonavionics systems of the helicopter had
only one reported cause.

e Approximately 25% of the symptoms experienced
with nonavionics systems of the helicopter
had four or more reported causes.

In almost every case, the number of ORME-reported causes for the symptom
| are probably fewer than the number of possible causes of the symptom.

i A larger data base would probably introduce not only a greater number

! of symptoms but also other causes for symptoms that were reported.
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Figure 11. Distribution of Symptoms by Number of
Reported Causes

Symptoms Causing Aborts When No Defect Was Found

Only 17 instances were discovered where a mission was aborted for a symptom
for which no failure or defect could be found.

e Symptoms causing aborted missions of the CH-54
for which no defect could be found occurred less
frequently than once in 2,000 flight-hours.
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Man-Hour Cost of Fault Isolation Maintenance

During the period covered by the ORME program, a total of 59,660 man-hours
were expended on corrective maintenance of nonavionics systems. The 5,495
corrective maintenance actions involving fault isolation consumed a total
of 20,550 man-hours. Of this total, an estimated 7,680 man-hours were ex-
pended on troubleshooting.

e Approximately 13% of the corrective maintenance
man-hours on nonavionics systems of the CH-54
were expended on troubleshooting.

e The average troubleshooting action consumed 1.4
man-hours.

e On average, troubleshooting consumed 37% of the
corrective maintenance task.

e An average of 215 man-hours were expended on
nonavionics systems troubleshooting every 1,000
flight-hours (frequency adjusted).

Figure 12 shows the distribution of average troubleshooting task times for
the 542 symptoms recorded in the ORME data.

e Approximately 94% of the troubleshooting tasks
on nonavionics systems were accomplished in
4.0 man-hours or less.

e Only 1% of the troubleshooting tasks on nonavionics
systems consumed over 8.0 man-hours.

Man-Hour and Downtime Cost of No-Defect Actions

A tabulation was made of the man-hours and aircraft downtime associated with
no-defect actions, i.e., symptoms reported by the flight crew that could not

be duplicated or confirmed by the maintenance crew. The results are shown in
Table 8.

e A reported symptom for which no defect could be
found was reported against nonavionics systems of
the helicopter approximately every 220 flight-hours.

e Approximately 87 man-hours were expended every
10,000 flight-hours to check reported symptoms
for which no defect could be found.
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Figure 12. Distribution of Symptoms by Average
Fault Isolation Time

FREQUENCY AND COST OF FAULT ISOLATION ERRORS

Frequency of Fault Isolation Errors

0f the total 5,495 fault isolation maintenance actions on the CH-54, 468
were determined to have been improperly performed.

® Approximately 8-1/2% of all fault isolation
maintenance actions on nonavionics systems
of the CH-54 were accomplished incorrectly.

Based on the 57,164 flight-hours in the ORME data base and the maintenance
frequency adjustment factor:

e An improperly performed fault isolation task on
nonavionics systems of the helicopter occurred
approximately every 76 flight-hours.

61




TABLE 8. MAN-HOUR AND DOWNTIME COST OF NO-DEFECT
ACTIONS (PER 103 FLIGHT-HOURS)
it Sonpton arenovarad | Actions | Wamtours | botim
Airframe 0 0 0
Landing Gear .104 .059 .703
Flight Controls .260 .619 .209
Rotors .312 .729 2.187
Engines .364 1.494 2.733
Auxiliary Powerplant « 157 .576 .364
Drives & Transmissions .442 .716 .989
Powerplant Installation .364 1.182 2.290
Ice Control .026 .006 0
Electrical Power .078 .065 0
Lighting .026 .010 0
Hydraulic Power .183 .258 .183
Fuel .157 .209 .104
Miscellaneous Utilities .183 .210 .078
Instruments 1.093 .589 .104
AFCS .858 2.007 2.134
Total 4.607 8.729 12.078

These statistics are much more significant than they appear, since they
account for only a portion of the errors made. There are two types of
fault isolation errors. The first are those made in the process of trouble-
shooting that are recognized immediately by maintenance personnel when the
repair or replacement fails to correct the problem. Errors of the second
type are those made in the erroneous belief that the troubleshooting task
has been successfully completed and not discovered until the same symptom

is reported again. The ORME data essentially records errors of the second
type only.
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In the process of troubleshooting, maintenance personnel will frequently

- swap suspect parts in an effort to correct a problem, particularly when
there is no method of testing the parts in place. Usually a check or test
is made at that time and the mechanic discovers immediately if the replaced
part has corrected the problem. If not, after reinstalling the original
part or turning it in to supply, he continues troubleshooting. Errors of
this type are believed to be very common but are rarely documented, since
the record prepared at the conclusion of the maintenance action has no pro-
visions for recording parts replaced in the process of troubleshooting.
The final part replaced (the one concluded to have caused the problem) is
the only one recorded.

Except in a very few cases the ORME records disclosed no errors of this
type. The vast majority of the 468 fault isolation errors found in the
ORME data were identified through analysis of recurring symptoms on the
aircraft. These are errors that were made primarily when maintenance per-
sonnel believed that a problem had been corrected and cleared the aircraft
3 for flight, only to have the problem recur in subsequent operation. While
these are the more significant of the two types of fault isolation errors,
since. they present a risk to mission reliability and safety, the in-process
errors that this program was unable to document are also costly in terms

of man-hours, downtime, and unnecessary parts replacements.

Figure 13 shows the distribution of fault isolation error rates for the 542
symptoms recorded in the ORME data.

e Slightly more than 25% of the symptoms associated
with nonavionics systems of the CH-54 involved one
or more errors in troubleshooting.

e Approximately 17% of the symptoms experienced fault
isolation error rates of up to 20%.

e Approximately 5% of the symptoms experienced error
i rates exceeding 30%.
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] Figure 13. Distribution of Symptoms by Fault
Isolation Error Rate

Fault Isolation Errors Resulting in Aborts

Fault isolation errors resulting in aborted missions were identified. A
total of 54 such events were discovered as shown in Table 9.

1 e Approximately 12% of fault isolation errors
fr resulted in aborted missions.
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TABLE 9. FAULT ISOLATION ERRORS RESULTING
IN ABORTED MISSIONS

Type of Symptom Nuzger

Events
APP Starting and Engagement Problems 1
Engine Speed and Power Losses 9
Aircraft Vibration 7
Cargo Hoist Malfunctions 6
Engine Controls Malfunctions 5

Abnormal Engine and Drive Train

Instrument Readings 4
Flight Controls Malfunctions 3
Engine Fire Warning Lights 2
Inoperative Generator 2
4 Main Rotor Droop Stop Engagement Problems 2
Flight Instrument Malfunctions 1
Low Hydraulic Pressure 1
AFCS Hardover L
54

Man-Hour and Downtime Cost of Fault Isolation Errors

The man-hours and aircraft downtime associated with fault isolation errors
are shown in Table 10.

e Approximately 62 man-hours were expended every
1,000 flight-hours on fault isolation errors
related to nonavionics systems of the helicopter.

o Approximately 75 downtime hours were incurred
every 1,000 flight-hours on fault isolation

- errors related to nonavionics systems of the
helicopter.
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TABLE 10. MAN-HOUR AND DOWNTIME COST OF FAULT
ISOLATION ERRORS (PER 103 FLIGHT-HOURS)

it St | actions oI o comine
Airframe .052 .099 .081 .078
Landing Gear .364 1.363 .413 .703
Flight Controls .494 5.523 3.750 10.124
Rators 1.250 8.47 1.496 6.870
Engines 1.431 9.181 4.521 10.566
Auxiliary Powerplant 1.301 2.688 1.504 3.956
Drives & Transmissions 1.093 8.187 2.754 5.986
Powerplant Instl. 2.239 10.457 7.276 17.905

Ice Control 0 0 0 0
Electrical Power .338 1.705 1.288 1.614

Lighting 0 0 0 0
Hydraulic Power .832 2.756 2.023 5.258
Fuel .286 .619 . 226 .442
Miscellaneous Utilities .858 4,257 2.348 3.097
Instruments 1.536 4,902 3.157 6.922
AFCS 1.146 1.988 1.286 1.405
TOTAL 13.220 62.196 32.123 74.926

Dollar Cost of Fault Isolation Errors

From analysis of the ORME data, it was possible to identify aircraft parts
and components that were suspected of being unnecessarily repaired or re-
placed because of fault isolation errors. A total of 525 such repairs and
replacements, involving 192 different parts and components, were identified.
An analysis was made to estimate the cost of labor and materials expended
on fault isolation errors.

The selling price to the Army of each part and component was retrieved from
historical records at Sikorsky Aircraft. In some cases these prices dated
back several or more years, and it was necessary to escalate them to 1978
price levels. A 10% per year inflation factor was used. Prices were un-
available for some of the 192 parts and components. Price estimates were
obtained for these items by comparing them to similar items for which prices
had been obtained.
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A code contained in the ORME records showed the disposition of each of the
525 repairs and replacements made as a result of fault isolation errors.
The breakdown by disposition is as follows:

% of Total
On-aircraft Repair 19.8
Local Shop Repair 31.4
Depot Repair 29.6
Scrap 19.2
100.0

The presumption is that these parts and components were improperly diag-
nosed as failures and that this fact was discovered when items removed from
the aircraft were checked at a higher maintenance level. For those nondefec-
tive items repaired on the aircraft, it is presumed that some parts were re-
placed, probably consumables such as seals and bearings, although in some
cases the "repair" may have consisted simply of an adjustment of some kind.
For the nondefective components removed from the aircraft and sent to a high-
er maintenance level for repair, it is presumed also that some worn and mar-
ginal parts were replaced before returning the component to supply. In some
cases the component, although not failed, may have been sufficiently deteri-
orated to have required major rework or overhaul to restore it to an RFI
(Ready for Issue) condition. For the nondefective parts and components re-
moved from the aircraft and scrapped, it is presumed that the items were
either consumables or that they showed evidence of damage or deterioration
that caused local maintenance personnel to judge them uneconomical to repair.

To assess the labor and material costs of fault isolation errors, it was
necessary to develop factors that could be applied to the purchase price

of the parts and components to reflect the expenditures assumed above. For
the on-aircraft repairs, the ORME records provided a separate accounting

of man-hours, and it was necessary to develop a factor for the average ma-
terial costs only. In Table 10 the man-hour cost of fault isolation errors
was estimated at .062 man-hours per flight-hour, exclusive of the trouble-
shooting time which is accounted for separately in a later part of this
analysis. An average hourly rate of $15 per man-hour was used to derive
the dollar cost of this labor.

The ORME program did not cover off-aircraft maintenance, so the factors
developed for shop repair, depot repair, and scrap had to account for the
average cost of labor and materials. For the depot repairs, the cost of
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packaging

and transportation also had to be included. The following cost

factors were used:

On-Ai

% of Purchase Price

rcraft Repair

Local

Materials 10

Shop Repair

Labor and Materials 20

Depot Repair

Scrap

The above
number of
flight-hou

On-Ai
Shop
Depot

Scrap

Packaging and Transportation, 30

plus Labor and Materials

Labor plus Unused Service Life 50

factors multiplied by the purchase price of each item and the
repairs and replacements of each disposition yielded a per

r cost of fault isolation errors:

Dollars per Flight-Hour

rcraft Repair 2.50
Repair 6.15
Repair 12.05
PRy
21.20
The estimated labor and material costs of fault

isolation errors on nonavionics systems of the
CH-54 helicopter are approximately $21 per flight-
hour.

This is a conservative estimate. It does not include the costs of air-
craft downtime and aborted missions and such added costs as indirect labor

" and spares

pipeline requirements. Nor does it include the cost of in-process
troubleshooting errors which may be as significant as the errors that have
been documented by this analysis. The true cost of fault isolation errors

4 may therefore be several times the cost estimated above.

68




Total Cost of Fault Isolation Maintenance

The total cost of fault isolation maintenance includes, in addition to the
cost of fault isolation errors, the cost of the man-hours expended on trou-
bleshooting. Earlier, the maintenance time expended on troubleshooting
nonavionics systems of the CH-54 was calculated at .215 man-hours per
flight-hour. At an average hourly rate of $15 per man-hour for field-level
maintenance, the per flight-hour cost of troubleshooting is estimated at
$3.25.

e The total cost of fault isolation maintenance on
nonavionics systems of the CH-54 is estimated at
approximately $25 per flight-hour.
Again, this estimate is conservative, including only the direct costs that
could be measured with the available data.

INVESTIGATION OF COMBAT AND CONTRACT MAINTENANCE EXPERIENCE

Combat Versus Noncombat Maintenance

Approximately 60% of the ORME data was collected on CH-54 helicopters opera-
ting in Viet Nam during the war. An analysis was made to determine whether
fault isolation maintenance performed under combat conditions differs sig-
nificantly from that performed under noncombat conditions. Table 11 sum-
marizes the results of this analysis.

The combat aircraft show a significantly lower frequency of maintenance
and man-hours per flight-hour for fault isolation maintenance than is
shown for the noncombat aircraft. This is believed to be due to differ-
ences in the level of reporting rather than to any real difference in the
amount of maintenance the respective aircraft required.

Earlier in this section of the report, a maintenance frequency adjustment
factor was introduced to account for the difference in corrective mainten-
ance frequency observed between the ORME data and more recent data on the
CH-54 collected by the Army. It is believed that this difference is due
primarily to less than 100% maintenance reporting from combat zones during
the ORME program. At some of the CH-54 units operating in Viet Nam, a sin-
dgle data collector was assigned to cover a large number of aircraft flying
a heavy mission schedule. Under these conditions, 100% reporting was im-
possible, and the ORME data collector concentrated on documenting the most
important failures and maintenance actions. It was comparatively less dif-
ficult to record the flight time on the aircraft, and this very likely
accounts for the low ratio of maintenance actions to flight-hours for the
combat aircraft.




TABLE 11. COMBAT VERSUS NONCOMBAT MAINTENANCE
Combat Noncombat
F1ight-Hours 34,966 22,198
Fault Isolation Actions/Flight-

Hour .115 .219
Fault Isolation Man-Hours/

F1ight-Hour 157 .275
Mission Aborts/Flight-Hour .013 .021
No-Defect Rate (No-Defects/

Action) .006 .053
Average Fault Isolation Task

Time (Man-Hours) 1.45 1.33
Downtime Hours/Flight-Hour .635 1.387
Fault Isolation Error Rate

(Errors/1,000 Actions) 73 95

The combat aircraft exhibit an abort rate that is substantially lower than
that exhibited by the noncombat aircraft. This might be explained by the
reluctance of pilots to abort urgent combat missions for the less serious
types of symptoms that would prompt them to abort routine missions such as
training.

The no-defect rate (frequency of unconfirmed crew reports) is also sub-
stantially lower for combat aircraft than for noncombat aircraft. Here
again, pilots in combat are probably much less inclined to report minor
problems than they would be if they were flying routine missions.

A comparison of combat and noncombat maintenance experience shows no sig-
nificant difference with respect to average fault isolation task time.
Downtime is appreciably lower for the combat aircraft, however, due prob-
ably to the high priority attached to keeping aircraft ready in combat.

The fault isolation error rate is also lower for the combat aircraft. While
this may be due to normal statistical deviation with the sampled data, it
may reflect the higher skill level and efficiency of maintenance personnel
assigned to combat units.
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Contract Versus Army Maintenance

Approximately 15% of the ORME data was collected on CH-54 helicopters be-
ing maintained under a contract maintenance system. An analysis was con-
ducted to determine whether fault isolation maintenance performed by con-
tract maintenance personnel differs significantly from that performed by
Army personnel. Table 12 summarizes the results of this analysis.

TABLE 12. CONTRACT MAINTENANCE VERSUS ARMY MAINTENANCE
Contract Army
F1ight-Hours 8,141 49,023
Fault Isolation Actions/Flight-Hour .299 .131
Fault Isolation Man-Hours/Flight-Hour .342 179
Mission Aborts/Flight-Hour ..030 .013
No-Defect Rate (No-Defects/Action) .041 .029
Average Fault Isolation Task Time
(Man-Hours) - 1.44
Downtime Hours/Flight-Hour .862 .939
Fault Isolation Error Rate (Errors/
1000 Actions) 103 78

Aircraft maintained by contract personnel show a significantly higher task
frequency and man-hours per flight-hour for fault isolation maintenance
than do aircraft maintained by the Army. This again is believed to be due
to less complete reporting from the combat zones. Nearly 3/4 of the data
covering Army maintenance activities came from combat operations in Viet
Nam where conditions precluded 100% reporting under the ORME program. The
higher maintenance frequency and man-hours associated with the aircraft
maintained under contract maintenance is attributed to the more complete
maintenance reporting that existed at these activities.

The mission abort rate and no-defect rate are also substantially higher for
the aircraft maintained under contract maintenance. These rates mirror the
respective maintenance frequencies; here also, the higher values are at-
tributed to more complete reporting rather than to any differences in
performance.
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Average fault isolation time and downtime per flight-hour are significantly
lower for aircraft maintained under contract than they are for aircraft
maintained by the Army. The downtime ratio is opposite to what would be
expected based on the level of reporting discussed before. The data appears
to indicate that contract personnel accomplish fault isolation work more
efficiently than do Army personnel. This is not unexpected in view of the
greater pressure on efficiency in a commercial, profit-making operation.

In apparent contradiction to this conclusion is the high fault isolation
error rate experienced under the contract maintenance system. This may be
due entirely to statistical deviation, especially in view of the relatively
small sample of events that comprises the contract maintenance experience.
There is no other obvious explanation for contract maintenance personnel to
be more error-prone than Army maintenance personnel. In fact, considering
the typically greater skill level and experience of contract personnel, just
the opposite should be expected.
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RESULTS OF THE TROUBLESHOOTING PROCEDURES ANALYSIS :

Handbook-Covered Symptoms Experienced in Service

Troubleshooting tables in the Aviation Unit and Intermediate Maintenance
Manual for the CH-54A Helicopter (TM 55-1520-217-23-1) were analyzed and
compared with actual fault isolation maintenance experience as documented
by the ORME program. Table 13 gives a breakdown of the maintenance manual
by chapter, showing the percentage of symptoms referenced in the manual
that were reported from the field during the period of the ORME program.

e Approximately 2/3 of the symptoms covered by the main-
tenance manual were experienced in actual service.

The ORME data base represents 57,000 flight-hours of operation with the
CH-54 over a period of roughly five years. Although this is a substantial
b amount of experience with the aircraft, it still represents an incomplete
i sample of system failures and maintenance events. Many symptoms develop
} only with a particular kind of failure under a particular set of conditions.
i It is probable, therefore, that 57,000 flight-hours did not provide the
opportunity for some symptoms to occur. A larger flight-hour base would
likely have increased the number of handbook-covered symptoms experienced
in service.

Coverage of Service-Experienced Symptoms in the Handbooks

The handbook troubleshooting tables were examined for the presence of symp-
toms reported under the ORME program. The following results were obtained:

% of Reported % of Covered :

Symptoms Symptoms
Not listed in troubleshooting tables 67.7
Listed in two tables 24.7 76.5
Listed in two tables 5.9 18.3
Listed in three or more tables kel 9.3
100.0 100.1

® Approximately 2/3 of the symptoms reported under the ORME
program were not found listed in the maintenance manual
troubleshooting tables.

T

1 e Approximately 25% of the symptoms reported under the ORME
‘ program and covered by the maintenance manual were found
listed in two or more troubleshooting tables.
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TABLE 13. COMPARISON OF ORME-REPORTED SYMPTOMS WITH SYMPTOMS
LISTED IN CH-54A TROUBLESHOOTING TABLES
No. of No. of No. of % of
Chapter of the Symptom Symptoms ORME Handbook
Maintenance Manual Tables/ Covered Reported |Symptoms
Chapter in Tables | Symptoms* |Reported
Airframe 0
Landing Gear 2 7 4 57
Power Plants 5 35 26 74
Rotors 2 3 2 67
Drive Train 10 34 20 59
Hydraulics 13 90 56 62
Instruments 21 7 68 96
Electrical** 4 39 9 23
Fuel 5 22 15 68
Flight Controls 0
Utility Systems 5 19 14 74
Environmental Control 1 8 4 50
Hoists and Winches 2 23 12 52
Auxiliary Power Plant 1 15 14 93
AFCS 1 26 16 62
Total ;; SEE EEE _gg
* Number of symptoms covered in handbook tables actually reported
under the ORME program.
**Excluding lighting.

In the discussion of the results of the ORME data analysis, it was explained
that in some cases the information provided in the ORME records was not ade-
quate to determine whether similar-sounding descriptions were in fact de-
scribing the same symptom. When this determination could not be made, the
symptoms were judged to be different. The total number of symptoms recorded
in the ORME data may therefore be larger than the number of symptoms act-
aully experienced. Were it possible to interpret each symptom description
precisely, the list of recorded symptoms would probably be reduced, increas-
ing the percentage of symptoms found in the handbook troubleshooting tables.
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& Coverage of Fault Causes in the Handbooks

ORME data, the following results were obtained:

The most frequently reported cause
in the ORME data is among the
possible causes listed in the manual.

The two most frequently reported
causes are among the possible causes
; listed in the manual.

4 The three most frequently reported

causes are among the possible causes
listed in the manual.

manual.

% of Symptoms
Examined

o For 50% of the symptoms in the selected sample,
the most frequently reported cause was not
found 1isted in the maintenance manual.

e For 85% of the symptoms in the selected sample,
one or more of the most frequently reported
causes were not found listed in the maintenance

A group of 20 symptoms, each occurring with relatively high frequency in
the ORME data and each reportedly having been caused by the failure of |
different components, was compared with the respective troubleshooting
procedures in the maintenance manual. A typical analysis is shown in
Figure 14. With respect to the coverage of symptom causes reported in the

50.0

30.0

15.0

ST

Fault Symptom: EPR Indicator Inoperative

Discovered Fault (Failed Item) Number Fre- |Handbook
: of quency | Table
1 Part Number Nomenclature Reports Rank |Step No.
6445-61207-101 Transducer 18 1
6445-61234-101 Damper, Fluid Pressure 9 2 1
6440-61206-101 EPR Indicator 5 3 2
6430-62087-053 Tube Assembly 1 4
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These results are based on a very small sample of symptoms and may there-
fore not represent accurately the overall content of the complete set of
troubleshooting tables contained in the manual. Not only is the sample of
symptoms small but also the number of occurrences of some of the symptoms
in the sample (as few as 21). A larger number of maintenance events would
probably have introduced other causes of the symptoms, altering their res-
pective rankings and possibly increasing the percentage of symptom causes
found in the manual. The results obtained from the examination of 20 symp-
toms may also be distorted by the possibility that some of the causes re-
corded in the ORME data are invalid. The sample of 20 symptoms was also
examined with respect to the placement of possible causes in the mainte-
nance manual troubleshooting tables, relative to their probability of
occurrence as reflected by the ORME data. The following results were
obtained:

% of Symptoms

Examined
The most frequently reported cause 35.0
is among the first three possible
causes listed in the manual.
The most frequently reported cause 15.0

is the first possible cause listed
in the manual.

With respect to the poor correspondence of symptom cause frequency with the
ordering of possible causes in the manual, two comments are appropriate.
First, for reasons just given, the data may not accurately represent the
true frequency of the reported causes. Second, the most efficient fault
isolation procedure is not necessarily the one that lists the possible
causes of a symptom in exactly the order of their probability of occur-
rence. The ease and confidence with which each of the possible causes can
be checked must also be considered.

For all of the above reasons, this study of 20 fault symptoms provides only
a very general indication of the quality of the handbook troubleshooting
procedures.
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RESULTS OF THE FIELD SURVEYS

TRAINING AND EXPERIENCE OF PERSONNEL

In the course of the CH-54 field surveys, 4 CH-54 operating bases were visi-
ted, 4 weeks were spent in the field and a total of 22 maintenance personnel
and 4 pilots were interviewed. Table 14 shows the formal training and experi-
ence level of the field personnel participating in these surveys.

TABLE 14. FORMAL TRAINING AND EXPERIENCE LEVEL
OF CH-54 SURVEY PARTICIPANTS
Formal Training Experience
Nimbar (Weeks) (Years)
of Other Other
Function Persons | CH-54 | Helo. CH-54 Helo.
Crew Chief 6 9 11 6 5
Flight Engineer 8 16 10 7 2
Electrical/Avionics 7 1 6 4 4
Repairman
Technical Inspector 1 e 11 8 -
Avg. Maint. Personnel 22 8 9 5 3
Pilot/Test Pilot 4 6 52 7 6

The survey of the CH-47 helicopter at Fort Campbell, Kentucky, included
interviews with 8 aircraft maintenance personnel over a period of 2 days.
The survey of the AH-1, also 2 days in duration, included interviews with

4 maintenance personnel, 3 pilot/maintenance supervisors, and 1 maintenance
officer. Tables 15 and 16 show the formal training and experience level of
the AH-1 and CH-47 survey participants.
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TABLE 15. FORMAL TRAINING AND EXPERIENCE LEVEL OF
AH-1 SURVEY PARTICIPANTS

Formal Training Experience
Number (Weeks) (Years)
Function of Other Other
Persons| AH-1 Helo. AH-1 Helo.
Maintenance Officer 1 2 26 2 2
Maintenance Supervisor 2 2 16 7 8
Technical Inspector 1 8 8 3 14
QC Officer/Pilot 1 4 40 4 _
Maintenance Technician/ 1 4 36 4 7
Pilot
PE Team Leader 1 11 - 2 -
Average 7 5 20 4 6

TABLE 16. FORMAL TRAINING AND EXPERIENCE LEVEL
OF CH-47 SURVEY PARTICIPANTS

Formal Training Experience
Number (Weeks) (Years)

of Other Other

Function Persons CH-47 | helo. CH-47 | Helo.
Platoon Sergeant 2 8 22 6 7
Technical Inspector 1 16 6 8 -
Flight Engineer 4 6 2 5 5
Engine Repair Shop 1 11 - - -
Supervisor i 5 ) A —
Average 8 9 7 5 4
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The training and experience level of the AH-1 and CH-47 field survey parti-
cipants is very close to that of the personnel who participated in the

CH-54 surveys. However, while the CH-54 participants were said to be typ-
ical of all personnel maintaining the CH-54, the AH-1 and CH-47 participants
were among the more senior people in their respective organizations. At the
two units surveyed, the average experience level of crew chiefs on the AH-1
and CH-47 helicopters was estimated by the participants to be between one
and two years. Crew chiefs and flight engineers on the CH-54 average over
five years experience with the aircraft and have more than ten years of to-
tal helicopter experience.

CH-54 Skills and Experience Level

The experience level of pilots and maintenance personnel in CH-54 units is
concluded to be on average much higher than that of personnel assigned to
other types of aircraft. There are two basic reasons for this. First, the
population of CH-54s in the Army inventory is small and the personnel who
operate and maintain them form a relatively small, close-knit community.
When personne! are transferred or rotated, they tend to move from one CH-%4
unit to another, a situation less prevalent with other types of aircraft.
Secondly, the CH-54 carries two enlisted personnel in the aircraft flight
crew: the flight engineer and the crew chief, both having rank in the E-5
to E-6 pay grades. The additional crew member position creates greater op-
portunity for advancement, retaining a larger number of people in the main-
tenance organization and resulting in a high ratio of senior personnel.

Except for electrical and avionics problems, aircraft troubleshooting is
done mainly by the CH-54 crew members. Since the CH-54 has both a flight
engineer and a crew chief, each aircraft has two primary troubleshooters.
Coupled with the experience level of the people, this gives the typical
CH-54 unit a much better capability in fault isolation maintenance than pre-
vails with other Army aircraft. The experience level of CH-54 pilots en-
hances this capability, since it is the pilot who usually observes and re-
ports the problem and assists his crew members with troubleshooting. These
factors tend to make fault isolation maintenance on the CH-54 somewhat un-
typical of Army aviation in general.

AH-1 and CH-47 Skills and Experience Level

At both the AH-1 and CH-47 units it was reported that the crew chiefs were
primarily responsible for troubleshooting on their aircraft and that they
were encouraged by their superiors to do as much troubleshooting as they
could. However, because of the limited experience of most of the AH-1 and
CH-47 crew chiefs, they were able to accomplish only the simpler, more rou-
tine troubleshooting tasks themselves and almost always referred the more
difficult problems to their supervisors or the TI (Technical Inspector).
This differs substantially from the situation with the CH-54, where the
crew chiefs and flight engineers are all highly experienced and do most of
the nonavionics systems troubleshooting themselves.

79




e —

It was also discovered with the CH-47 and AH-1 units, contrary to findings
with the CH-54, that the TIs do get actively involved with troubleshooting.
At the CH-47 unit, the TI was a principal troubleshooter. At the AH-1 unit,
TIs were involved with troubleshooting to varying degrees and, when asked
why some were more involved than others, indicated that is very much a mat-
ter of personal initiative. It was explained that troubleshooting is not a
specifically defined responsibility of the TI, and only those that wished
to got actively involved with it. .

Key troubleshooters were asked how often they called for assistance by
maintenance specialists in power plants, hydraulics, etc. Estimates ranged
between 20% and 30%. It was pointed out by some of the respondents that
component specialists often could not help with on-aircraft troubleshooting
because they lacked an overall understanding of the operation of the system.

COMPARISONS WITH CH-54 STATISTICS

One objective of conducting the AH-1 and CH-47 surveys was to determine
whether the scope of nonavionics systems troubleshooting on the CH-54 as
documented in the ORME records was typical of other helicopters in the
inventory.

Fault Isolation Maintenance Frequency

One part of the AH-1 and CH-47 surveys attempted to establish the frequency
of fault isolation maintenance related to nonavionics systems of the air-
craft. The purpose was to compare the frequency of maintenance on these
aircraft with the 6.5 flight-hours between fault isolation tasks calcula-
ted from the ORME data for CH-54. The results of these inquiries are pre-
sented in Table 17.

TABLE 17. ESTIMATES OBTAINED FROM THE AH-1 AND CH-47 SURVEYS RELATED
TO FAULT ISOLATION MAINTENANCE FREQUENCY

AH-1 CH-47

1st Group 2nd Group 1st Group 2nd Group

Estimated percentage of flights 75% 75% - 90% 90% - 95% 100% approx.
involving crew-reported discrepancies

Estimated average number of dis- 2 2 3-4 2 =3
crepancies reported per flight

Estimated percentage of dis- 75% 75% 50% -~ 75% 65%
crepancies related to avionics
[¥and weapons
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The original estimates for the frequency of problem writeups by AH-1 flight
crews were much lower than the 75% to 90% values given in Table 17, aver-
aging more in the range of 30% to 50%. When questioned, the participants
said that most of the AH-1S models were new aircraft (the high-time air-
craft having flown just over 200 hours) and that relatively few problems
were being experienced compared with the older AH-1G models they had been
operating. It was felt that insufficient experience had been acquired with
new AH-1S to provide representative statistics, so the respondents were
asked to give estimates for the AH-1G with which they were more familiar.

Average utilization of the AH-1 at Fort Bragg was said to involve two basic
types of flying: garrison missions, consisting of local area (airport to
airport) flights at altitudes over 500 feet, and field missions, consist-
ing mainly of nap-of-the-earth flying with hot refueling. Garrison missions
were estimated to involve 2 to 4 flight-hours and field missions 6 to 8
flight-hours. Using 5 hours as an average mission length, and the estimated
frequency of flight crew writeups given by the survey participants, a crew-
reported discrepancy might be anticipated on nonavionics systems of the

AH-1 approximately every 6 to 8 flight-hours.

Utilization of the CH-47 at Fort Campbell was said to involve missions of
4 to 5 hours duration. Based on the estimated frequency of flight crew
writeups given by the CH-47 survey participants, a crew-reported discrepan-
cy might be anticipated on nonavionics systems of the CH-47 approximately
every 5 flight-hours.

When asked what percentage of crew writeups involve discrepancies that are
either seen or whose cause is known by the flight crew, most participants
estimated 10% to 20%. Assuming the higher value, a nonavionics system
troubleshooting action might be anticipated on the AH-1 every 7 to 9 flight-
hours and on the CH-47 every 5 to 6 flight-hours. These are admittedly very
crude estimates, but based on the relative complexity of the aircraft, they
appear to be consistent with the 6.5 flight-hour frequency of nonavionics
system troubleshooting calculated for the CH-54.

Time of Occurrence of Symptoms

The AH-1 and CH-47 survey participants were asked to estimate the percentage
of crew-discovered problems occurring in each of three mission phases: (1)
engine start to takeoff, (2) in-flight, and (3) on ground to engine shutdown.
ORME data on the CH-54 indicated that approximately half of all reported
symptoms occurred in flight. Widely varying responses were obtained. Air-
craft crew chiefs tended to place the majority of symptoms in the engine
start to takeoff category, presumably because these are the types of prob-
lems with which they are most directly involved. Maintenance supervisors
and Technical Inspectors tended to place the majority of reported symptoms
in the in-flight category, the category comprising the more difficult trou-
bleshooting problems referred to them by the crew chiefs. It is apparent
that the position of the individual in the maintenance organization greatly
influences his perception of when problems with the aircraft most often
wecur.  No valid conclusions could be drawn from the survey responses.
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Abort Rate

The AH-1 and CH-47 survey participants were asked to estimate the frequency
of crew-reported malfunctions of nonavionics systems that result in aborted
missions. Approximately 10% of the ORME-reported symptoms on the CH-54
were found to have caused aborts. For the CH-47, fewer than one percent of
malfunctions were estimated to cause aborts. For the AH-1, estimates of
five percent or less were given. The lower abort frequency estimates for
the CH-47 may be related to the amount of time that the maintenance crew

is allowed to correct a problem before cancelling or aborting a mission.
The CH-47 personnel said that they would often spend up to an hour correct-
ing a malfunction before or during a mission without recording an abort.
Abort frequency estimates given for the AH-1 and CH-47 are both substan-
tially lower than the 10% rate calculated for the CH-54. This may be due
to differences in local policy concerning the criteria for recording aborts
and/or to misjudgements on the part of the survey participants.

No-Defect Rate

An estimate of the percentage of flight crew reports for which no failure

or defect can be found was requested. Estimates ranged from one to five
percent, with the majority under two percent. Vibration and abnormal flight
performance were cited as the most frequently reported problems of this
type. The estimates given by the AH-1 and CH-47 survey participants agree
well with the 3% no-defect rate calculated for the CH-54 from the ORME data.

Troubleshooting Error Rate

The AH-1 and CH-47 survey participants were asked to estimate how often the
average troubleshooter makes an error in troubleshooting. The word average
was stressed to avoid having people make judgements that were critical of
themselves. Error rates of 25% were estimated for the average crew chief,
while error rates of 10% to 25% were estimated for senior troubleshooters.
Asked what percentage of troubleshooting errors are undetected until the
aircraft is operated or flown again, estimates ranged from 2% to 5%. It is
somewhat difficult to compare the AH-1 and CH-47 estimates with the 8 1/2%
error rate calculated for the CH-54, since the participants were including
in their estimates the in-process troubleshooting errors that the ORME data
was unable to document.

Instrument-Related Symptoms

Estimates were requested of the percentage of all flight crew reported symp-
toms on the aircraft that were observed either as abnormal instrument read-
ings or as caution lights or warning lights in the cockpit. Instruments

and warning lights were estimated to be the source of from 2/3 to 3/4 of all
flight crew reported symptoms on the aircraft. This compares with an ap-
proximate ratio of 40% calculated for the CH-54 from the ORME data. Asked to
estimate the percentage of abnormal instrument readings that are traced to a
failure of the instrument or its sensor rather than a failure of the moni-
tored system, estimates of 65% to 90% were given. This compares with an ap-
proximate ratio of 50% calculated for the CH-54 from the ORME data.
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Warning lights and caution lights were said to be much more reliable than
the aircraft instruments, with false indications occurring less frequently
than 5% of the time. Estimates of instrument-related symptoms supplied by
the AH-1 and CH-47 survey participants tend on average to be significantly
higher than the equivalent values calculated for the CH-54, but confirm
that instruments and warning devices are a major factor in the fault iso-
lation maintenance of nonavionics systems of the helicopter.

POLICIES AND PROCEDURES IN THE FIELD

One portion of the field surveys of the three aircraft models was concerned
with policies and procedures in the conduct of fault isolation maintenance.
The responses to this area of inquiry are summarized in the following para-
graphs. The quantitative tabulations are derived mainly from the CH-54
surveys, which covered in detail 36 specific symptoms selected from the

ORME reports.

Flight Crew Reporting

Several of the field survey questions dealt with the reporting of symptoms

by the flight crews. One question asked if the

might be otherwise described by the flight crew.
CH-54 survey of 36 symptoms are tabulated below.

Number of Suggested
Alternate Symptom Descriptions

symptom being discussed
The responses from the

% of Responses

None
One
Two

Three or more

For more than 40% of the symptoms, at least one
given. Two or more alternate descriptions were
toms.
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58.6
25.7
10.0

5.7

—

100.0

alternate description was
given for 15% of the symp-




Another question asked about the accuracy and completeness of symptom des-
criptions provided by the flight crews. The results of the CH-54 survey
are tabulated below.

Accuracy and Completeness

of Symptom Descriptions % of Responses
Usually accurate and complete 81.5
Information frequently lacking 17.1
Information always lacking —
100.0

In more than 80% of the cases, the CH-54 survey participants rated flight

crew writeups as accurate and complete. However, this response appears to
conflict with the response to a question concerning additional information
required to troubleshoot the same symptoms, as later discussion will cover.

The AH-1 and CH-47 survey participants were asked if flight crew reports

of symptoms were generally accurate and complete. The majority of respon-
ses said that they were, although it was felt that the quality of the reports
was a direct reflection of the experience of the pilots. At both the AH-1
and the CH-47 units, the majority of pilots were highly experienced, aver-
aging 1,500 hours or more in the aircraft.

When asked how often it was necessary to consult with the flight crew be-
fore beginning a troubleshooting action, CH-47 personnel estimated 5% to

10% of the time while AH-1 personnel estimated up to 90% of the time. This
difference is not unexpected, since the flight engineer and crew chief of

the CH-47 are normally on board the aircraft to experience the symptoms first
hand, while the AH-1 crew chiefs are not.

Asked to name the most frequent problem encountered with flight crew write-
ups, most of the participants cited the tendency of some pilots to report
what they believed to be the cause of a problem rather than the symptom
i.e., to troubleshoot by seat of the pants. This problem was also cited by
several of the CH-54 survey participants.

The participants were asked to estimate how often each of the 36 sampled
symptoms was reported but unconfirmed. The responses are tabulated below.

Frequency at Which Symptom is

Reported but Unconfirmed % of Responses
Sometimes 32.9
Rarely 30.0
Never 37.1
100.0
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The large percentage of responses indicating that symptoms are sometimes
reported when no failure or defect is found appears at odds with the low
percentage of no-defect reports found in the ORME data. One possible
explanation for the apparent discrepancy is that many unfounded gripes are
resolved between the crew chief and the pilot without being officially
documented.

Methods of Confirming Symptoms

The survey participants were asked the methods they would use to confirm
that a symptom reported by the flight crew was valid. Responses from the
CH-54 survey are categorized in Table 18.

TABLE 18. METHODS OF CONFIRMING REPORTED SYMPTOMS

Method of Confirming Symptom % of Responses
Wait until next scheduled flight 2.9
and see if symptom reported again
Discuss problem with pilot and/or 1.4
flight engineer
Ask maintenance check pilot to 1.4
discuss problem with pilot
Ground test 52.9
Flight test 18.6
Ground check and test fly if 17.1
necessary
Begin troubleshooting 5.7
immediately

100.0

The method of symptom confirmation depends to a great extent on the nature
of the symptom and the expectation, based on prior experience, that a
pilot's complaint may be invalid. In about 3% of the cases, field per-
sonnel had sufficient doubt about the validity of reports of a given symp-
tom that they would take no action until the symptom was reported again.
(This presumes, of course, that the reported symptom had no safety impli-
cations.) 1In slightly more than 5% of the cases, field personnel had suf-
ficient confidence that reports of a symptom would be valid that they said
that they would begin troubleshooting immediately.
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For each of the symptoms covered by the CH-54 surveys, the survey partici-
pants were asked to indicate the information, in addition to the symptom
description, they would need to troubleshoot the problem. The response is
presented in Table 19.

TABLE 19. ADDITIONAL INFORMATION REQUIRED TO
TROUBLESHOOT REPORTED SYMPTOMS

Additional Information Required

to Troubleshoot Symptoms % of Responses
None 27.1
Flight Conditions (Speed, Altitude, 28.6
Flight Maneuvers, etc.)
Weather Conditions (Wind, Precipita- 10.0
tion, etc.)
Aircraft Configuration (Fuel Load, 11.4
Sling Load, Pod on/off, etc.)
Instrument Readings and Caution 31.4
Lights
Terrain Conditions 1.4
Systems Operative (AFCS, Stick 27.1

Trim, Remote Controls, etc.)

Symptom Conditions (Nature, 28.6
Severity, etc.)

Other Observations (Sound, 10.0
Vibration, etc.)

Only 27% of the responses indicated that the symptom description alone was
sufficient information upon which to begin troubleshooting. When asked

how the additional information they required would be obtained, most people
replied that they would consult with the flight crew. This response appears
to contradict the opinion that crew reports are usually accurate and com-
plete, given in response to an earlier question.

Troubleshooting Methods

The CH-54 survey participants were asked to describe generally the methods
they would use to troubleshoot each of the 36 sampled symptoms. From their
responses specific types of tests and inspections were identified as shown
in Table 20.
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TABLE 20. TROUBLESHOOTING METHODS CITED
BY FIELD PERSONNEL

Troubleshooting Methods

Cited by Field Personnel % of Responses
Functionally check 60.7
Swap components and check 50.8
Visually inspect 34.4
Call specialist 18.0
Observe instruments and 13.1
caution lights

Listen/feel while operating 11.5
Check adjustment 11.5
Test 8.2
Bleed/service system 4.9
Measure wear or play 33
Check torques 3.3
Replace marginal or suspect 1.6
parts

Troubleshooting methods are of course dependent upon the type of symptom.
As might be expected, visual inspections and functional tests are used to
troubleshoot a large percentage of the symptoms. Of some significance is
the large number of responses that included swapping of components in the
troubleshooting procedure. When questioned, the CH-54 respondents defen-
ded this practice as being the most efficient method (in many cases the
only method) of troubleshooting a symptom.

The participants were also questioned about the practice of parts swapping
as a method of troubleshooting. Estimates of the percentage of trouble-
shooting actions that involve swapping one or more parts or components to
isolate a fault ranged from 25% to 75%, with the majority of respondents
citing avionics and instruments as the systems with which the practice is
most prevalent. Asked if stocks of inexpensive, frequently used parts
were maintained for this purpose, only the CH-47 flight engineers acknow-
ledged the practice. Supervisory personnel in both units indicated that
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the practice was officially prohibited. Questioned about the number of
times that a swapped component fails to correct the problem, estimates
ranged from 25% to 50%. Good parts replaced during troubleshooting were
either reinstalled or returned to supply as serviceable all respondants
indicated.

FIELD PERSONNEL'S PERCEPTIONS OF FAULT ISOLATION MAINTENANCE

The CH-54 surveys concentrated on a very detailed examination of 36 symp-
toms having a high frequency of occurrence, a significant troubleshooting
error rate, and/or requiring a high average number of man-hours to fault
isolate. Because of limitations on time, it was not possible to cover all
36 symptoms at each of the four CH-54 survey sites. Further, those symp-
toms which had not been experienced by field personnel participating in a
given survey were omitted from that survey. Table 21 shows the number of
surveys at which symptoms were covered and the number of surveys at which
symptoms had been experienced by the participants.

TABLE 21. RESPONSE TO CH-54 SURVEY OF 36 ORME-REPORTED SYMPTOMS

Surveys Surveys at Which Symptom Experienced

at Which

Covatal 4 3 2 | 1 0 | Total
4 4 5 4 6 1 20
3 1 2 4 7
2 4 4 8
1 1 1
0

Total 4 6 10 15 1 36
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e Twenty-seven of the 36 symptoms were covered at three
or more survey sites; 35 of the 36 were covered at two
or more survey sites.

e Twenty of the 36 symptoms were experienced at two or
more of the survey sites; 35 of the 36 were experienced
at one or more survey sites.

Perception of Troubleshooting Task Frequency

At each survey session the participants were asked the percentage of the
total failures (repairs and replacements) that are discovered via trouble-
shooting versus inspection. Crew chiefs and flight engineers on the CH-54
estimated that fewer than 10% of all failures are found by troubleshooting,
more than 90% by inspection. Participants in the AH-1 and CH-47 surveys
estimated that 10% to 20% of nonavionics systems failures are found by
troubleshooting versus inspection.

These estimates do not agree well with the ORME service experience which
indicates that more than 1/3 of the corrective maintenance actions involved
some type of troubleshooting. There may be an explanation for this dispar-
ity, however. It is more likely that a greater number of failures involv-
ing multiple parts (worn bearings, corroded fasteners, etc.) will be found
via inspection that via troubleshooting. It is probable, therefore, that
the corrective maintenance reports involving troubleshooting reflect on
average fewer parts repaired or replaced, which could account for the above-
noted discrepancy. Electricians and avionics specialists estimated gener-
ally that over 90% of the parts and components they replace are found by
troubleshooting, and this is consistent with the ORME service experience.

Perception of Symptom Frequency

One of the survey questions asked the CH-54 survey participants to estimate
the frequency at which each of the discussed symptoms occurred. These esti-
mates were usually given in terms of yearly occurrences per aircraft or per
squadron and were later converted to flight-hours on the basis of the aver-
age aircraft utilization at that base. The purpose of the question was to
compare field personnel's perception of problem frequency with actual ser-
vice experience documented in the ORME records. Figure 18 makes this com-
parison.

o Field personnel consistently overestimate the
frequency of occurrence of aircraft symptoms.

This is a predictable outcome. As reference to Figure 15 indicates, the
great majority of symptoms included in the sample occur less frequently
than once per 1,000 flight-hours. Only 11% of the symptoms in the sample
occur as frequently as once per 500 flight-hours. These frequencies are
indicative of the overall population of symptoms as developed from the ORME
data and discussed earlier in the report.
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Figure 15. Symptom Frequency of Occurrence Estimates From Field
Survey Compared With ORME-Generated Statistics

Over recent years the four CH-54 field activities covered by the survey
have averaged aircraft utilization rates of from 125 to 200 flight-hours
per aircraft per year. At this level of utilization, a symptom occurring
an average of once every 1,000 flight hours would not be expected to occur
on a particular aircraft more often than once in five years. Therefore,
the majority of symptoms have probably not been observed by even the most
experienced aircraft crews. And many symptoms probably are not experi-
enced on any aircraft in arn entire unit for a year or more.

To have been able to discuss a symptom, the participants would have to have
experienced the symptom recently enough to recall the circumstances. It

is natural that people recently experiencing a given symptom would tend to
overestimate its frequency of occurrence. It was improbable that frequency
estimates as low or lower than once in 1,000 flight hours would ever be
given, since for the average crew member, this is tantamount to no experi-
ence at all.




Perception of Fault Isolation Time

Another survey question asked the participants to estimate the average time
required to troubleshoot each of the discussed symptoms. The purpose of
the question was to compare field personnel's perception of fault isolation
time with actual service experience documented in the ORME records. Figure
16 makes this comparison.

e Field personnel are able to estimate fault
isolation times that are consistent with
actual service experience.

It is reasonable that field personnel have a better perception of fault
isolation time than they do of symptom frequency. Whereas estimating symp-
tom frequency requires a knowledge of all occurrences of the event over a
long period of time, estimating fault isolation time requires only a small
sample of events on which to base the estimate. Good time estimates can
often be arrived at through judgement alone.

Avg. Fault Percent in Man-Hour Category
é:o]at1on Calculated From Estimated By
n-Hours ORME Data Field Personnel
LT T £ BT r T T ] L L) L] 4
80 60 40 20 20 40 60 80

>8

Figure 16. Average Fault Isolation Time Estimates From Field Survey
Compared With ORME-Generated Statistics
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At the close of each survey session, the participants were asked to estimate
the average percentage of their working time that was spent on troubleshoot-
ing versus all other types of maintenance. Crew chiefs and flight engineers
on the CH-54 consistently estimated that 10% or less of their time was spent
on troubleshooting. Only one respondent estimated as high as 20%. The elec-
tricians and avionics specialists, on the other hand, estimated almost the
opposite ratio; i.e., 80% to 90% of their time spent on troubleshooting.
These estimates are all consistent with actual service experience as depic-
ted by the ORME data.

For the AH-1 and CH-47, crew chief's estimates of the time spent on nonavi-
onics systems troubleshooting ranged from 5% to 10%, while the estimates of
maintenance supervisors and technical inspectors averaged 25% to 30%. This
difference is not unexpected since supervisory personnel have many trouble-
shooting problems referred to them by their subordinates, while the crew
chiefs (especially the less experienced ones) attempt to troubleshoot only
the simpler problems. This is not the case with the CH-54, where the crew
chiefs and flight engineers do almost all of the nonavionics systems trou-
bleshooting themselves.

\

Knowledge of Symptoms

As was explained in the discussion of field survey methods, one part of

the CH-54 field survey required the participants to 1ist probable causes

of each symptom discussed. The purpose of this was to test field person-
nel's understanding of various symptoms and their causes. When the sur-
vey was completed, the results were compared with actual service experience
as documented in the ORME records.

e Over 50% of the symptom causes suggested by field
personnel were among the top-five causes observed
in the ORME data.

e Over 65% of the responses cited the mose frequently
observed cause as one of the probable causes.

e Fewer than 45% of the symptom causes observed in
service were cited by none of the participants.

Considering the relative infrequency of many of the symptoms discussed,
these results appear to demonstrate a good understanding of symptoms on
the part of field personnel. It is important to note that lack of agree-
ment between symptom causes suggested by the survey participants and those
actually experienced in service does not necessarily indicate that the
responses of the participants were incorrect. The possible causes given
may be valid ones that simply did not occur in the period covered by the
ORME reporting. Moreover, the high-ranking symptom causes observed in the
ORME data encompassed in most cases a relatively small number of events.

A larger data base would likely alter these rankings with the possibility
that more of the symptom causes given by field personnel would have matched
the predominant causes experienced in service.
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After listing in order the probable causes of each symptom, the survey
participants were asked to rank the probable causes on the basis of the
ease with which each could be checked during troubleshooting. An analysis
was made of the responses to determine whether field personnel tend to cor-
relate probable causes with ease of checkout; i.e., to regard as most
likely those causes that are easiest to check. The results seem to sug-
gest that field personnel are inclined to troubleshoot first the items
that are easiest to check, proceeding then to the more difficult ones,
irrespective of the probability of each being the cause of the symptom.
While this may be the most efficient procedure in some cases, it may be
the cause of many fault isolation errors and improper parts replacements,
particularly when swapping of parts is the only method of troubleshooting.

Part II of the CH-54 field survey requested field personnel to list the
symptoms that they would associate with the failure or malfunction of
specific aircraft components. The purpose of this was to test field per-
sonnel's knowledge of failure-to-symptom relationships. Their responses
were compared with symptoms observed in actual service as documented in
the ORME records.

e Approximately 3/4 of the symptoms suggested by
field personnel were among the top-five symptoms
experienced in service.

o Approximately 2/3 of the survey responses cited
the most frequently occurring symptom as one of
the possible symptoms.

e Only 1/3 of the symptoms observed in service were
cited by none of the participants.

Again, these results appear to demonstrate a good understanding of symptoms
on the part of field personnel. For reasons mentioned above, the symptoms
suggested by field personnel may be more in agreement with actual experi-
ence than this sampling of data would indicate. It should be remembered,
however, that because of the high average experience level of CH-54 main-
tenance personnel, their knowledge of symptoms and causes may not be typ-
ical of aircraft maintenance crews throughout the Army.

Perception of Fault Isolation Task Difficulty

The CH-54 survey participants were asked to rate the task of isolating
each symptom as not difficult, difficult, or very difficult. Table 22
shows the response to this question. Approximately 3/4 of the responses
rated the troubleshooting task as not difficult; none of the troubleshoot-
ing tasks were rated as very difficult. Classification of the responses
by fault isolation time category shows a tendency to rate the more time-
consuming tasks as difficult. The fact that none of the troubleshooting
was judged to be very difficult may be attributed to the tendency to view
familiar tasks as routine, despite their complexity.
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TABLE 22. PERCEIVED TROUBLESHOOTING DIFFICULTY VERSUS
ESTIMATED FAULT ISOLATION TIME (PERCENT OF
FAULT ISOLATION TIME CATEGORY)
Perceived Fault
Isolation Difficulty
Estimated
Fauts et Difficult | ., very i
Isolation Difficult Difficult | ¢ ot me*
Time (Hrs.) ymp
<1 100.0 - - 34.8
1-4 69.7 30.3 - 50.1
5-8 37.5 62.5 - 12.1
>8 - 100.0 - 3.0
Percent of
Ratings 74.2 25.8 - 100.0
*in sample

Perception of Fault Isolation Error Rate

The CH-54 survey participants were told the average fault isolation error
rate derived from the ORME data for each symptom and were asked to judge,
based on their own experience, whether the statistical error rate was high,
low, or about average. Table 23 shows the response to this question.
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TABLE 23, FIELD PERSONNEL'S PERCEPTION OF STATISTICAL
FAULT ISOLATION ERROR RATES (PERCENT OF
ERROR RATE CATEGORY)
Perception of Error Rate Percent
of
Error Rate High Average Low Symptoms*
0 - 20% 44 .1 44 .1 11.8 54.0
21 - 40% 51.9 40.7 7.4 42.9
40% + 100.0 - - 3.1
Percent
of 49.2 841.3 9.5 100.0
Ratings
*in sample

Approximately an equal number of responses judged the statistical error
rates to be high or average; less than 10% of the responses judged them to
be low. Classification of the responses by error rate category shows no
significant tendency to judge large error rates as high and small error
rates as low. The small number of responses assessing the statistical
error rate as low may be attributed to a normal reluctance to admit mis-
takes and also to the fact that many errors in fault isolation maintenance
are not recognized as such.

FAULT ISOLATION MAINTENANCE RESOURCES

A portion of each field survey was devoted to a discussion of fault isola-
tion maintenance resources, i.e., troubleshooting data, training and test
equipment.
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Troubleshooting Data

The CH-54 survey participants were asked to rate the accuracy and complete-
ness of the maintenance manual troubleshooting instructions related to
each symptom. The following response was obtained:

Accuracy and Completeness

of Troubleshooting Instructions % of Responses
Accurate and complete 27.1
Some deficiencies 12.9
Inadequate 21.4
Symptom not covered 2.9
Not sure/don't remember 35.7
100.0

The responses were given from memory and in approximately 1/4 of the cases
the instructions were remembered as being accurate and complete, although

in no instance could anyone recall the specific content of the maintenance
manual. Almost an equal number of responses cited the instructions as in-
adequate or missing entirely from the manual. Again, specific deficiencies
could not be recalled. In more than 1/3 of the cases, the respondent could
not remember if the symptom was covered in the manual and/or if the instruc-
tions were adequate.

Most of the AH-1 and CH-47 survey respondents believed that the majority

of symptoms occurring on the aircraft were covered by the maintenance man-
ual; estimates of 90% or greater were typically given. However, the manuals
were thought to be deficient with respect to how thoroughly the possible cau-
ses of typical problems were covered. Asked to rate the content of the typ-
ical troubleshooting table in the aircraft maintenance manual, a majority
felt that only the obvious causes were covered, while a minority thought that
most of the possible causes were covered.

The survey participants were asked to estimate the percentage of all flight
crew reported problems on the aircraft whose cause they can pinpoint con-
fidently simply on the basis of the symptom described. Estimates ranged

from 5% or less to a maximum of 10%, except for one individual who estima-
ted 50%. Asked how often they would repair a suspected malfunction without
troubleshooting and without consulting the manual, most replied "very rarely",
although it was sensed in some cases that the respondents were merely echo-
ing Army policy. Apparently, the manuals are used consistently for trouble-
shooting despite the deficiencies that field personnel contend they suffer.

Almost everyone participating in the surveys was critical of the organiza-

tion and format of troubleshooting data in current Army technical manuals.
A frequent complaint is the random placement of troubleshooting tables
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throughout the manuals and the lack of an index to these tables. To locate
troubleshooting data related to a given symptom, mechanics claim that it is
necessary to search page by page through one or more chapters of the mainte-
nance manual. Nearly everyone recommended that troubleshooting data be pro-
vided in a separate manual or in a separate chapter of the maintenance man-
ual and that the data be efficiently indexed.

Another complaint with troubleshooting data in current manuals is the fact
that it is aircraft system oriented rather than symptom oriented. When symp-
toms occur whose cause may involve multiple systems of the aircraft, mainte-
nance personnel claim that it is necessary to guess which system is causing
the problem before the manuals can be used. The manuals would be much more
useful, they said, if they were oriented by symptoms rather than by systems.

Frequent complaints were also voiced about the scope and content of trouble-
shooting data in current Army manuals. One complaint is that the manuals
cover only the most obvious symptoms and causes and never seem to get up-
dated when new knowledge is acquired through service experience with an
aircraft. The order in which possible causes are listed in many of the
troubleshooting tables was also criticized. Often the troubleshooting
sequence prescribed by the manuals is felt to improperly reflect the rela-
tive probability of the possible causes listed. Troubleshooting tables

that 1ist possible causes of a problem without providing instructions for
checking them were also a source of criticism. Current manuals are said

to be inconsistent in the way troubleshooting data is presented and to re-
quire that many unnecessary checks and tests be made in the process of trou-
bleshooting.

Fault Isolation Maintenance Training

Nearly all of the participants in the surveys reported that they had little
or no formal training in fault isolation maintenance. The training that

was received consisted mainly of learning to use the troubleshooting data

in the manual. With one exception no one had received any "hands on" in-
struction troubleshooting real or simulated faults with the aircraft. Asked
whether they thought Army aircraft maintenance personnel would benefit from
formal training in fault isolation maintenance, most said yes, although
everyone agreed that such training should be given only after an individual
has several or more years of experience in aircraft maintenance.

Problems in troubleshooting also arise, according to some of the field per-
sonnel, because specialists are not cross-trained in other aircraft systems.
A frequently cited example is that of aircraft flight control malfunctions
whose origin may be in any one or a combination of aircraft subsystems:
flight controls, hydraulics, or the AFCS (Automatic Flight Control System).
Because the AFCS specialist is not trained in flight controls or hydraulics,
he must work closely with the crew chief or flight engineer during trouble-
shooting; because of their different backgrounds, communication is
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often a problem. In some cases the avionics repairman will troubleshoot

the AFCS, and failing to locate the fault, turn the problem over to the crew-
chief and a hydraulics specialist who troubleshoot the other systems inde-
pendently. This is both inefficient and often unproductive. It was recom-
mended that the avionics people be trained in flight controls and hydraulics
so that they could do most of the troubleshooting themselves or at least be
able to work more effectively with the crew chief and other specialists.

The statements of field personnel relative to the lack of formal training
in fault isolation maintenance were confirmed by a visit to the U.S. Army
Aviation Maintenance Training School at Fort Eustis, Virginia. Interviews
were conducted with two instructors teaching the Heavy Lift Helicopter
Repairman's Course (MOS 67X).

The 67X Course is a 14-week course attended primarily by new recruits. It
covers basic fundamentals (about 20 hours) and primarily remove-and-replace
type maintenance. A limited amount of system theory is taught, and each
student receives 6 hours of flight duties training including several flights
in the aircraft. Very little system troubleshooting is taught. Each block
(system) includes 3-4 hours of instruction in troubleshooting, all of it

in the form of lectures. The school has very little capability for simulat-
ing faults and giving the students hands-on experience with troubleshooting.
Instructional material for training in troubleshooting consists mainly of
the troubleshooting tables in the maintenance handbook.

With respect to improving troubleshooting skills in the field, both in-
structors felt that there was little the school could do, especially in
view of prevailing practices in the assignment of personnel. They cited

a recent case where 45 of 50 mechanics completing the CH-54 maintenance
course were assigned to other types of aircraft. Of the five that did

make it to a CH-54 unit, they guessed that none got to actually work on

the aircraft for at least a year. Real maintenance skills are acquired on
the job over a period of several years, they contended, and it is pointiless
for the school to teach anything beyond basics. Troubleshooting is a par-
ticularly difficult skill for new students to learn and retain. Attempting
to improve maintenance skills is also frustrated, it was explained, by what
both instructors perceived as a gradual decline in the caliber of mainte-
nance personnel entering the aviation maintenance field.

Test Equipment

It was learned in the course of the field surveys that test equipment,
other than common hand-held meters and gages, is rarely used to trouble-
shoot nonavionics systems of the helicopter. Items of equipment such as
Pitot/Static System Testers, Jet Cal Analyzers and Fuel Quantity Cali-
bration Sets are often available, usually at AVIM level, but are rarely
used to troubleshoot systems of the aircraft. Most survey participants
contended that it is easier to swap instruments or black boxes rather than
call on specialist personnel to troubleshoot with test equipment.
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Flight Crew Debriefing Checklist

Deficient crew writeups were a complaint of some of the CH-54 survey parti-
cipants (although when asked about crew reports as related to specific symp-
toms, the great majority of people rated them adequate). The complaint is
that many reports are vague and incomplete and that some pilots tend to
report what they suspect to be the cause of faulty performance rather than
to describe the symptoms. Problems of this type are rarely encountered
with the very experienced pilots, however. One recommendation of some of
the CH-54 survey participants is that the Army adopt the use of a flight
crew debriefing checklist-1ike the one employed by the Air Force. It was
suggested that a checklist would tend to produce consistently good writeups.

This recommendation was proposed to the AH-1 and CH-47 survey participants.
No one supported the idea. The concensus is that flight crew reports are
generally adequate and that the debriefing checklist, while possibly pro-
viding some improvements, would introduce another unwanted piece of paper
into the system. The fact that the maintenance personnel in the AH-1 and
CH-47 units are working with a cadre of highly experienced pilots may have
formed this opinion, however. The quality of flight crew reports would
not be as good if green pilots were flying the aircraft, and the debrief-
ing checklist might look more attractive in these circumstances.

Troubleshooting Specialist “0S

The two instructors at the Aviation Maintenance Training School were asked
whether the Army, as part of the solution to current problems in fault iso-
lation maintenance, might create a separate MOS: Aircraft Troubleshooting
Specialist, similar to that established for the Aircraft Technical Inspec-
tor (TI). This they thought was an excellent idea. If the pay grades were
high enough, they felt it would be as easy to attract people to the job of
troubleshooting specialist as it has been to attract people to the jobs of
flight engineer and crew chief to which many in the enlisted ranks now
aspire.

Part of the problem in aviation maintenance today, they contended, is that
with the exception of flight engireers and crew chiefs, maintenance person-
nel are not allowed to progress beyond pay grade E-6 unless they move into
an administrative position. This siphons off the most experienced and
skilled people, many of whom would prefer to stay in active maintenance.
For the professional troubleshooter idea toc work, it will be necessary to
allow advancement within the MOS into the E-7 and E-8 pay grades, they
seemed convinced.

The instructors were asked their opinion of how many different models a sin-
gle troubleshooter might cover and the total number of aircraft he might
support. They felt that there was enough similarity in the troubleshooting
problems on different aircraft that a single troubleshooter might cover
several models and that the troubleshooting workload was such that one in-
dividual might cover 100 or more aircraft. They were asked if instructors
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at the school were able to identify students with a particular aptitude for
troubleshooting. They said that some students were obviously brighter and
more ambitious than others, but that aptitude testing would be the only way
to ferret out promising candidates. It would be wise to require that can-
didates have several years of maintenance experience before being consid-
ered for such advanced training, however.

The recommendation that the Army create a Troubleshooting Specialist MOS
for aviation was also proposed to the AH-1 and CH-47 survey participants.
Everyone supported the idea enthusiastically. In their concensus a pro-
fessional troubleshooter is a much more practical approach to aircraft
systems troubleshoating than attempting to train everyone in maintenance
to perform this function. Under the current system, few individuals
spend enough time with troubleshooting to become expert. As a result,
many people of marginal capability are all troubleshooting and all making
the same mistakes. The survey participants confirmed the opinion of the
instructors at the training school that the job of troubleshooter would
be very appealing to many career-oriented personnel in aviation.

At the AH-1 units it was suggested for the first time that creatior of
another MOS would not be needed if the TI's functions were expanded to in-
clude a principal role in troubleshooting. This is already being done in
some areas, and now that the TI is being trained to specialize with a
single model aircraft rather than to be an aircraft generalist, he becomes
very knowledgeable of that model and could, in the opinion of the AH-1 peo-
ple, act as the principal troubleshooter. It may be necessary to increase
the number of TIs in a unit in order to absorb this added responsibility.
One drawback to making the TI the professional troubleshooter is the amount
of time that he would probably have to spend away from the unit for train-
ing. Because the TI is such a key individual in the maintenance organiza-
tion, having him absent for even the abbreviated TI course that is now giv-
en frequently poses a hardship.

One other concern expressed by the Cobra people, which may be somewhat
unique to the Air Calvary mission, is that of creating small numbers of
specialists who may be lost or incapacitated in combat. When everyone is
capable of doing some troubleshooting, they observe, that skill would not
be lost when casualties were suffered by the maintnenance organization, as
could happen if a troop or aviation company relied on a single individual
for this work.

RESULTS OF THE STATE-OF-THE-ART SURVEY

Visits were made to three Army agencies and one defense contractor to sur-
vey current technology in the development and publication of fault isola-
tion maintenance data for the new-generation Army systems. The surveys
centered on the SPA (Skill Performance Aids) concept in the technical pub-
lications field and specifically the extent to which the Front End Analysis
(FEA) technique required by SPA is addressing the problems with fault isola-
tion data uncovered by the field surveys.
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It was found that SPA, formerly called ITDT (Integrated Technical Docu-
mentation and Training), is concerned primarily with format and the com-
munication of information to mechanics and technicians. The FEA does re-
quire a more structured approach to the development of data for maintenance
manuals, but is confined mainly to the objectives to be met rather than
specific procedures. Discussions with individuals involved with the appli-
cation of SPA to new systems disclosed that improvements in format and com-
munication have been achieved, but that the actual content of troubleshoot-
ing procedures has not been significantly affected. The concensus seems

to be that deficiencies remain with respect to the development of fault
isolation criteria for the manuals. !
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IMPROVED METHODS FOR DEVELOPERS OF FAULT ISOLATION PROCEDURES

NATURE OF THE PROBLEM

One conclusion of the surveys conducted under this program is that the
quality of fault isolation maintenance data on present-day Army systems is
generally poor. Major criticisms include widespread omissions of signifi-
cant symptoms and causes, poor organization and indexing of information,
and inefficient troubleshooting procedures. Problems with language and
communication are also frequently cited.

It is not surprising, considering the complexity of the task, that defi-
ciencies such as these are common. The development of fault isolation pro-
cedures for complex systems is probably the most difficult task the logis-
tics engineer and writer of maintenance handbooks is required to perform.

Complex systems can contain hundreds of parts and components whose failure
might produce a symptom requiring fault isolation. The symptom produced
in each case can vary with the mode of failure, the degree of failure, and
the conditions under which it occurs. For complex systems, simple statis-
tics will easily demonstrate the possibility of an enormous number of com-
binations and permutations of these variables.

It is small wonder that an engineer or technical writer, given a set of
specifications, drawings, and schematics for a system, and tasked with pre-
paring fault isolation procedures, often experiences difficulty. He must
anticipate the failures the system will experience in service, the condi-
tions under which they will likely occur, and their effects on the system.
The physical effects of failure must be translated into observable effects 3
or symptoms. Symptoms of the same or similar nature must be collected
together and a logical organization of symptoms and causes developed.

! Having accomplished this task and identified the expected sources and symp- 1

| toms of failure, the engineer or writer is confronted next with developing
logical and efficient troubleshooting procedures for the system. He must
weigh the relative probability of the possible causes of each symptom,
devise inspections or tests with which to investigate them, and organize
them into a procedure that will provide a high expectation of locating the
fault with a minimum expenditure of time and resources. The possibility
and consequences of error, and of inducing additional faults in the process
of troubleshooting, must also be considered.

The final task for the writer is to convey instructions to the mechanic.
Since symptoms of failure are usually acquired through personal observa-
tion, the writer must anticipate how the pilot or mechanic is likely to per-
ceive and describe a symptom and attempt to communicate with him in lan-
guage he is accustomed to using. Providing well-organized, properly worded
indexes with which to locate data in the manual is an important part of this
communication.

e Sl L=
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It is apparent from discussions with persons involved with the development
of fault isolation procedures for major systems that the quality of the
product is considerably dependent upon the skill and experience of the indi-
vidual engineer or technical writer. While it may be said that the quality
generally improves with experience, relying heavily on the experience of

the individual can also lead to bias and stereotyping. In fact, it was the
opinion of some of the people interviewed that better troubleshooting pro-
cedures sometimes evolve when inexperienced people are assigned to develop
them, because they tend to be more objective and more original in their
approach.

FAULT ISOLATION ANALYSIS TECHNIQUE (FIAT)

The following pages describe a new approach to the development of fault
isolation procedures for complex systems. Called FIAT (Fault Isolation
Analysis Technique), the proposed approach greatly facilitates the identi-
fication of symptom/cause relationships and the collection, processing, and
organization of data required for the preparation of maintenance manuals.
It reduces the task to a series of small, independent judgements and deci-
sions which, when brought together, provide a working guide for preparation
of the troubleshooting procedures. Most important, by allowing the engineer
or writer to deal individually with discrete items of information, it re-
lieves him of having to formulate an overall troubleshooting logic from the
outset and lessens the demands on his personal experience and knowledge of
the system.

The FIAT approach applies primarily to the nonavionics systems of heli-
copters where the modes and symptoms of failure do not generally lend them-
selves to automated test and the more sophisticated forms of diagnostics.

The methods could be applied to avionics systems, however, either to provide
a backup for the primary diagnostics system or in applications where diagnos-
tic hardware is not considered cost-effective. Some compromise in the level
to which faults can be isolated would have to be accepted, e.g., limiting
troubleshooting to the level of black boxes versus modules.

FIAT General Qutline

FIAT involves four major tasks that culminate in the generation of outline
fault isolation procedures for the system (Figure 17). First, a system
functional analysis is performed to establish the criteria for normal sys-
tem performance and to identify potential modes of abnormal performance
(the system malfunctions). Next, a system failure modes analysis based

on the FMEA is conducted to identify failures with a potential for causing
each type of malfunction. This establishes a framework of symptom/cause
relationships for the system.

A computer file of fault isolation task candidates is constructed. For
each symptom/cause candidate, information pertinent to the fault isolation
task is recorded. This includes the expected frequency of occurrence,
methods of fault confirmation and fault isolation, and the estimated time
to fault isolate.
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A computer program processes the data and generates two outputs that are
used in the preparation of fault isolation maintenance data for the system.
The first output is a comprehensive listing of symptoms and causes (the
candidate list) which the analyst reviews, condenses, and assigns to logical
groups that will each form the content of a troubleshooting procedure.

After editing,a troubleshooting procedure number is assigned to each symp-
tom/cause set, and the computer program outlines the content of each trouble-
shooting procedure. This provides a guide for the writer to follow in pre-
paration of the fault isolation procedures manual.

SYSTEM FUNCTIONAL ANALYSIS

A functional analysis of the system is conducted to establish the criteria
for normal system performance and to identify potential sources of abnormal
performance. This type of analysis is already accomplished to a signi-
ficant degree as part of other engineering and logistics activities, e.g.,
preparation of specifications and test plans and development of system
operating procedures. Under the FIAT approach, the analysis is developed
in a highly structured form and recorded in a format that facilitates its
application to the development of fault isolation procedures.

System-Level Functions

The operation of a system is defined in terms of two types of functions:
System-Level Functions
Contributing Functions

System-level functions describe the principal operating states of a system
or the modes of transition from one principal operating state to another.
By definition, a system-level function is observable by the operator, i.e.,
he is aware that the system is operating in a defined state or is transi-
tioning between states.

The system-level functions for simple, self-contained systems often con-
sist of a single operating mode. For a wheel brake system, the system-
level functions are basically two:

Rol1ling aircraft brought to rest

Aircraft held at rest
The operation of other systems is less clearly defined in terms of discrete

functions. The main rotor of the aircraft, for example, has one basic func-
tion: to provide directed thrust for 1lifting and propelling the aircraft.
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This overall function might be defined in terms of two system-level
functions:

b g ol i

Vertical Thrust

Horizontal Thrust (forward, rearward, sideward)
While supplying the required thrust is not a discrete function in the sense
of the wheel brakes operating to stop the aircraft, it is the one type of
function that can be ascribed to operation of the rotor.

The power plant system of the aircraft has been selected to illustrate the
FIAT method, and for it the following system-level functions are defined:

Engine Starting
Ground Idle
Operation at Normal Rated Power

3 Engine Shutdown

Contributing Functions

Each of the system-level functions has associated with it one or more contri-
buting functions. A contributing function is a physical process or operation
performed by the system or an interfacing system, with or without operator

1 intervention, that is required for execution or maintenance of the system-
level function. By definition, a contributing function is observable by the
operator, i.e., he is aware that the process or operation is being executed
or is being maintained. In the case of the wheel brake system, the functions
contributing to the system-level function of stopping the aircraft are:

Brake pedal depressed
Wheel brakes engage

It is understood that other functions are executed in the process of wheel
brake operation, i.e., actuation of the master cylinder, pressurization of
the brake lines, and actuation of the wheel cylinders, but the operator is
not specifically aware of their occurrence. He is able to observe that the
brake pedal depresses when force is applied and that the brakes engage, but
nothing more. Conversely, in the context of malfunctions the operator is
able to observe that the brake pedal will not depress or that the brakes

do not engage, but is unable to relate the malfunction to operation of

the master cylinder, wheel cylinders, etc. This is a key element of the

0 concept. In order for a contributing function to be valid, it must be ob-
servable by the operator, either directly or via an instrument indication.

For the main rotor's system-level function "vertical thrust", the contribu-
ting functions involve other systems of the helicopter and are in some cases
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system-level functions for those systems. The functions contributing to main
rotor vertical thrust might be defined as:

Main rotor speed within limits

Main rotor torque within Timits

Collective stick positioned

Main rotor blades achieve uniform pitch angle
The first two contributing functions, main rotor speed and torque within
limits, are products of other system-level events, i.e., engine operation
at normal rated power and the main transmission supplying the required
torque to the rotor.
Again, as was true of the wheel brake system example, other functions are
executed in the process of producing main rotor vertical thrust, but without
the specific awareness of the operator. He is able to observe by monitoring
the instruments that main rotor speed and torque are within limits, and also
that the rotor responds predictably to a given control input. He is not.able
to observe such functions as actuation of the main rotor servos and vertical
displacement of the swashplate, although the proper execution of these func-
tions is assumed if the desired main rotor response is obtained. The key
idea is that the operator is able only to report as a malfunction one or
more of the functions he is able to observe (the contributing functions).
For the power plant functional analysis being used for illustration, the sys-
tem-level function "engine starting" is selected for further development,
and for it the following contributing functions are defined:

APU Normal Operation

Air Source Switch Positioned (to "ENG")

Fuel Selector Switch Positioned (to "XFD")

Start Button Depressed

Power Control Lever Positioned (to "IDLE")

Engine Fuel Flow Within Limits

Engine 0i1 Pressure Within Limits (25 to 65 PSI Within 30 Sec)

Starter Dropout (at 48% - 55% NG)

NG Stabilized Within Limits

TIT Within Limits (800°F Max)
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Again, it is seen that some of the functions contributing to the system-
level function "engine starting" are in themselves system-level functions
for other aircraft systems. APU normal operation is one example.

Judgement will play an important part in the system functional analysis, and
for that reason several iterations may be necessary to arrive at a satisfact-
ory result. Later in the procedure when failure modes are analyzed relative
to their effects on system functions, it will be shown how networks of symp-
tom/cause relationships are developed and how omissions and anomalies in the
original functional analysis are surfaced and corrected.

Redundant Modes of Operation

A special situation exists when a system has redundant or parallel modes of
operation. This occurs when a system-level function can be accomplished via
different processes. In the case of engine starting, three modes of opera-
tion are possible:

1. APU start
2 Ground power start
3. Cross bleed air start

Each of these functions contributes to the system-level function "engine
starting| but none can occur together in the same start cycle. Redundant
modes of operation such as these create parallel rather than series paths in
the system functional analysis network.

Parallel paths culminating in a common contributing function (three modes of
starting independently leading to starter engagement) create one type of re-
quirement with respect to the organization of troubleshooting procedures.
Symptoms occurring upstream of starter engagement belong to one of three
chains of events that can be treated as separate troubleshooting procedures.
A mechanic attempting to troubleshoot symptoms such as

Starter fails to engage
Starter engages late
Engine fails to motor

Engine motors slowly

Engine accelerates slowly

! all of which are indicative of inadequate starter cranking power, should be

; queried first about the mode of starting used and directed to one of the

{ three applicable troubleshooting procedures. The fault may lie with the

; starter itself or with the engine, but ascertaining that the starter is
adequately powered is probably the logical beginning point for these symptoms.
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Redundant modes of operation are treated at this point in the analysis like
any other system functions. Later it will be shown how the contributing

function implies the condition under which the symptom occurs and effectively
separates redundant modes of operation for the purpose of constructing fault

isolation procedures.

System Malfunctions

The final task of the system functional analysis identifies possible mal-
functions associated with each contributing system function. A system mal-
function takes place when the operator observes that a contributing func-
tion fails to occur, or that it occurs early, late, incompletely, etc.
Consistent with the definition of contributing functions given earlier, a
system malfunction must be observable by the operator. Malfunctions that
occur with no outward evidence perceptible to the operator are not system
malfunctions in this context. Failure of a valve in the closed position
may, for instance, prevent fuel flow to the engine. The operator may per-
ceive this as failure of the engine to start or, if instrumentation is pre-
sent, more specifically as a lack of fuel flow to the engine. Either of
these events would be classified as system malfunctions within the given
definition, whereas failure of the valve to open would not be, since the
operator could not perceive that specific occurrence.

The definition of system malfunctions is made initially without regard to
whether failure modes exist that could produce such malfunctions. In the
case of the function "brake pedal depressed" contributing to the system-
level function "rolling aircraft brought to rest" the system malfunctions
might be defined as:

Brake pedal bottoms

Brake pedal low

Brake pedal spongy

Brake pedal travel restricted

For the second contributing function, wheel brake engagement, the mal-
functions might be defined as:

Wheel brakes fail to engage
Wheel brakes grab
Wheel brakes chatter

Wheel brakes noisy
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It is important to note how the potential system malfunctions would differ
for the second system-level function of the wheel brakes: holding the air-
craft at rest. In this case,the only malfunctions the operator might ob-
serve are a loss of pedal and/or failure of the brakes to hold.

To repeat, system malfunctions are defined without regard to the existence
of failure modes or other defects that might produce them. Hypothetically,
it might be found upon an analysis of system failure modes that no modes
exist that could cause restricted travel in the brake pedal, one of the de-
fined malfunctions. But this should not be anticipated beforehand, and all
of the conceivable malfunctions should be recorded.

System malfunctions related to the function "main rotor speed within limits"
contributing to the system-level function "main rotor vertical thrust" might
be defined as:

Main rotor RPM low
Main rotor RPM high
Main rotor RPM fluctuating or erratic

In many cases the possible ways in which functions may occur abnormally will
be obvious; in others not. One of the ways in which this task can be aided
is to examine past experience with similar systems to ascertain whether mal-
functions occurring with those systems are pertinent to the one under de-
velopment. There are generic similarities among many aircraft systems, and
while the types of failure experienced will vary with individual designs,
the manifestations of those failures in terms of abnormal system performance
will often be the same. Main rotor RPM low, engine fails to start, brakes
fail to engage, are types of abnormal performance that can occur with these
systems irrespective of their individual designs. That may not be true for
the failures underlying these events, however.

As part of the FIAT methodology it is recommended that the experience with
prior models be examined when conducting the system functional analysis.

As will be shown later, implementation of the proposed methodology creates

a data bank that can be updated over the 1ife of the aircraft, providing a
well-documented history of fault isolation maintenance experience for use

on subsequent models. Caution is needed, however, when extrapolating experi-
ence with one aircraft to another to be sure that the system functions and
malfunctions are applicable.

For our power plant example, the potential malfunctions related to engine
starting are defined in Table 24.

Nonassociated System Malfunctions

There are some types of system malfunctions that are not associated with an
expressly stated system function. Vibration is an example. There is an
implied requirement for the aircraft to operate vibration-free or at an
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TABLE 24, ENGINE STARTING SYSTEM FUNCTIONAL ANALYSIS

Contributing Function

Potential Malfunction

APU Normal Operation*

Air Source Switch Positioned
(to "ENG')

Fuel Selector Positioned
(to 'XFD')

Start Button Depressed

Power Control Lever Positioned
(to 'IDLE')

Engine Fuel System Flow Within Limits

Engine 0i1 System Pressure Within
Limits

Engine Starter Dropout
(at 48% - 55% Neg

Engine Dual Gas Generator Tach
Stabilized Within Limits

Engine Dual TIT Indicator
Within Limits (8009F Max.)

APU Fails to Operate*

Fuel Selector Binding
Fuel Selector Travel Restricted

Engine Fails to Motor
Engine Motors Slowly

Power Control Lever Binding
Power Control Lever Travel Restricted
Engine Fails to Start

Fuel Pressure Light Illuminated

Engine Fails to Accelerate

Engine Accelerates Slowly

Engine Stalls

Engine Shuts Down

Engine Fuel Filter Bypass Light Illuminated

Prime Boost Pump "On" Light Il1luminated

Prime Boost Pump "On" Light Fails to
I1luminate

Engine 0i1 Pressure Gage Reads Low

Engine 0il Pressure Gage Reads High

Engine 0i1 Pressure Gage Fluctuating
Engine 0il1 Pressure Light I1luminated
Engine 0i1 Filter Bypass Light I1luminated
Engine Chip Detector Light Illuminated

Engine Starter Advisory Light
Fails to Extinguish

Ng Tach Indicator Reads Low
Ng Tach Indicator Reads High
Ng Tach Indicator Fluctuating

Engine 0i1 Temp Light I1luminated
TIT Indicator Reads High
Engine Hot Starts

* Contributing functions and malfunctions related to APU starting and
operation treated under the APU functional analysis.
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acceptable level of vibration. But normal or acceptable vibration is not a
discrete system function in the sense that it can be initiated through opera-
tor action as was true of the functions suggested earlier. Freedom from in-
stability and erratic performance are other examples. A surging engine is a
malfunction, but smooth running would not normally be listed as system func-
tion.

In addition to abnormal occurrences of system functions, the dictionary of
system malfunctions therefore contains such conditions as:

Vibrates
Unstable
Fluctuates
Surging
Erratic
etc.

Reference to Appendix B reveals a number of malfunctions of this type.

System Functional Analysis Coding Scheme

The three types of functions described by the system functional analysis are
coded in a standard format which identifies the aircraft system or component
involved and the type of function or malfunction. A work unit code (WUC) is
used to identify the aircraft system or component, as shown by the following
partial listing:

22100 Turboshaft Engine

22111 Hydromechanical Unit

2211111 NG Governor

2211112 NG Feedback Linkage
22112 Electrical Control Unit
2211211 Module A1l

2211212 Module A2

29510 Engine Start System
29511 Engine Starter
29515 Check Valve

Work unit codes frequently are extended to six and seven digits to identify
subassemblies and modules of larger assemblies. Use of the first five digits
should suffice as descriptors of system functional events, however, since in-
variably the lowest functional levels of the aircraft whose operation can be
observed are the subsystems and major components of subsystems.
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Utilizing the work unit code as part of the description of system functional
events and failure symptoms offers several benefits. As the common identi-
fier of systems and components, the work unit code is frequently used both
for maintenance and logistics planning and for reporting failures and main-
tenance in service. Having a common 1ink with these other maintenance-
related activities provides a measure of continuity and the ability to
relate fault isolation tasks directly to inspection requirements, test and
checkout procedures, etc. Access to spare parts requirements, test equip-
ment lists, etc., is also facilitated.

The first part of the system function code, the work unit code, describes
a system or component of the aircraft. The second part of the code des-
cribes the nature of the function. Examples are:

Code Description
220 Starting
i 221 Idle
: 223 Shutdown
] 230 Acceleration
231 Engagement
232 Disengagement
240 Positioning
Etc.

The FIAT method requires that a dictionary of coded generic function des-
criptions such as these be developed.

Later in the procedure it will be explained how the coded function des-
criptions are combined with other elements of information to describe the
symptoms the technical writer will address in preparation of the mainten-
ance manual. In order that the function descriptions read properly when
interpreted and printed by computer, the generic function descriptions
should be phrased as nouns. The proper construction will be assured if
the description is assumed to be prefaced by the word "during" as follows:

Function Description

(During) (APU) Starting
(During) (Engine) Idle
(During) (Throttle Lever) Positioning
etc.
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Combined with the work unit code, the function code describes a system-
level function or contributing function:

SF-22100-220 Engine-Starting

CF-29411-240 Throttle Lever - Positioning

CF-22160-251 Engine 0i1 System - Pressure Within Limits
CF-29511-265 Engine Starter - Dropout

Etc.

It is recognized that in some cases system functions will be of a rela-
tively complex nature and not easily reduced to such simple terms as a

work unit code and function code. The FIAT approach depends on relatively
strict adherence to the coding scheme, however. One of the problems with
current methods mentioned earlier is the subjective, inconsistent and often
vague and ambiguous use of terms. The FIAT method overcomes some of these
problems by requiring a consistent definition and format throughout the
analysis. If the tasks of fault isolation cannot be reduced to simple terms
at the early stages of analysis, communicating effectively to the mechanic
during preparation of the maintenance manual will probably also be difficult.

If the coding system for system functions is too restrictive to describe
some of the more complex functions of the aircraft, the problem can be
remedied when the troubleshooting instructions are written. At this time
descriptions can be altered or amplified as necessary to convey informa-
tion clearly.

Coding of system malfunctions follows the same format except that a mal-
function rather than a function is described. Earlier in this report

it was explained how symptoms reported in the field were transcribed into
a structured format, one element of which was the description of the ob-
served malfunction. Appendix B contains a list of the malfunction descrip-
tions actually reported on the CH-54.

A dictionary of system malfunction codes is required. The "How Malfunc-
tioned" code lists contained in work unit code manuals cannot be used for
this purpose directly. While some of the codes in the "How Malfunctioned"
lists describe conditions that could relate to an observable system mal-
function (drifting, out of track, etc.), the majority describe conditions
of failure or physical defect (burned, cracked, shorted, etc.). The mal-
function in these cases relates to the condition of the discrepant or
failed part rather than to its effect on the performance of the system
and therefore is not pertinent to describing abnormal system performance.

The dictionary of system functions used to construct system-level functions
and contributing functions provides the foundation for the dictionary of
system malfunctions. A system malfunction can very often be described in
terms such as improper, inaccurate, incomplete, etc., accomplishment of a
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system function.
on the CH-54 contained in Appendix B will show the vast majority to be of

this form.

Refer

————

ence to the 1ist of observed malfunctions reported

Most system malfunctions can therefore be constructed as modifications of
system functions as follows:

Code Description

015 Accelerates, slowly
456 Motor, fails to

594 Pressure, fluctuating
715 RPM, low

A preliminary partial listing of coded malfunction descriptions is pre-
sented in Appendix B.
Table 24 is shown in coded form below:

WuC
24000
22100
29411
51377
51313

Code

MAL
508
456
082
385
635

A sample of engine starting malfunctions taken from

Description
System/Component Malfunction

Auxiliary Power Plant Fails to Operate
Engine Fails to Motor
Power Control Lever Binding

Prime Boost Pump Light Fails to Illuminate

Dual TIT Indicator Reads high

SYSTEM FAILURE MODES ANALYSIS

The second stage of the proposed approach entails a detailed analysis of
system failure modes and the association of failure modes with the system
malfunctions defined by the preceding analysis. All current engineering
development programs for new aircraft require as part of the R&M activity
the preparation of a Failure Modes and Effects Analysis (FMEA). Informa-
tion required for the system failure modes analysis required by FIAT is
derived primarily from the FMEA.
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Identification of Pertinent Modes

There are basically two types of failures experienced with a system. One
type occurs when an item of hardware, although performing acceptably, is
damaged, worn, or deteriorated beyond acceptable limits and must be repaired
or replaced. This type of failure usually is not a candidate for inclusion
in a troubleshooting procedure, since the failure is normally found by
inspection rather than sensed as a malfunction of the system. Normal wear-
and-tear (corrosion, surface cracks, fastener damage, etc.) typically con-
stitutes this category of failure. The types of failures that are candi-
dates for inclusion in a fault isolation procedure are those that are dis-
covered via their effect on the system rather than by their visible con-
dition.

The immediate effect of a failure of this type is to prevent, interrupt,
degrade, or terminate some physical process necessary for the proper opera-
tion of the system, e.g., to cause a loss of pressure, loss of signal, low
voltage, etc. If the ultimate effect of a failure is to produce some obser-
vable malfunction or abnormal performance of the system, that failure is a
candidate for inclusion in a system troubleshooting procedure. The FMEA may
record either or both of these effects.

If the FMEA records only the physical effect of a failure, an assessment
must be made of the system malfunction that would result. Assume in the
case of a fuel valve failing closed, that the immediate effect is to pre-
vent fuel flow to the engine. If the operator is able to observe that fuel
is not flowing (via a warning light or gage), the immediate effect of the
failure equates directly with a system malfunction: No fuel flow. If fuel
flow cannot be observed, the abnormal system event associated with that
failure is less well defined, e.g., Engine fails to start. The failure has
the same physical effect in both cases, but the observed malfunction (symp-
tom) differs.

Association of Failure Modes With System Malfunctions

The system failure modes analysis is conducted by examining the FMEA and
extracting from it all failure modes having a significant potential for
causing a system malfunction. Each of the selected failure modes is then
associated with one or more of the system malfunctions documented in the
system functional analysis. Possible effects of the failure outside of

the immediate system are considered, and no attempt is made at this stage
to eliminate failure modes on the premise that the malfunction they produce
will be so unique as to avoid the need for a troubleshooting procedure.
Such determinations are made later when all of the pertinent symptoms and
causes have been collected together.
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Coding of Failure Modes

Under the FIAT approach, failure modes are coded in a form similar to that
used to code system functions and malfunctions. The code consists of two

parts: the work unit code, which identifies the failed part or component,
and the failure code, which describes the mode of failure.

For purposes of fault isolation it is necessary only to trace symptoms to
the level of on-aircraft replaceable parts and components. Repairable com-
ponents may have multiple modes and symptoms of failure, but the individual
modes of failure are not of concern except to the extent that they affect
the symptoms produced and the method of troubleshooting. Assume, for exam-
ple, that a component has 20 individual failure modes. If all of these
modes produce the same symptom and are each detected via the same test,
they can be treated collectively as an "internal failure" of that component.
The mechanic need not know the specific failure mode that has occurred,
provided he is able to interpret the symptom and fault isolate to that
component whenever any of the modes occur. Occasionally, however, a single
component will have variable symptoms of failure and different troubleshoot-

ing procedures will be necessary to isolate to the component depending on
the symptom.

The coding scheme for failure modes uses the same set of work unit codes
used to identify system functions and malfunctions. To identify failure
modes related to internal parts of a repairable component, the sixth and
seventh digits of the WUC are used. Often, WUC manuals will contain codes
for repairable subassemblies and modules of major components. Where fail-
ure modes relate to smaller internal parts of a component not covered by a
WUC, it will be necessary to expand the codes to encompass these items.
The 1ist below illustrates a typical breakdown.

Work Unit Code Description
22111 Hydromechanical Unit
2211111 NG Governor
2211113 N. Speed Servo
2211117 Mgtering Valve
2211122 Shutoff Valve

Multiple Failures and Maintenance-Induced Faults

There are two types of symptoms that cannot, as a practical matter, be
analyzed or treated in a fault isolation procedures manual. First are symp-
toms produced by multiple failures. These are cases where two or more
failure modes, each having particular symptoms of their own, produce dis-
tinctively different symptoms when they occur together.

The number of multiple failure modes possible in most systems is very
large. In a system with six failure modes, there are 15 possible combin-
ations of two simultaneous failures that might occur. In a system with 10
failure modes, the combinations of two increase to 45. Not only are the
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possible combinations of multiple failures very large, but their probabil-
ity of occurrence (unless a dependent secondary failure situation exists)

is also very remote. Even if it were possible to anticipate the symptoms

of multiple failures, it would rarely be cost-effective to devote space in
the manual to them.

Most symptoms occurring as a result of maintenance error are also imprac-
tical to consider in the development of fault isolation procedures. They
are potentially very numerous and, as is the case with multiple failures,
usually very remote. The possible exceptions are errors made in the process
of a rigging or alignment procedure which can be expected to occur with

some regularity and whose symptoms are relatively predictable.

Complementary Nature of the Analyses

The system functional analysis and system failure modes analysis tend to
complement each other and bring to 1ight inconsistencies and omissions in
either analysis (Figure 18). When, for example, failure modes are matched
against the listing of malfunctions derived from the system functional
analysis, types of malfunctions not thought of originally will often be
revealed. A number of such omissions were actually discovered in the ex-
perimental application of the method to engine starting problems. Conversely,
deficiencies in the failure modes analysis may become evident when, upon
completing the work, valid malfunctions exist for which no failure modes
have been identified. Conducting the system functional analysis first and
independently provides the greatest opportunity for uncovering such errors.

CREATION OF THE FAULT ISOLATION TASK CANDIDATE FILE

The system functional analysis and system failure modes analysis just des-
cribed identify the principal symptoms and causes of system malfunctions.

The next step in the FIAT procedure integrates the symptom/cause descriptions
with other information pertinent to the fault isolation task. For complex
systems the elements of data involved are numerous enough to require process-
ing by computer.

Figure 19 shows the form used to enter data into the computer file. Each
form records data pertinent to a single symptom/cause relationship. The
information actually extracted from the form for computer storage is that
recorded in coded form in the blocks to the right of each column. Other
fields in the form are provided for readability purposes only. Figure 20
shows schematically the source of the data used to construct the first six
blocks of information on the form. The form is completed as explained below.
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System
Functional
Analysis

Potential
System
Malfunctions

No
Corresponding
Malfunction

Block 1, Failure Mode/Defect.

System
Failure Modes
Analysis

Investigate

Potential
Correspondence

Affecting
ailure Modes

No
Corresponding
Failure Mode

Failure Mode/
System Malfunction
Correspondence

Fault

Isolation
Task

Candidate

Figure 18. Complementary Nature of the Analyses

and the failure mode code.

recorded in Block 1 of the form.

Block 2, Symptom - Observable System Malfunction.

malfunction associated with the failure mode is recorded in this block.
Three codes are used: the work unit code, identifying the system or com-
ponent that the operator will observe malfunctioning, the malfunction code
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Performance -

The failure mode or defect constituting the
source of a symptom, as documented by the system failure modes analysis, is
: The failure mode is described by two

j codes: the work unit code (WUC), identifying the failed part or component,
The failure mode's estimated rate of occurrence
derived from the reliability prediction for the system is also recorded.

The observable system
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and, where applicable, the code describing the expected nature or degree of
the malfunction. A partial listing of codes for generic nature or degree
descriptions is contained in Appendix D. Block 2 also provides a field for
entering the number of the fault isolation procedure that will cover the
symptom, if it is known at the time the computer file input is being pre-
pared. Ordinarily, this number will be entered via an editing procedure
after the file has been created, as will be explained later.

Block 3, Symptom - Instrument Indication. If the system malfunction asso-
ciated with the failure mode will be observed solely in the form of a cock-
pit indication, the malfunction description codes are recorded here rather
than in Block 1. Or if the observable system malfunction recorded in the
Block 1 will be also accompanied by some type of cockpit indication, codes
describing that secondary indication will be entered here. The instrument
indication is recorded using the same three types of codes used to record
the system malfunction. As was the case with Block 2, the fault isolation
procedure number is ordinarily not entered on the form.

Block 4 Symptom - Other Crew Sensory Perception. If it is anticipated that
the observable system malfunction and/or the instrument indication will be
accompanied by some other type of crew sensory perception (vibration, un-
usual noise, etc.), codes describing that secondary symptom are entered here.
In some cases, such as a failure whose only symptom is vibration, this will
be the only one of the three symptom blocks completed. The symptom is recor-
ded using the same three types of codes used to record the system malfunction
and instrument indication.

Block 5, Symptom Conditions (System-Level Function). An element of infor-
mation that aids in describing a symptom is the condition under which it
occurs. Conditions may relate to aircraft configuration, operating regime,
fl1ight maneuvers, weather, etc. In the absence of a specific condition,

a general condition is always implied, that being the system-level function
in process at the time of the malfunction (Figure 20).

In the course of analyzing failure modes and associating them with the sys-
tem malfunctions they are capable of producing, it may be revealed that cer-
tain failures will cause certain malfunctions only under certain conditions.
Consider, for example, malfunctions associated with fuel flow to the engine.
It might happen that a valve failing to open during the start cycle would
prevent fuel flow to the engine, but once the valve has opened and a normal
start has occurred, that valve could not cause the same malfunction. Fail-
ure of the valve to open is a valid cause of inadequate fuel flow, but only
under one condition: during the engine start cycle. It is not a valid

b cause for this symptom if it occurs during ground idle or flight, however.

The observable system malfunction or instrument indication with which the
failure mode has been associated is itself associated with at least one con-
tributing system function and its corresponding system-level function. (A
system malfunction is the abnormal occurrence of a contributing function.)
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Block 5 is completed by entering the work unit code and function code that
describe that system-level function.

Block 6, Symptom Condition (Contributing Function). The contributing sys-
tem functions describe two types of processes: steady-state processes
(fuel flow) or dynamic processes (starter engagement). Any contributing
function involving the direct intervention of the operator is dynamic in
character, i.e., some system state must be in the process of change. There
are other ¢ontributing functions, dynamic in character, that occur automat-
ically but with the operator's awareness (starter disengagement for exam-
ple). Since a contributing system function is observable by the operator,
any dynamic contributing function will be initiated by and/or witnessed by
the operator.

The implied condition under which a symptom occurs may be stated more
specifically than the system-level function in process at the time of the
malfunction, if a dynamic contributing function is also in process at the
time of the malfunction. Assume that an engine fuel pressure light illumi-
nates when the throttle is moved to ground idle position. The condition
under which the light is observed could be stated correctly as "during engine
start" since that is the system-level function in process. However, a more
specific- statement of the condition is "as throttle is moved to ground idle
during engine start".

When the observable system malfunction recorded in Block 2 is associated
with a dynamic contributing function, that contributing function is recorded
as a symptom condition in Block 6. The Work Unit Code and Function Code
create this entry.

Block 7, Symptom Confirmation Method. There may be cases where it is desir-
able to have the symptom confirmed before troubleshooting is initiated.

This is frequently done by personnel in the field, whether or not instruc-
ted by the manual, especially when flight crew procedure or environmental
factors are suspected or when symptoms are vaguely defined. Block 7 pro-
vides the opportunity to specify one of four methods of symptom confirmation
which the technical writer may consider for inclusion in the manual.

Block 8, Fault Isolation Method. One of the criteria to be used in develop-
ing a fault isolation strategy for a symptom is the method and time required
to inspect or test for the presence of individual failure modes represent-
ing possible causes of the symptom. Other factors being equal, failure
modes that are quick and easy to check will be scheduled ahead of those

that are difficult and time-consuming. This block records the method of
fault isolation to be used to investigate the failure mode identified in
Block 1. This may be a preliminary judgement pending an analysis of system
test requirements.
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Block 9, Fault Isolation Test Parameter. In this block is recorded the oper-
ating parameter or physical condition that will be used as the criteria for
investigation of the failure mode (continuity, pressure, flow rate, etc.).

A partial preliminary list of coded generic test parameters is contained in
Appendix D.

Block 10, Fault Isolation Time. This block records the estimated time in
man-hours required to inspect or test for the failure mode recorded in
Block 1.

Block 11, Fault Isolation Error Probability. Another factor that might

be significant in development of the fault isolation strategy is the pro-
bability of a diagnostic error, i.e., that the mechanic concludes incor-
rectly that the failure mode he is checking for does exist and replaces

the wrong part or component. Where a high probability of error exists,

it may be desirable to schedule the testing of failure modes with a lower
probability of occurrence and/or higher fault isolation time ahead of the
high risk tests. The probability of an error is related to the ability

to conduct a test that produces consistent and nonambiguous results. A
high level of confidence in the test may not always be possible, especially
in cases where the only method of checking for a failure is to substitute
another component. This block records an estimate of the error probability,
based on the failure mode recorded in Block 1 and the fault isolation meth-
od indicated in Blocks 8 and 9.

Block 12, Fault Isolation Error Effect. The effect of a fault isolation
error may also be a factor in development of the fault isolation strategy.
If the only effect of an error is lost time, it is of much less concern
than if mission or safety are affected. This block records a judgement of
the most serious consequences of an error in fault isolation

DATA PROCESSING

The data processing system for FIAT consists of two PL/1 computer programs
and a number of utility sort routines as shown in Figure 21. The File-
Generator program merges the sorted keypunched data records into a disk

file called the Fault Isolation Task Candidate File. Simultaneously it
generates a working file that becomes the primary input for the Report-
Generator program. Other inputs to the Report-Generator program include

the Work Unit Code File and the four code table files: Function Description,
Malfunction Description, Nature or Degree Description and Test Parameter
Description.
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The Report-Generator program produces two reports that are used in the
preparation of fault isolation procedures for a system: the Fault Isola-
tion Task Candidates List and the Outline Fault Isolation Procedures List.
Each time either of the two reports is generated, a listing of the coded
input file, sorted in the sequence of the report, is also generated. The
coded input list is used for file editing, and a file sequence number is
generated to facilitate locating records on the file. Whenever a program
run involves updating of the Work Unit Code File or any of the four code
table files, a listing of the updated file(s) is also produced (Figure 22).

FAULT ISOLATION TASK CANDIDATES LIST

The format of the Fault Isolation Task Candidates List is shown in Figure
23. The list is organized by symptom description. Consistent with the
established format, each symptom is comprised of the observed system or
component, the malfunction description, nature or degree of the malfunction
(if applicable) and the conditions under which it occurs. A given symptom
is comprised of from one to three individual symptoms and one or two symp-

tom conditions. The arrangement of this information in the listing is shown
below:

SYSTEM OR COMPONENT/
MALFUNCTION DESCRIP/

NATURE OR DEGREE SYMPTOM CONDITIONS
SYSTEM MALFUNCTION CONTRIBUTING FUNCTION
MALFUNCTION DESCRIP DESCRIPTION
NATURE OR DEGREE

AND INSTRUMENT INDICATION DUR SYSTEM-LEVEL FUNCTION
MALFUNCTION DESCRIP DESCRIPTION

NATURE OR DEGREE
AND CREW SENSORY PERCEPTION

MALFUNCTION DESCRIP

NATURE OR DEGREE
This information is translated directly from the corresponding entries in
Blocks 2 through 6 of the Symptom/Cause Data Record input form.

A symptom description includes as a minimum one of the three types of symp-

toms and the condition represented by the associated system-level function.
For example:

SYSTEM OR COMPONENT/
MALFUNCTION DESCRIP/

NATURE OR DEGREE SYMPTOM CONDITIONS
AIRCRAFT INSTRUMENT DUR SYSTEM-LEVEL FUNCTION
INDICATED MALFUNCTION DESCRIPTION
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WORK UNIT CODE DICTIONARY
WUC - DEFINITION
22100 - ENGINE
22111 - HYDROMECHANICL UNIT
....2211111 - NG GOVERNOR . .
2211112 - NG FEEDBACK LINKAGE
2211113 - NG SPEED SERVO
2211114 - SPEED SET LINKAGE
2211115 - NP _SERVO SYSTEM i
2211116 - MULTIPLYING LINKAGE
2211117 - METERING VALVE
2211118 - POMER AVAILABLE SPN
_..2211121 - NG OVERSPEED VALVE
2211122 - SHUTOFF VALVE
2211123 - PRESSURE REG VALVE
2211124 - T2 SENSOR
22112 _ - ELECTRICAL CONT UNT
2211211 - MODULE Al
2211212 - MODULE A2
2211213 - MODULE A3
............ 2211214 - MODULE A4 o
2211215 - MODULE A5
2211216 - MODULE A6
2211217 - FILTER HOUSING
...... 2211218 - EMI FILTER BOX
22113 - ACCESSORY MODULE
2211312 - IGNITION LEADS
2211314 - CONT INPUT DRIVE SH
,,,,,,,,, 2211321 - RADIAL DRIVE SHAFT
2211322 - OIL COOLER
2211323 - IGNITION EXCITER
2211324 - ALTERNATOR
______ 2211325 - ELEC CABLE ASSY
2211326 - SEQUENCE VALVE
2211327 - FUEL BOOST PUMP
22121 - COLD SECTION MODULE
o 2812112 = QUTPUT SHAFT
2212118 - INLET GUIDE VANE
2212135 - MAIN FUEL MANIFOLD
2212137 - FUEL INJECTOR
2212145 - ANTI-ICE DUCTING
2212146 - VAR GEOM LINKAGE
2212147 - P3 SENSOR
2212148 - PRIMER FUEL NOZZLE
22122 - HOT SECTION MODULE
" 2212211~ GAS GENERATOR ROTOR
2212231 - TURBINE STATOR ASSY
2212233 - PRIMER FUEL NOZZLE
... 22123 - IGNITORS P
77 2212300 - IGNITORS i
22150 - ENGINE FUEL SYSTEM
22160 - ENGINE OIL SYSTEM
24110 - APU
e 180 APU FUEL SYSTEM ™"
26415000 - APU FUEL SYSTEM
24156 - APU FUEL CONTROL

Figure 22,

" CODE DICTIONARY

CODE TYPE - 2, OBSERVED FAULT
CODE - DEFINITION
B S e
1 - LOUD NOISE
2 - UNUSUAL NOISE
8 - FAILS TO ACCELERATE
...... 15 - ACCELERATES SLOWLY
82 - BINDING
212 - FAILS TO DROPOUT
283 - FAILS TO EXTINGUISH
............................ 315 - FUEL FLOW ERRATIC
316 - FUEL BOOST INDICATN
318 - INSUFFICIENT FUEL
320 - NO FUEL FLOW
______ 350 - HOT STARTS X
385 - FAILS TO ILLUMINATE
387 - ILLUMINATED
395 - NO SIGNAL INDICATN
456 - FAILS TO MOTOR
457 - MOTORS SLOWLY
508 - FAILS TO OPERATE
594 - FLUCTUATING
596 - HIGH PRESSURE k&
603 - READS ZERO
606 - LOW PRESSURE
615 - NO START AIR
635 - READS HIGH
636 - READS LOW
715 - RPM ERRATIC
717 - RPM HIGH
718 5 Rp" Lo“ semens  mrweas  seesan  upesss
735 - SHUTS DOWN
768 - STALLS
772 - FAILS TO START
778 - STARTS SLOWLY
662 - READS HIGH
862 - FAILS TO XFER FUEL
878 - TRAVEL RESTRICTED
940 - VIBRATION
""" 7941 -7LOSS OF POMER

FIAT Dictionary Printout
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An example of a symptom description entailing all of the possible elements
of information is given below:

SYSTEM OR COMPONENT/
MALFUNCTION DESCRIP/

NATURE OR DEGREE SYMPTOM CONDITIONS
CARGO HOIST CABLE CARGO HOIST SWITCH
BINDING ENGAGED
INTERMITTENTLY

AND HOIST HYD PRESSURE LT DUR CARGO HOIST
ILLUMINATED OPERATION
INTERMITTENTLY

AND CARGO HOIST WELL

UNUSUAL NOISE

A RHIERE T cade Sl (0TI T G0y s nl gl RaRd g
Symptoms will infrequently involve all of these elements of information,
however, and a more typical symptom description is given below:

SYSTEM OR COMPONENT/
MALFUNCTION DESCRIP/

NATURE OR DEGREE SYMPTOM CONDITIONS
TURBINE INLET TEMP IND DUR ENGINE
READS HIGH IDLE

— — — — — — — — — — — — — — —— — — — — —  —

When a symptom includes both an observable system malfunction and an instru-

ment indication, the symptom appears twice in the Candidate Listing, once
in the order of system malfunction, followed by instrument indication, and
once in the order of instrument indication, followed by system malfunction.
This is done to provide to the technical writer the option of covering the
symptom either with other system malfunctions of that type, with other
instrument indications of that type, or both ways. In the case of an
engine starting malfunction accompanied by a fuel pressure warning light,
for example, the technical writer could elect to cover the symptom with
other engine starting problems or with fuel pressure light indications
occurring under other circumstances. The Candidate List includes the symp-
tom with the other engine starting problems and with the other fuel pres-
sure light indications to facilitate making this determination.

The next field of the Candidate List contains the estimated flight-hour

frequency between symptom occurrences. This estimate is obtained by sum-
ming the predicted failure rates for all of the failure modes identified
as possible causes of the symptom. In cases where a symptom is caused by
failure modes that are also causes of other symptoms, the estimated fre-

quency of occurrence of the respective symptoms will be overstated. This
happens Lacause the entire failure rate is accounted for in the predicted

frequency of each symptom rather than apportioned among the relevant symptoms.
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To apportion the failure rate in this manner would require a knowledge of
the circumstances under which the failures are likely to occur or be dis-
covered. For example, related to engine failures, it would be necessary
to know how often given failures would occur or be found during engine start-
ing versus engine idle, etc. This information is not normally available.

The method of fault confirmation (derived from Block 7 of the input data
record) is recorded in the next field of the Task Candidates List.

Possible causes of the symptom are listed in the order of minimum to maxi-
mum expected fault isolation time. The expected fault isolation time is
obtained as a product of the probability of that failure mode causing the
subject symptom and the estimated time to inspect or test for the presence
of that failure. The probability of each of the listed failure modes be-
ing the cause of the symptom is obtained as a ratio of the failure rate
associated with that mode to the sum of the failure rates for all failure
modes related to that symptom.

Where failure modes relate to internal parts of an LRU (seven-digit WUC),
the probability and fault isolation time associated with each failure mode
are listed individually, and the contribution of all internal part failure
modes to the parent LRU is shown. This situation is presented in the fol-
lowing format:

FAULT

CAUSE ISOL.

POSSIBLE CAUSES PROB. TIME

LRU COMPONENT
INTERNAL FAILURE .80 .95
XINTERNAL PART .35 .25
FAILURE MODE

*XINTERNAL PART .45 1.50

FAILURE MODE R i e
Internal part failure modes are identified by the computer program via the
presence of a seven-digit WUC in the failure mode description field of the
input record. When a seven-digit WUC is encountered, the program looks up
the nomenclature of the next higher LRU, which is identiiied by the first
five digits of the WUC. A cause probability for the LRU is obtained by
summing the cause probabilities of the internal failure modes, and an aver-
age LRU fault isolation time is calculated as a weighted average of the
internal part fault isolation times.
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The cause probability and average fault isolation time calculated for the
LRU are used to determine its placement in the ordering of possible symptom
causes, and the LRU is always listed as a group with its respective inter-
nal part failure modes. If a single inspection or test can be used to
check for the presence of any of the internal part failure modes, the LRU
is properly ordered with respect to the other LRU-level causes listed for
the symptom. If different inspections or tests would be used to check

the LRU, depending on the internal part failure mode, the internal part
failure modés should be treated independently or in sub-groups as indi-
vidual symptom causes. In these cases, the internal part failure mode may
not be properly ordered with respect to other LRU-level causes. The engi-
neer or technical writer will have to account for these situations in
development of the fault isolation strategy.

The sequence in which the possible symptom causes are listed constitutes
the most efficient fault isolation procedure, based on the estimated prob-
ability and fault isolation time and the assumption that each of the pos-
sible causes would be investigated independently in the process of isolat-
ing the fault. In practice the possible causes of a symptom will often
not be investigated independently, one at a time, but rather in logical
groups or sets. It is often possible to devise single inspections or tests
that will rule out a number of possible causes or, alternatively, indicate
that the fault exists among a select few of the possible causes. Other
factors, such as the probability and consequences of a diagnostic error,
may also influence the sequence in which troubleshooting is conducted.
These are determinations that must be made by the engineer or technical
writer during preparation of the troubleshooting procedure.

Review and Consolidation of the Task Candidates List

The Fault Isolation Task Candidates List displays as a separate symptom
every unique combination of symptom descriptors, i.e., observable system
malfunction, instrument indication, crew sensory perception, and symptom
conditions. A change in any of these descriptors is recognized by the pro-
gram as a unique symptom. In many instances, variations that distinguish
one symptom from another are not significant insofar as fault isolation

is concerned. A warning light appearing during ground idle will initially
be interpreted as a different symptom than the same warning light appear-
ing in flight. A flickering light will be interpreted as a symptom differ-
ent from a continuous 1ight, etc. From the standpoint of troubleshooting
the condition under which the 1ight appears and the quality of light may
be irrelevant, and all of the symptoms can be condensed into one. An ana-
lysis of the Fault Isolation Task Candidates List is made to combine similar
or identical symptoms and to organize the symptoms into logical sets for
coverage by fault isolation procedures.
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Editing of the Task Candidate File

As he reviews the list of fault isolation task candidates, the engineer or
writer annotates the listing to modify, condense and regroup symptoms and i
causes. These changes are then transferred to the companion listing of
data printed in file-image code form (Figure 24) and the file is updated
via an on-1ine computer terminal.

In some cases it may be desirable to physically alter the file to condense
two or more symptoms into one. A case where this might be done is one in
which two symptoms having identically the same causes differ only in the
conditions under which they occur, and the conditions are deemed irrelevant

to troubleshooting the symptom. The two symptoms could be replaced by one #
by removing the condition description from one set of symptom/cause records
and eliminating the other set of symptom/cause records entirely. The
change is shown schematically below:

RECORD SYMPTOM CONDITIONS CAUSES
‘ 1 CAUTION LIGHT —EROUND-HH SWITCH
2 CAUTION LIGHT ~GROGNDFBHE— VALVE
3 CAUTION LIGHT —GROUND—IDLE— RELAY
b CABTIONHHBHT————FN—FLEGHT —SwHHeH—
o AN R INFLIGHT— VAV — J

indicates deletions

The effect of this type of change is to remove as symptom criteria the
conditions under which the symptom occurs. When the file is processed
after editing only one symptom, having no condition associated with it,
will appear:

RECORD SYMPTOM CONDITIONS CAUSES
1 CAUTION LIGHT SWITCH
2 CAUTION LIGHT VALVE
3 CAUTION LIGHT RELAY

g S
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Changes such as this should be made cautiously because, while the conditions
under which the symptom occurs may not affect the troubleshooting procedure,
knowing these conditions may be of value to the technical writer in pre-
paration of the procedure. Once the file has been physically altered in
this way, the information is lost. If a need for such information is likely,
it would be preferable to have the symptom tabulated twice in the Outline
Fault Isolation Procedure. After symptoms have been assigned troubleshoot-
ing procedure numbers, they will be grouped in the report under that pro-
cedure so that the technical writer will be easily able to detect such
duplications.

Assignment of Fault Isolation Procedure Numbers

In the final task related to review and consolidation of the Fault Isola-
tion Task Candidates List, the technical writer decides on the content of
the various troubleshooting procedures that will comprise the manual and
groups symptoms according to the procedure under which they will be covered.
This is done by assigning to each symptom a fault isolation procedure num-
ber which is added to the respective computer file record via an editing
procedure.

The computer file record has a field reserved in two locations for entry
of the fault isolation procedure number, one field following the system
malfunction description codes and one follow#ing the instrument indication
description codes. As was explained earlier, when a symptom includes both
an observable system malfunction and an instrument indication, the symp-
tom is generated twice in the Fault Isolation Task Candidates List. The
engineer or technical writer decides to cover the symptom primarily as a
system malfunction or primarily as an instrument indication and designates
this choice by entering a fault isolation procedure number in one of the
two available locations in the computer file record. When the program
generates the Outline Fault Isolation Procedures List, the final output of
FIAT, it locates the symptom under the designated fault isolation procedure,
printing the system malfunction description first or the instrument indi-
cation description first, depending on which of the two record locations
contains the procedure number (Figure 25). In the unusual situation where
the engineer or technical writer decides to cover the same symptom under
two different fault isolation procedures, both procedure numbers are entered
in the record. If it is decided for any reason to omit a symptom from the
manual entirely, both procedure number entry locations in the file record
are left blank, and the symptom is grouped with other unassigned symptoms
in the Outline Fault Isolation Procedures List.
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Symptom Descriptive Codes

A

/i 5 )
System Instrument Other Crew Symptom Balance of
Malfunction Indication Perception Conditions Record

* '

Procedure No.
Entry Locations

t Entry here produces:

Instrument Indication/
System Malfunction

Entry here produces:

System Malfunction/
Instrument Indication

Figure 25. Location of Fault Isolation Procedure Number
Establishes Symptom Hierarchy

OUTLINE FAULT ISOLATION PROCEDURES LIST

When the file editing and assignment of fault isolation procedure numbers
has been completed, the computer program is run again to generate outline
fault isolation procedures and related indexes for the system. The Outline
Fault Isolation Procedures List (Figure 26) has the same format as the
Fault Isolation Task Candidates List except that it is organized by the
fault isolation procedure number appearing in the upper left corner of the
page. The listing is sorted by symptom within procedure number, and each
change in procedure number begins a new page.

The Outline Fault Isolation Procedures List is the technical writer's gquide
for preparing the maintenance manual. It provides him a comprehensive des-
cription of the symptoms and possible causes that will comprise the content
of each fault isolation procedure. The possible causes of each symptom are
listed in a suggested order of troubleshooting, and key elements of infor-
mation such as test methods and estimated troubleshooting times are given.

The Outline Fault Isolation Procedures List is a working guide; additional
work must be done by the technical writer to prepare the text and illustra-
tions that will make up the maintenance manual. Further, while bringing
together much of the information he will need to write the fault isolation
procedures, the guide does not relieve the technical writer of the need to
exercise independent judgement and depart from the guide where suggested
by individual experience.
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Symptom/Cause Indexes

After incorporation of the fault isolation procedure numbers, the Fault
Isolation Task Candidates File contains the information that the program
uses to generate an index of symptoms cross-referenced to the procedures

in which they are covered. A sample is shown in Figure 27. Because of
changes that are likely to take place in the content and organization of
individual procedures in the process of preparing the manual, the computer-
generated symptom index may require some modification before incorporation
in the manual. Also, the generic terms that are used to translate coded
information into symptom descriptions may be highly condensed and require
expansion and/or editing.

Troubleshooting Procedure Entry Points

For complex sequences of events such as the one associated with engine
starting, a given fault may be reported a number of different ways. With
respect to engine starting, the most general symptom that can be reported
is "Engine fails to start". There are a host of more specific symptoms
that might be reported, however, and one aim of the troubleshooting pro-
cedure should be to require the mechanic to identify the symptom as speci-
fically as possible. This having been done, troubleshooting can commence
at the most efficient entry point in the procedure.

Failure to describe a symptom as specifically as it might be described may
be due to carelessness on the part of the observer or to poor communication
between the observer and the mechanic. Where it is known that a symptom
that might be reported can always be described more specifically, that symp-
tom should not be listed as a valid symptom in the troubleshooting pro-
cedure. In the case of engine starting problems, the symptom "Engine fails
to start" would be considered invalid, since the fault can always be des-
cribed more specifically. For example,

Starter fails to engage

Engine fails to motor

Engine motors but fails to start

Etc.
The troubleshooting procedure should always require that the symptom be
described as specifically as the available information permits, requiring
if necessary that the function be attempted again to acquire that infor-
mation. In the case of engine starting, if the mechanic lacks information
needed to pinpoint the symptom he should be directed to attempt an engine

start and duplicate the reported fault, recording pertinent observations
and instrument readings in the process.

137




X3pu] S34Npadoud uoL3e|os( 3Lnej

"£2 3unbLy

. . 3SION ano1l L . 3NIONI _ GNV : . R
£0-TT SNILVNLONTA HIVL N39 SV9 VNG ONV s1vis INION3
£0-11 NMOQ SLNHS aNISh3
i o o s T
10-11 MOl savay HIVL N39 SV9 VNG QNV ATHOTS SHOLOW INION3
R L AR . MO1 SGV3¥  HOVL N39 SV9 VNG OGNV ATHOTS SHOLOW o .. 3NION3
£0-11 MO1 Ssavay HOVL N39 SV9 VNG  ONV ¥3anod 40 SSO1 aNION3
QO=RY = s HOIH Sav3y YOLVOIGNI LIIL IVNA OGNV SW¥VIS MOH . . .. ... 3NI9N3
90-11 1¥v1S 0L S1IV4 aNION3
; 3SION TvasnNn . 3NIONI  anv e AP LR B o I ety B T 2 i
10-T1 043z saviy HOVL N39 SV9 1vNQ  aNV ¥OLOW OL STIVd INION3
10-1T 043z savay HOVL N39 SV9 1vNd  GNY U010W OL S1IVd aNI9ON3
o1-0f TTTTTHSINONILXE 0L S1IVA L1 ANSAGY LHVIS ONI
20-0% S1HV1S 10H 3NISNA  ONV HOIH SQV3¥  ¥OLVIIGNI LIL VNG
3SION IvnsnNn " T NTONTR A T T R T Gt
90-0¢ AIMOTS SHOLOM INIONI  ONV MO Savay HOVL N39 SV9 1vna
. 90-o¢ ATMOTS SHOLOHW o ANISNA OGNV MOl savad HOVL N39 SV9 1vna
90-0¢ ¥3Mod 40 SSO1 aNI9N3  ONV H01 savay HOVL N39 SV9 vna
- e s . .. MO0 SQVEW | HOVL N39 SV9 TVNQ
90-0% >._zo <._.<m un_mz<w HOIH savay HOVL N39S SY9 1vna
“60-0% sNvis “UaNIoNd T anv SNILVALINA #Ivi N39 Sv9 Tvna
3¥na330ud HOLAHAS

JHVYN WOLdHAS A9 S3UNAII0¥d 40 XIGNI

-y 1¥0d3¥ L VI 4

138




There may be rare cases where attempting to duplicate a fault for the pur-
pose of acquiring more information may present a risk of injury or damage
to equipment. This would be true of serious flight control problems. In

such cases, mandatory inspections and checks would be performed without
regard to efficiency or cost.
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CONCLUSIONS

Fault isolation maintenance is an important contributov to the cost of
operating Army helicopters. For the CH-54 helicopter, which served as
the model for this study, it was determined that approximately 1 in 3
corrective maintenance actions on nonavionics systems involves some
type of fault isolation. The average troubleshooting task was found
to consume approximately 1.4 man-hours. The direct cost of fault iso-
lation maintenance on nonavionics systems of the CH-54, including the
assessed cost of documented errors in troubleshooting, was estimated
at $25 per flight-hour. It is believed that the cost of undocumented
errors and of indirect maintenance expenses (administration, quality
control, etc.) would, if known, add substantially to this cost.

A large proportion of the fault isolation maintenance on nonavionics
systems of the helicopter stems from the failure of aircraft instru-
ments and warning devices. It was found with the CH-54 that approxi-
mately 50% of all symptoms observed via aircraft instruments and warn-
ing devices were attributed to a failure of the instrument or warning
device rather than to a failure of the monitored system. Approximately
1 in 5 of all troubleshooting actions on nonavionics systems of the
aircraft involved these modes of failures.

Field personnel receive minimal formal training in fault isolation
maintenance; troubleshooting skills are mainly acquired on the job.
Test equipment other than hand-held meters and gages is rarely used for
troubleshooting.

Fault isolation maintenance data on present-day Army systems is gener-
ally poor. Major criticisms involve widespread omissions of signifi-
cant symptoms and causes, poor organization and indexing of information,
and inefficient troubleshooting procedures. Problems with language

and communication are also frequently cited.

The development of a Troubleshooting Specialist MOS similar to that
of the Aircraft Technical Inspector appears to offer the potential
for alleviating many of the skill-related problems in fault isolation
maintenance.

An improved method of developing fault isolation maintenance data for
complex systems was formulated and applied under this program. The
method is called FIAT (Fault Isolation Analysis Technique).
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RECOMMENDATIONS

The FIAT method developed under this program appears to be technically
and procedurally compatible with existing Army requirements in the areas
of R&M (Reliability and Maintainability), LSA (Logistics Support Analysis)
and SPA (Skill Performance Aids). If, in the judgement of the Army, FIAT
merits further development, it is recommended that a program be undertaken
to integrate the technique into the engineering development process for
new systems. As part of this effort, certain refinements to FIAT and an
expansion of its capability beyond that permitted by the scope of this
current program should be considered.

For future use, a detailed user's guide should be published, and the

5 FIAT methodology should be integrated into existing R& and LSA programs.
The dictionaries of terms and parameters shown in sample form in this

' report should be expanded to facilitate employing FIAT and to promote
standardization in its use. Several refinements to the FIAT computer
programs also appear desirable.

It is recommended that the algorithm for the preferred troubleshooting
strategy incorporated in FIAT be expanded to include consideration of the
discrimination capability of the available tests. With this addition,
the analyst would define one or more tests with which to investigate the
symptom and would determine the discrimination capability of the test
relative to each of the possible symptom causes (eliminates the cause,
confirms the cause, fails to discriminate). This would be documented

via simple checklist-type decisions and entered into the FIAT data base.
With this additional information, FIAT will analyze the probability of |
each symptom cause and such factors as the time to perform each test, !
the overall discrimination capability of and confidence level in each test, ;
and the possible redundancy among tests. FIAT will then eliminate un- ‘
necessary tests, select the best order for the remaining tests, and

establish the troubleshooting strategy that provides the lowest expected

time and cost to fault isolate. Computer graphics could be used to

produce troubleshooting tables and/or logic trees, eliminating a

large part of the technical writing task.
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100

110

130

131

132

133

140

141

142

143

144
145
146
147

150
151

152

APPENDIX A
AIRCRAFT SYSTEM AND COMPONENT CODES

AIRCRAFT GENERAL
AIRFRAME SYSTEM
LANDING GEAR SYSTEM
Nose Landing Gear

01 Nose Wheel

02 Nose Wheel Lock

Main Landing Gear
01 Main Landing Gear Strut

Wheel Brakes

01 Parking Brake

02 Wheel Brake
FLIGHT CONTROLS SYSTEM

Collective Controis
01 Collective Stick

Cyclic Controls

01 Cyclic Stick

02 Aft Pilot's Cyclic
Directional Controls

01 Directional Control Pedals
02 Directional Control Pedal Adjustment
AFCS Servo

Main Rotor Primary Servo

Tail Rotor Servo

Stick Trim System

01 Stick Trim Switch

02 Stick Trim Release

03 Stick Trim Circuit Breaker
ROTOR SYSTEM

Main Rotor System
01 Main Rotor Droop Stop

Tail Rotor System
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220
221

222
223
224
225

240
241

242
243
244
245
246

247

260
261

262

TURBOSHAFT ENGINES

Engine Fuel System
01 Fuel Control

Engine Lube System

Engine Electrical System

Engine Ignition System

Engine Bleed Air System

01 Engine Bleed Air Strap

02 Engine Bleed Air Circuit Breaker

AUXILIARY POWER PLANT (APP)

APP Fuel System
01 Fuel Control

APP Lube System

APP Electrical System
APP Ignition System
APP Controls System

APP Start System
01 Accumulator
02 Start Motor
03 Start Circuit Breaker

APP Instruments System

01 EGT Indicator

02 Hour Meter

03 Tach Indicator

04 Temperature Indicator

05 Panel Lights

06 Fuel Pressure Warning Light

DRIVES AND TRANSMISSIONS
Gearboxes/Clutches/Shafts
01 Main Gearbox

02 APP Clutch
Transmission 0i1 System

01 Main Gearbox 0il1 Pump
02 O0il Cooler Blower
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263

290
291

292
293

294

295
296
410
4n

420

421

422

423

440
44

Rotor Brake System
01 Rotor Brake Motor
02 Rotor Brake Relay

POWER PLANT INSTALLATION

Power Plant Controls
01 Collective Bias Control

02 N1 Lever
03 N2 Control
04 Trim

05 Engine Overspeed Test
06 Engine Overspeed Circuit Breaker
07 Fuel Shutoff Lever

Aircraft Engine Lube System

Engine Ignition/Start System

01 Starter

02 Start Abort Switch

Engine Air Particle Separator (EAPS)
01  EAPS Blower

02 EAPS Door

03 EAPS/Anti-Ice Valve

04 EAPS Circuit Breaker

Engine Mounts

Engine Exhaust System

ICE CONTROL SYSTEMS

Engine Anti-Ice System

01 Engine Anti-Ice Valve

02 Engine Anti-Ice Circuit Breaker
ELECTRICAL POWER SUPPLY SYSTEM

AC Power Supply System
01 Generator

DC Power Supply System
01 Battery

02 Rectifier

Pod Power Supply System
LIGHTING SYSTEM

Exterior Lighting System
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442 Interior Lighting System

443 Pod Lighting System

450 HYDRAULIC POWER SUPPLY SYSTEM
451 Tandem Servo Hydraulic System

01 1st Stage System
02 2nd Stage System

452 Utility Hydraulic System
01 Utility System Filter D/P Indicator

453 Cargo Hoist Hydraulic System
01 Cargo Hoist Hydraulic Pump
02 Hoist Filter D/P Indicator
03 Hoist Isolation Valve
04 Makeup Hydraulic System
05 MLG Jack/Kneel System

454 Rotor Brake Hydraulic System
460 AIRCRAFT FUEL SUPPLY SYSTEM
461 Main Fuel Supply System
01 Aft Fuel Tank
02 Forward Fuel Tank
03 Aux Tank
04 Range Extension Tank
05 Fuel System Circuit Breaker
06 Fuel Tank Crossfeed
490 MISCELLANEOUS UTILITIES
491 Fire Detector System
492 Fire Extinguisher System
493 Windshield Wiper System
| 494 Windshield Washer System
495 Heating and Ventilating System
01 Cabin Heater
02 Fan

' 496 Defroster System
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497

498

510
511

512

513

Cargo Hoist System

01 Cargo Hoist Pump

02 Cargo Hoist Circuit Breaker

03 Cargo Hook

04 Cargo Hook Electrical Release

05 Cargo Hook Circuit Breaker

06 Cargo Hook Decoupler

07 Hoist Switch

08 Hoist Down Actuator

09 Hoist Temperature Circuit Breaker

Load Leveler System

01 Four Point Cargo System

02 Four Point System Emerg. Air Bottle
03 Load Leveler

04 Load Leveler Accumulator

05 Cargo Lashing Reel

INSTRUMENTS SYSTEM

Flight and Navigation Instruments

01 Flight Director Indicator

02 Roll Indicator

03 Airspeed Indicator

04 Altimeter

05 Attitude Indicator

06 Course Indicator

07 Hover Indicator

08 Outside Air Temperature Indicator .
09 Performance Indicator \
10 Radio Magnetic Indicator

11 Standby Compass

12  Turn and Slip Indicator

13  Vertical Velocity Indicator

14  Aft Pilot's Roll Indicator

Hydraulic System Instruments 4
01 Utility Hydraulic Pressure Indicator
02 2nd Stage Hydraulic Pressure Indicator

Engine and Fuel System Instruments
01  Aux Fuel Quantity Indicator

02 Engine Fuel Pressure Indicator
03 Engine 0il Pressure Indicator
04 Engine 0i1 Temperature Indicator
05 EPR Indicator

06 Fuel Flow Indicator

07 Fuel Pressure Indicator

08 Fuel Quantity Indicator

09 N1 Tach Indicator

10 N2 Tach Indicator
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513

514

515

Engine and Fuel System Instruments (Cont'd)
11  Torquemeter

12 Triple Tach Indicator

13  EGT (T5) Indicator

Drive and Rotor System Instruments
01 NR Tach Indicator

02 MGB 0il1 Temperature Indicator
03 MGB 0il Pressure Indicator

Advisory and Warning Lights

01 Airframe Fuel Filter Light
02 AFCS Auto Fail Light

03 Anti-Ice Light

04 APP EGT Light

05 APP Fire Light

06 APP Fuel Pressure Light

07 APP Hydraulic Pressure Light
08 APP 011 Pressure Light

09 Aux Fuel Pressure Light

10 Boost Pump Light

11 Cargo Hook Unlocked Light
12 Gearbox Chip Light

13 CIPR Light

14  EAPS Pressure Light

15 EAPS/Anti-Ice Light

16  Fuel Pressure Light

17 Engine Fire Warning Light
18 Engine Flame-Out Light

19 Engine 0il Pressure Light
20 Fuel Bypass Light

21  Fuel Flow Light

22  Fuel Low Level Light

23  Fuel Temperature Low Light
24  Generator Warning Light

25 Heater Hot Light

26 Hoist Isolation Warning Light
27 Hoist Low Pressure Light
28 Hoist 0i1 Hot Light

29 Cargo Hook Open Light

30 IGB Chip Light

31 IGB 0il Pressure Light

32 Landing Gear Kneel Light
33 Load Leveler Unlocked Light
34 Master Caution Light

35 MGB Chip Light

36 MGB 0i1 Pressure Light

37 Parking Brake Light

38 Rectifier Warning Light

39 Rotor Brake On Light

40 Rotor Brake Pressure Light
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515 Advisory and Warning Lights (Cont'd)
41 Rotor Droop Light
42 Tail Skid Advisory Light

i 43 TGB 0il Pressure Light

: 44 MGB 0i1 Temperature Light

i 45 Turn and Slip Light

46 Utility Hydraulic Warning Light

47 VWS Warning Light

48 1st Stage Servo Light

49 2nd Stage Servo Light

516 Utility System Instruments
01 Cargo Hook Temperature Indicator
02 Clock
03 Hoist Cable Length Indicator
04 Hoist 0i1 Temperature Indicator
05 Winch Tension Indicator

517 Pitot Static System
: 518 CIPR/VWS Systems

570 AFCS System
01 Yaw Channel
02 Yaw Channel (NORM)
03 Yaw Channel (REM)
04 Yaw and Roll Channels
! 05 Roll Channel
06 Roll Channel (NORM)
07 Rol11 Channel (REM)
08 Pitch Channel
09 Pitch Channel (AUX)
10 Pitch Channel (NORM)
11 Pitch Channel (REM)
12 Pitch and Rol1 Channels
13 Bar Alt Mode
14 AFCS Trim
15 AFCS Trim Circuit Breaker
16  Remote Stick
17  Auto Fail Reset
18 Control Switch
} 19 Circuit Breaker
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APPENDIX B - MALFUNCTION DESCRIPTION CODES

Abort Start, Fails to 131 Charge, Fails to Hold
Abort Test, Fails to 133 Charge, Loss of
Accelerate, Fails to 140 Chattering
Acceleration Erratic 145 Clicking
Acceleration Fast 150 Close, Fails to
Acceleration Slow 153 Close, Unable to
Actuate, Unable to 160 Come on Line, Fails to
Actuation, Inadvertent 163 Come on Line, Slow to
Adjust, Unable to 168 Compress, Fails to
Adjustment Improper 175 Contaminated
Agree, Fail to 178 Control Authority Inadequate
E 040 Attitude, Fails to Hold 180 Control Feel Strange
j 042 Attitude Improper 182 Control, Loss of
050 Autorotation RPM High 185 Control Response Improper
055 Autorotation RPM Low 190 Creeping 1
070 Backfires 195 Cycling On and Off i
E 075 Beep, Unable to 200 Decelerates Too Fast i
080 Biased 204 Depressed, Fails to Remain
1 082 Binding 208 Discharged %
090 Bottoms 212 Disengage, Fails to :
095 Bounces 213 Disengage, Unable to
120 Cage, Fails to 214 Disengages Inadvertently
4 122 Calibrate, Unable to 216 Displaced _
j 125 Center, Fails to 220 Dragging #
130 Charge, Fails to 224 Drifts
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228
232
245
248
250
251
253
256
260
263
266
267
270
274
276
280
283
286
289
290
293
295
297
298
300
302
304

Droops

Drops Off Line
Engage, Fails to
Engage, Late to
Engage, Slow to
Engages Erratically
Engages Inadvertently
Engages Incompletely
Erect, Fails to
Erect, Fails to Remain
Erect, Slow to

Erects Off Center
Erratic

Extend, Fails to
Extended

Explosion

Extinguish, Fails to
Extinguishes

Fails Repeatedly
Feedback, Abnormal
Filling, Stops

Fire

Flag Displayed

Flag Fails to Display
Flame Out

Flaming

Flashing

308
312
315
316
317
318
320
324
328
330
334
336
337
340
343
346
347
348
350
352
360
365
367
380
382
385
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Flickering

Flow, Erratic

Flow, Fluctuating

Flow Indicated, Valve Closed
Flow, Intermittent
Flow, Restricted

Flow, Zero

Fluctuating

Friction, Inadequate
Friction, Uneven
Frozen

Fuel Dumping
Fumes/Odor

Hangs up

Hardover

Heading, Fails to Hold
Heavy

Hold, Fails to

Hot Start

Hunting

Grabbing

Idle Improper

Idle, Unable to Adjust
Idles Fast

Idles Slow

IT1luminate, Fails to




387
390
394
395
396
398
405
406
407
410
413
415
420
424
428
430
435
438
440
445
450
453
456
460
465
468

I11uminated
I1luminated, Remains
Inaccurate
Indication, No
Inoperative
Intermittent
Jack, Unable to
Jack's Slowly
Jammed

Jumps

Kicks

Kneel, Fails to
Lagging

Leaking

Limits, Improper
Limits, Out of

Lock, Fails to

Locked, Fails to Remain

Locked, Remains
Malfunctioning
Motion Erratic
Motor, Continues to
Motor, Fails to
Motoring

Needle Displaced

Needles Split

472
475
480
483
484
490
492
494
497
500
505
508
512
515
518
522
525
530
534
538
542
550
554
557
560
562
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Noise, Unusual

Noisy

Null, Fails to

Null, Remains at

Null, Unable to

0il1 Consumption Excessive
0i1 Discharge

Open, Fails to

Open, Unable to

Opens Inadvertently
Operate, Continues to
Operate, Fails to
Operating, Stops
Operation, Fast
Operation, Inadvertent
Operation, Intermittent
Operation, Slow
Oscillates

Output Inadequate
Overfills

Overspeed

Park, Fails to

Pegged

Phase, Out of

Pitches

Play Excessive




563
565
570
572
574
578
582
585
588
590
594
596
600
603
606
610
612
615
620
630
635
637
640
642
645
647

Popped

Popping

Power, Fails to Reach Full
Power, Lags

Power, Loss of

Power, Low

Precesses

Pressure Buildup Slow
Pressure Drops to Zero
Pressure, Erratic
Pressure, Fluctuating
Pressure, High
Pressure, Incorrect
Pressure, Loss of
Pressure, Low
Pressure, Low Indication
Pressure, Surging
Pressure, Zero

Pumping

Racheting

Reading, High

Reading, Incorrect
Reading, Low

Reading, Over Limit
Reading, Drops to Zero

Reading Zero

649
650
653
655
658
659
660
663
665
670
674
676
678
680
684
687
690
692
695
698
702
703
704
708
7ie
715

Reel, Fails to

Reeling Stops

Reels, Continues to
Reels Slowly

Reference, Fails to Hold
Release, Fails to
Release, Inadvertent
Release, Unable to
Releases Intermittently
Reset, Unable to
Respond, Fails to
Response, Improper
Response, Lack of
Response, Slow

Retract, Fails to
Retracted, Fails to Remain
Retracts Inadvertently
Retracts Slowly

Return, Fails to
Returns Slowly

Rewind, Fails to

Rig, Unable to

Rolls

Rotate, Fails to

RPM Decay

RPM Erratic
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n7
718
725
727
730
733
735
738
739
742
746
750
755
758
760
763
766
768
772
774
776
778
782
785
790
794

RPM High

RPM Low

Seized

Setting, Fails to Hold
Shut Down, Fails to

Shut Down, Unable to
Shuts Down Inadvertently
Shut Off, Fails to

Shut Off, Unable to

Slave, Fails to
Slipping
Sluggish
Smoking

Soft

Sparking

Speed, Low
Spongy

Stalling

Start, Fails to
Start, Premature
Starts Late
Starts Slow
Sticking

Stiff

Stop, Fails to
Stops Early

798
810
815
818
822
826
830
835
838
842
845
850
855
858
862
864
870
875
878
881
882
885
890
895
900
910
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Stops Suddenly

Surging

Switch Off, Unable to
Switches Off Inadvertently
Switch On, Unable to
Synchronization, Out of
Temperature, Drop In
Temperature, Low
Temperature, Low Indication
Temperature, Over Limit
Temperature, Rise In
Test, Fails to Pass
Track, Fails to Maintain
Track, Out of

Transfer, Fails to
Transfer Improper
Travel, Inadequate
Travel, Limited

Travel, Restricted

Trim Out of Limits

Trim, Unable to

Trims Slowly

Tumbles

Underfills

Unlock, Fails to

Unreliable




Unstable
Unwinds

Vibration

Wobbling

Yaws




APPENDIX C - FIELD SURVEY QUESTIONNAIRES

A, FAULT SYMPTOM:

Observed Hardware Fault Description

Nature/Degree Fault Conditions

B. FAULT OETECTION AND REPORTING:
1. This symptom is experienced an estimated times/aircraft/year.
-
E
e 2. How else might this symptom be described?
‘4 3. This symptom is usually detected by: Crew Flight Pilot/ Maint.
i Chief |__I Eng. [ | Co-Pilot Crew
4. This symptom is usually discovered during:
APP Power on Engine Ground Shut
Start Checks Start Running Flight Down
i 5. What additional information is required to interpret the symptom?
i
|
| 6. Are descriptions of the symptom usually accyrate and complete? Yes D No
|

Deficiency:

C. FAULT CONFIRMATION:

C =

1. What specific observations or tests would you make to confirm the fault?

2. [s this symptom reported at times when there is no fault?

Sometimes | Rarely Never
L] . ]
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CH-54 FIELD SURVEY QUESTIONNAIRE

D. FAULT ISOLATION EXPERIENCE:
1. When this symptom occurs, what component or components are usually at fault?
(List in order of probability).
Rank
Component Fail 11 1 —Check Replace
i il dad
. o
3. I_l |_.|
A T
. )
2. Rank each of the above comp ts with respect to (1) ease of checkout, (2) ease of replacement.
(1 = easiest; 4 = most difficult)
3. Statistics show that this fault 1s not corrected on the first attempt % of the time.
From your experience this estimate is:
D High D Low | ‘ l About Average
E. FAULT ISOLATION PROCEDURE:

1.

2.

3.

4.

How would you proceed to isolate this fault?

When checking components, is ft diffifcult to ascertain {f components are serviceable?

D Mo | I o Difficulty:
Troubleshooting this symptom is: | Not I I I l Very
Difficult Difficult Difficult

On average, how many manhours are required?
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CH-54 FIELD SURVEY QUESTIONNAIRE

.

FAULT ISOLATION RESOURCES:

Crew Fit. 1.1, I
1. Who normally troubleshoots this symptom? Chief Eng. i

Otf;er <

2. What test equipment is used?

Elec- Avionics
trician Tech.

3. s troubieshooting hampered by inaccessibility to equipment or test points?

}m i ’“° Problems:

Yes ] l No
4. Are troubleshooting instructions accurate and complete? D

Specific improvements ded:

NOTES AND COMMENTS:
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CH-54 SURVEY PART 11

Component :

Nomenclature Part Number

Mode:
Observed System/Component Observed Malfunction
Nature/Degree Conditions

Mode:
Observed System/Component Observed Malfunction
Nature/Degree Conditions

Mode:
Observed System/Component Observed Malfunction
Nature/Degree Conditions

Component:

Nomenclature Part Number

Mode:
Observed System/Component Observed Malfunction
Nature/Degree Conditions

Mode:
Observed System/Component Observed Malfunction
Nature/Degree Conditions

Mode:

Observed System/Component

Observed Malfunction

Nature/Degree

Conditions
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AH-1/CH-47 FIELD SURVEY QUESTIONNAIRE

PART I - AIRCRAFT UTILIZATION DATA

Unit:
} Location:
!
! Aircraft Model: Number of Aircraft:
| Current Utilization: Flight-Hours/Aircraft/Year

Average of Past Five Years: Flight-Hours/Aircraft/Year

PART II - SYMPTOM DETECTION AND REPORTING

1. On what percentage of flights are discrepancies written up by
the flight crew?

2. What would you estimate is the average number of discrepancies
reported per flight?

3. What percentage of flight crew reported discrepancies are related
to the avionics and weapons systems of the helicopter?

4. What perventage of flight crew reported discrepancies are
discovered during:

.3

| Engine Start to Takeoff

T T T e Py T

In-Flight

On-Ground to Engine Shutdown

5. What percentage involve aborted missions?
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PART II (Cont'd)

6. Are flight crew reports usually accurate and complete?
7. What are the most common deficiencies?

8. How often is it necessary to consult with the flight crew to
obtain needed information not contained in the written report?

9. Hew frequently are symptoms reported when no fault can be found?
10.  What types of symptoms are most prevalent in this regard?

PART III - TROUBLESHOOTING

1. What percentage of your time on the job is spent on:
Crew Duties
Aircraft Maintenance

Other Duties

2. What percentage of the maintenance time is spent on:
Cleaning, Servicing, Ground Handling
Inspection
Repair and Replacement
3. Of the time spent on repair and replacement, what percentage is

spent on troubleshooting, i.e., looking for problems versus
fixing problems?

4. What percentage of all defective or failed components are found
by troubleshooting versus inspection?

5. How many flight crew writeups would you estimate you check out
in the course of a year?
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6.

10.

11.

12.

13.

14.

PART III (Cont'd)

For what percentage of flight crew reports are you able to pin-
point the problem without troubleshooting?

How many troubleshooting actions would you estimate you per-
form in the course of a year?

Who does most of the nonavionics systems troubleshooting?

How often are specialists (hydraulics, powerplant, etc.)
called to assist?

Do tech inspectors ever assist with troubleshooting?
How frequently does a troubleshooting action involve the
following:

Discussion of problem with flight crew

Ground operation of the aircraft

Discussion of problem with other crew chiefs or
maintenance personnel

Discussion of problem with the maintenance officer
Consulting the maintenance manual
None of the above
There is no method of checking many components while installed
in the aircraft. What percentage of troubleshooting actions

involve swapping of components as a method of verifying or
eliminating possible causes?

For which systems of the aircraft is this practice most prevalent?

Are stocks of frequently used, inexpensive parts maintained for
this purpose?
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PART III (Cont'd)

How much time would you estimate you spend on the average

Who makes the decision to replace a high-value component only

Do you recall any instances when an aircraft was down for an
extended period because the cause of a problem could not be
found? What was the nature of the problem(s) and how long

Based on your experience in the Army, how often would you
estimate the average Army crew chief makes an error in trouble-
shooting, i.e., replaces the wrong part or component?

What percentage of flight crew writeups involve symptoms
observed via aircraft instruments or warning devices?

When abnormal instrument readings are experienced, how often
does it reflect a defect or failure of the instrument rather

What types of instruments are the most unreliable?

e troubleshooting action?
16.
suspected of causing a problem?
.
was the aircraft down?
18.
PART IV - INSTRUMENT RELATED SYMPTOMS
1
2.
than a failure of the monitored system?
3
4.

How often do warning lights give false indications and which
are the most unreliable?

PART V - TROUBLESHOOTING INSTRUCTIONS

1.

Are most troubleshooting problems sufficiently familiar to
your that you can begin troubleshooting without reference to
the maintenance manuals?
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PART V (Cont'd)

2.

How often do you refer to troubleshooting instructions in the
maintenance manuals?

Always Frequently Occasionally Rarely
What percentage of the symptoms occurring on the aircraft
would you estimate are covered by TM troubleshooting instructions?
over 90% over 2/3 over 50% less than 50%
How thoroughly does the typical TM troubleshooting table
cover the possible causes of a symptom?
nearly all most majority only obvious ones

When an unfamiliar symptom occurs on the aircraft, can trouble-
shooting instructions usuaily be found quickly?

One criticism of current troubleshooting instructions is that
they are oriented by systems of the aircraft, rather than by
symptoms of failure. Have you found this to be a problem?

Do you have any specific recommendations for improving trouble-
shooting instructions for Army helicopters?

PART VI - TEST EQUIPMENT

1.

2.

What types of test equipment are routinely used in troubleshooting?

How extensively is manufacturer supplied flight line test
equipment used?

PART VII - TRAINING

j 8

How much training have you received in fault isolation
maintenance?

Classroom:

0JT:
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PART VII (Cont'd)

2.

PART VIII

Do you think that Army mechanics would benefit from more
extensive formal training in fault isolation?

- GENERAL RECOMMENDATIONS

One recommendation for improving the quality of flight crew
writeups is for the Army to adopt the use of a post-flight
debriefing checklist. What are your views on this recommendation?

Another recommendation for improving fault isolation maintenance
is for the Army to create a Troubleshooting Specialist MOS
similar to that of the Aircraft Tech Inspector. What are your
views on this recommendation?
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Nature/Degree Codes

APPENDIX D
PARTIAL PRELIMINARY LISTINGS OF NATURE/DEGREE
AND TEST PARAM

13
19
20
i}
14
12
32
21
18
15
30
31
04
22
03
16
01
02
23
05
10

17

Aft

Circular
Constantly
Down

Fore and Aft
Forward
Heavily
Intermittently
Lateral

Left

Lightly
Moderately

N Per Rev
Randomly
Rapidly
Right

Slowly
Sluggishly
Sporadically
Suddenly

Up

Vertical

e Nt .
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Test Parameter Codes

051 Acceleration
014 Actuation Time
030 Adjustment
031 Alignment
056 Balance

005 Capacitance
033 Clearance

040 Contamination
001 Continuity
004 Current

021 Extension

012 Flow Rate

036 Force

006 Frequency

043 Friction

042 Interference

011 Leakage

041
022
013
008
002
034
037
050
020
053
054
052
055
032
035
003
007

Obstruction
Preload (Static Load)
Pressure

Pulse Rate
Resistance
Rigging

Security

Speed

Spring Rate
Temperature
Temperature Rise
Time

Timing

Tolerance

Torque

Voltage

Wave Form




APPENDIX E - GLOSSARY

There are a number of terms that take on a special connotation when used
in the context of fault isolation maintenance. Defined below are terms,
either generic in nature or originated under this program, that are used
throughout this report.

Contributing Function. A physical process or operation performed by the
system or an interfacing system required for the execution or maintenance
of a system-level function. By definition, a contributing function is
observable by the operator. A contributing function may itself be a
system-level function for another system.

Defect. A condition other than failure, such as improper alignment or
adjustment, that causes a system malfunction.

Diagnose. Troubleshoot. Fault isolate.

Failure. The inability of an item to perform within specified limits.
Failures that are manifested in a type of abnormal system performance unre-
lated to the failure or that are common to other failures are said to exhib-
it symptoms of failure and must be located through the process of fault iso-
lation. In these cases, the failure is the "cause" of a symptom.

Failure Mode. The manner in which an item or function can fail.

Fault. The failure or defect causing a symptom. Also, less accurately,
the symptom itself.

Fault Isolation. Maintenance procedures involving inspections, tests and/
or substitution of equipment for the purpose of locating the failure or
defect causing a system malfunction. Fault isolation is synonymous with
troubleshooting.

Fault Isolation Procedure. A set of instructions prescribing sequential
inspections, tests and/or substitutions of equipment for the purpose of
locating the cause of a symptom.
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Fault Isolation Task Candidate File. A set of records, each containing a
symptom/cause relationship and related troubleshooting task data, that
provides the source material for a fault isolation procedures manual.

Fault Isolation Task Candidate Listing. A computer-generated listing of
the fault isolation task candidate file, sequenced by symptoms and causes,
that the technical writer uses to establish fault isolation procedures.

Instrument Indication. An indication of malfunction conveyed via an air-
craft instrument, warning light or other diagnostic device.

LRU. Line replaceable unit. The lowest level part or component that can
be replaced to correct a system malfunction.

Malfunction. Abnormal performance. A malfunction is a symptom when it is
observable by the operator and its cause cannot be determined without
troubleshooting.

Observable System Malfunction. A system malfunction that the operator
observes directly rather than via an instrument indication or symptomatic

sensory perception.

Observer. A member of the aircraft flight crew or maintenance crew who
observes a symptom.

Operator. A member of the aircraft flight crew or maintenance crew who
operates a system.

Other Crew Sensory Perception. Unusual sights, sounds, odors and vibrations
symptomatic of a malfunction.

Outline Fault Isolation Procedure. A computer-generated 1isting of the
fault isolation task candidate file, organized into fault isolation pro-
cedures, that guides the technical writer in preparation of the maintenance
manual.

Symptom. Any evidence of abnormal system performance whose cause cannot
be determined without troubleshooting. A symptom may be an observable
system malfunction, an instrument indication of a malfunction, other crew
sensory perception of a malfunction, or a combination of the three. A
symptom is described by as many as four separate observations: the sys-
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tem or component observed to be malfunctioning or indicating the presence
of a malfunction, the observed type of malfunction, nature or degree of
the malfunction, and the conditions under which it occurs.

Symptom Cause. A failure or defect constituting the source of a symptom.

Symptom Cause Probability. The probability, based on predicted or observed
failure rates, that a given failure or defect is the cause of a symptom.
Cause probability equals failure probability when a failure or defect al-
ways produces the same symptom.

System Failure Modes Analysis. An analysis of a system whose purpose is
to identify failure modes with a potential for causing system malfunctions.

System Functional Analysis. An analysis of a system whose purpose is to
identify the principal modes of operation and potential sources of malfunc-
tion.

System-Level Function. One of the principal operating states of a system
or the mode of transition from one principal operating state to another.
A system-level function is observable. by the operator.

System Malfunction. Any form of abnormal system performance, real or in-
dicated. A system malfunction is a symptom when the cause of the malfunc-
tion cannot be determined without troubleshooting.

E@ Trouble. Symptom.

Troubleshooting. Maintenance procedures involving inspections, tests and/
or substitution of equipment for the purpose of locating the failure or

K defect causing a system malfunction. Troubleshooting is synonymous with
fault isolation.

WUC. Work Unit Code. A code system used to identify systems, equipment,
components and parts of the aircraft.
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AAH
AFCS
APU
AVIM
FEA
FIAT
FMEA
LRU
MOS
MRSA
ORME
RFI
R&M
SPA
TAMMS
TARCOM
TI
WuC
3-M

APPENDIX F - LIST OF ACRONYMS

Advanced Attack Helicopter

Automatic Flight Control System
Auxiliary Power Unit

Aviation Intermediate Maintenance
Front End Analysis

Fault Isolation Analysis Technique
Failure Modes and Effects Analysis
Line Replaceable Unit

Military Occupational Specialty
Material Readiness Support Activity
Operations Reliability/Maintainability Engineering
Ready for Issue

Reliability and Maintainability

Skill Performance Aids

The Army Maintenance Management System
Tank-Automotive Readiness Command
Technical Inspector

Work Unit Code

Maintenance and Material Management
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