RADC-TR-79-269
Final Technical Report
November 1979

TEST PROCEDURES FOR SEMICONDUCTOR
RANDOM ACCESS MEMORIES

University of lowa

Sudhakar M. Reddy
D. S. Suk

APPROVED FOR PUBLIC RELEASE; DISTRIBUTION UNLIMITEDJ

RGME AIR DEVEI.OP’MENT CENTER
_Air Force Systems Command

anﬁss Air Force;ﬂn“ e, NewLYork i344l




This report has been reviewed by the RADC Public Affairs Office (PA)
and is releasable to the National Technical Information Service (NTIS).
At NTIS it wiil be releasable to the general publiec, including foreign
nations.

RADC-TR-76~269 has been reviewed and is approved for publication.

: SV a N
APPROVED: AL (k“\ Q CQ"V«‘_,-va,.: S

ALLEN P. CONVERSE
Project Engineer

APPROVED: @M O ZL’

DAVID C. LUKE, Lt Col, USAF
Chief, Reliability & Compatibility Division

- “Joun ». HUss
' “ : Acting Chief, Plans Office

If your address has changed or if you wish to be removed from the RADC
mailing list, or if the addressee is no lounger employed by your organiza-
tion, please notity RADC (RBRM), Griffiss AFB?NY 13441.. This will asgist -
us in maintaining 8 current wailing 1ist:. TS I

Do not return thia copy. - th_aip o_r-dest:foy_,




o . UNCLASSIFIED
. SECURITY CLASSIFICATION OF THIS PAGE (When Dats Entersd)

READ INSTRUCTIONS
({7 REPORT DOCUMENTATION PAGE BEFORE CONPLETING FORM
. 7" - REPQRT NUWEE 2. GOVT ACCESSION NOJ 3. RECIPIENT'S CATALOG NUMBER,
"' <::f RADCj!['R-79- 69. L
. //,”\ AT LE TG SUB ey~ oo & Formimess mtskboueon s iy oy | ATTYPE-OF REPORT & PERIOD c°vz7§so
. - { (o | TEST ;ROCEDURES FOR SEMICONDUCTOR RANDOM Z §1“d17§e°hni°al Repart .
(= XCCESS MEMORIES# k2R uly 78==spr 79, |
. ___.,.,-. PN ,MF fofoman R NG -ORGIREPORTNONBE R
. R oo N/A
7. AUTHOR(s) --~* + ~ "7} ‘N8 CONTRAGI.OR.GBAN é‘uaeam
’/d Sudhakar M. Reddy / C/*fj F3peg2- Zﬁ"ﬁjﬁ?ﬁ;’f{
~~4"{ D. S$.-Suk / S
ra e o o]
9. UP;f;g?ggltGyo?fNii);;uh NAME AND ADDRESS 12.27§§§§R[’AwOERLKE E;‘TE:\'&‘?{{C.ST :;SK
' Division of Information Engineering/ ] 0%/ ¢ i _
Towa City IA 52242 @T????"” 1N Vﬁ/./
11. CONTROLLING OFFJCE NAME AND ADDRESS ;:T-'j;u';wz. "REPORT-DATE"
Rome Air Development Center (RBRM) ;A /Novanher ¥979 /
Griffiss AFB NY 13441 P e (T a0
105
Ta. MONITORING AGENCY NAME & ADDRESS(I! ditferent {tom Controlling Oflice) 15. SECURITY CL ASS, (of this tepuet)
Same"’”‘\_"”'/ / UNCLASSIFIED
"—: 7
“ W . 1Sa. DECLASSIFICATION DOWNGRAOING
( g T SCHEDULE
e N/A
16. DISTRIBUTION STATEMENT (of this Repor)
Approved for public release; distribution unlimited,
17. DISTRIBUTION STATEMENT (ol tho abstract entered In Block ?‘0, i dl{(;;onl {rom Report) i =
Same
i
i ' 18. SUPPLEMENTARY NOTES -
i RADC Project Engineer: Allen P, Converse (RBRM)
|
! 18, KEY WORDS (Continue on reverse side If necesaary and identlly by block number)
. random access memory pattern sensitivity
? test procedures cell coupling
b functional faults test algorithms . -
. ’ a stuck-at faults
L [ critical timing
| 7\ : 2). ABSTRACTY (Continue on reveras aide I neceseary and identify by block aumber)
! XCurrently available memory testing algorithms were reviewed and evaluated to
5 " aggess thelr inadequacies in testing large scale integrated circuit random
I accese memories (RAMs). Categories of functional faults were proposed to in-
: clude several types of coupling faults. A neighborhond fur pattern sensitive
0 faults was defined. A fault model for stuck-at failures in dynamic RAMs was
i derived, as were requirements to detect abnormal timing parameters. Procedures
- to detect the following classes of faults were then developed: (1) Functional
I; faults, (2) neighborhood pattezn gsénsitive faults, (3) stuck-at faultg in =~
i n N
| oD S W - - uncassteigp (Cont’d)
, ) e - SECURITY CLASIFICATION OF THIS PAGL (When Daia Brrepbu)
-~ A . i
3 'S/ 737 /
. ;z’cb 9
i




UNCLASSIFIED
SECURITY CLASSIFICATION OF THIS PAGE(When Data Enteced)

Item 20 (ant'd)

\\\denamic RAMs, and (4) abnormal access times.

{ i
i 1
.} B

N
[ H
i
'
.
t
i
' 1
i
|
\ l
'

—

o e e et o = e o e —t

 UNCLASSIFIED
7. ARCUNITY. GLAJSIFIGATION OF THIS PAGE(WA Dota Kaisted) .

Lo B o G AR e
»

e P ———
Wl e m .




II.

[IrI.

IV,

V.

REFERENCESOO!!IClOOC0!0OOl.IOI'O!00.l.'Ol.DQll‘..Ib..lQ..OQO

Appendix A - Procedure to Detect Abnormal Aucess Times in

Appendix B « A Procedure to Detect Stuck-at-Faults in ,»‘ -
o A g

‘ TABLE OF CONTENTS

INTRODUCTION"Ey-oo-

L A N IS I N N NN N A A I I A A A )

RAM TESTING AND INADEQUACIES IN KNOWN RESULTS......

2] RAM TestingclotQO'Ql.v'l'..l.'.lQ.'.O..‘0‘.'..
2.2 Funct‘iona] Testingoncnvooooaccuoc.lb!.!o.lq'co
23 Pattern Sens‘it‘ive Fau1t5iv00000000000000locooc

2.4 Conclusion OFf SUPVEY .. veveevsrerseavessssnssons

MINIMAL TEST ALGCRITHM FOR FUNCTIONAL FAULTS.......

] FaU]t r1ode]Q00000.0006500‘0000.00'00!00!0000!0
2 MarCh A]gor"ithmootocq000!'00‘0'..09‘0'0‘.!!0!!
3 NMinimal Complete March TesSt.iieviiavsossaesons
4 Modification and Comment.siveeeeevrsrasrosnnes

TEST ALGORITHMS FOR PATTERN SENSITIVE FAULTS.......
1 NeighborhOOd L‘Ode]OIQOCOOOIO.'000..00000.!0'0.
2 Lower‘ BoundsQlbn.lo0’00'..000!000.‘.!!00‘00!'0
.3 Ce.l] Assign'nentohootltlitl‘.lt..Q..i.l..O‘.!l'
4 Digraph and Minimal Sequente..ivvvevessrssanns
5 Detection and Location AlgorithmS..veeesassans
4.6 Detection ATGOrithms,.iveeeriersnrsscrsassocnns
CONCLUSIONSOOCQ‘I‘O...Clll'..l.ll'...‘....'.'.llOOO

5.1 Su“!“aryii.OQ"I'I'O.DO.."IOOC!.l‘.lllOlllIOOO

“Semiconductor RAM'S :

Dynamic RAM's ~

. o )
_ R &/
) iii . A R / , b LM

[

PRI 21 B T
Gl R SR

o TR




LIST OF TABLES

List of Functional CouplingSecveeeecesennocscsensonscns

Typical Coupling Faults and Detecting March
Blment 10 m...l0.....0."0‘.0..00....‘Q'..O.C'.'.C....

ANPs of Neighborhood of Five CellS.sccesevscccennsncnae
PNPs of Neighborhood with Five CellS..eeeesrecscnsoncne

Sequence of Cycle Zero and its Opposite
Directional cycle.QOIIO...Q.O'QQ‘OQ00“...0..'..."..“

Sequence of Cycle One and its Opposite
Direc:ional Cycle..Q.lCO.QOQIOO..QQQC.‘..Q.'O'..IO...QO

Page

17

25
40

41

63




T

LIST OF FIGURES

Figure

1. Memory Cell ConfigurationS.cececececevcsvasosroonsssosnnnae
2. Block Diagram of Semiconductor PAM...eccoseceeccccsecss
3. Memory Cell Array with Sense AmplifierS.socecssveccccss
4. Agsignments of 8 x 8 Memory Cell Array.ccecesveccsseese
5. Assigned Neighborhood PatternS...ccisescessssnoscsossnss
6. Digraph of Neighborhood Patterns...ceeveescrsnccscesces
7. Subgraphs of Figure 6......................;;;.........
8. |

SUbgraphs Of Fiaute 7(‘)0.‘.‘.00..l...'.'.l.‘."f..b..'

Page

59
61




EVALUATION

The objective of this program was to review currently available
memory testing algorithms and to assess their fnadequacies in testing
large scale integrated circuit random access memories (RAMs). This
was accomplished by first dividing memory faults into three typical
classes: functional faults, pattern sensitive faults, and DC parametric
faults. 1In general, the following results were determined.

A test algorithm to detect functional faults was developed using
‘march type" operations, and it was then shown to be a minimal test
for a category of coupling faults. The use of Eulerian cycles in
directed graphs produced a near minimal test algorithm for the detection
and Tocation of neighborhood pattern sensitive faults. Test procedures
were developed to detect abnormal access times in RAMs and stuck-at- __
failures in dynamic RAMs.

The above procedures should reduce the complexity of testing require-
ments for high density memories, The results of this effort will be in-
corporated into detail specifications for semiconductor RAMs in support
of MIL-M-38510, General Specification for Microcircuits.

/1“" ‘:i (-K.‘l’w'  emare -
ALLEN P. CONVERSE
Project Engineer




CHAPTER I

INTRODUCTION

Rapid developments in semiconductor technology have made larger

aund denser semiconductor memories on a single chip a reality (1, 4,
10, 20, 28, 31, 32]. Semiconductor memories can be divided into
two types. One is a read-and-write type aqd the other is a read-
only type. It is common to call a memory of read-and-write type
as a RAM (random-access-memory) if the memory can be accessed at
any cell location in the memory independent of the cell location of
the previous operation. A read-and-write type of memory which can
be accessed in a serial fashiou only ia not said to be a RAM nnd- we
vill not consider this type of memory. A memory of read-only type
is said to be 'avROH;(read-only-nbnory) and a memory of this type
'cmo__t bé written ‘vir.ﬁ ﬁ‘ev data while the memory is under a normal
" operational mode. There Ate some ROMs vhich can be erased and
__ :mitteﬁ-wich new dsta by way of some special processes which are
{depandins on the technology employed to each specific ROM and the |
, -etuins and revritiog processes :tq‘noi"n_ny done while the memory
is not under the normal ope:ac!.dq wode, Randou access memories are
,custouaiily 59;11ab1¢_1p aiiah of N vords with a bits pg:»wotd, o
~ where N 10'COuﬁonly a uuibor Vhich equals a poiitiye ;nzegér'powefriu

~ _of two. Throughout this thesis, unless othervise specified, we -~ - -

) .‘,__.‘,_w-"_:,., Lol
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4'f‘:ﬁin all data coubtnatious. ut leaut 2:2

assume that m=1. It is also a normal practice to give the number
of bits in a RAM as Mk, where k*1024 bits. RAMs with 16k bits are
in commercial use [32] and RAMs with 64k bits and 128k‘bita are
being developed.

As more and more memory cells are packed into a single RAM
chip, not only does the number of failures associated with RAMs in-
crease but the nature of failure modes becomes much more complex.
It turas out to be very difficult to detect or locate wemory faults,
mainly because of the large number of cells in a single RAM chip
and also because of the varieties of the technology being used in
manpufacturing of those densely packed RAM chips. With these in-
creaging difficulties in testing large sized RAMs, most of the RAM
manufacturing industries are still relying upon a broken reef which

vas used to be an acceptable test for small sized RAMs and totally

lgivins up coupcehensive tests because such comprehensive tests may
: even;uglly lead thpse nnqufnctuterq to the s’tuation that they éan- A
f-noc compete with others in the market due to the high cost of memory
: taatink. This 1s whyiwa necd some ncv‘praccical tést algoriuhms |

*for :hn densely packed RAMs with a reasonably good fnult coverage,

But it 1s easy to see that it is alwost 1npossible to pe:foru

a petfecc telt to prove that a ggven RAM opetatci correctly in all-
'coubinatlons of dcca patternn. acceanins 0rderc, nc parameters, ?1'~'-

',clning pnraneteta. etc. For cxnnpl:. to cxntcine 'y Ic-oty of ik hita~

102&

':ﬂffl?tG+S¢Qui#¢d- 1hac weans ic ulll take wore thaa 102’3 yeats "lth 8

' READ and WRITE opetations B

P s L




_ 100 nanosecond memory cycle time to test a memory of lk bits oﬁly
for all the possible data combinations. For this reason the normal
strategy in testing RAMs with large number of memory cells, commonly
1k bits or more, is to identify their failure modes and use this
ioformation to design test procedures to detect the faults caused
by these failure modes. There are quite 1 few test algorithms de-~
signed to detect one or more of known f..iure modes (5, 9, 11, 12,
19, 21, 24, 26, 29, 30]. Lists of such procedures can be found in
| references [5, 12, 16) together with the failure wodes they cover.
However, as we will show in the hexc chapter, all of them are in-
adequate to be used to test large scale integra;ed{circui: RAMs for
one reason Or anothcr.‘ In designing more effective and p:actically
usable test algorithms we will take iwo_baaic 1deas into cousidera~
- tion, one is that of all known test algorithms‘ﬁe 9111 chqose iomg N
methods whichra:e most offeggive'1n‘detecting»£a§1;s at thgliape .

time being simple and proportional to the nuzter of cells in the'

‘ncnoty‘an& to befcani1y ieplemented. The other idea 1s that ve wil) f;: _;; i

=try'to‘get~the maxinun-fault'éoverage fron eaéh'chosen'nethéd vh11é=f~

‘making use of the common design concepts of RAHS 0»: ttit algo~

B i; rithus vill be nade applicable to all RASS.

The ctg&niza&ion of this 1eport is as follovs. In chiptef Iizl;
V-‘the general probleu ares of RAH ce-tiug 15 discussed and sode de-"’i
o ficiencies and tupracticalities in. knuvu test algor:thus are poinced

Ch-p;er III di;cusaes funstiéual fault wodel, unrch algﬁfithn

"f_and_fqult covggage qt‘;hg_uiniyal yntch-glgorithqxvg faupd;'41p~ ,.vmfﬁ."




Chapter IV practical neighborhood for pattern sensitive faults together
with its fault model is given and minimal test algorithmsvfor detection .
and location of the neighborhood pattern sensitive faults are found.
Chapter V contains conclusions.

Appendix A includes a description of the development of a procedure
to detect abnormal access times in seﬁiconductor RAMs. Appendix B describes
a fault modei for stuck-at failures in dynamic RAMs, and it indicates a

test procedure for their detection.
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CHAPTER II
RAM TESTING AND INADEQUACIES

IN KNOWN RESULTS

2.1 RAM Testing

‘Semiconductor RAMs are generally of two types [17], viz. (1)
static and (ii) dynamic. Static RAMs consist of flip-flops and
generally each flip-flop is one memory cell which is able to store
a bit of information [31, 32). Static RAMs employ various techno-
logies such as bipolar tramsistor, MOSFET, S0S, Schottky diode,
etc. Each technology has its own advantages and disadvantages, so
users may choose proper ones which f£it their requirements most.
Dynamic RAMs keep the data in the form of charge on a capacitor
(1, 4, 10, 28] and one typical value of such storage capacitance Cs
with an inversionvlayer electrode under a silicon gate is 55£fF
(1 femtofarad (£F) = 10> farads) [28]. Most of the dynamic RAMs
are using MOS technology with a few variations (1, 4, 10, 28). A
dynamic RAM requires periodic refreshing cycle, typically 2 milli-
seconds, since the stored data in the storage capacitors will be

eventually leaked through several different paths depending on the

. actual technologies used for the design of the memory [9, 10.'11].

Several typical memory cell designs are shown in Pigure 1 {10, 18,

20, 28, 31, 32],
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Figure 1. Memory Cell Configurations

Most of commercially available RAMs have two dimensional memory
cell array, row and column address decoder, write driver, sense

amplifier, 1/0 port and control unit. A block diagran of semicon-

duztor RAM is given in Figure 2 [30]. A memory cell array is divided _

' irto u vows and n columns. A particular cell in the memory cell

array is accessed by addressing the row and the column corresponding

to the cell and activating proper operation made either READ or

 WRITE. Throughout this thesis ve assuse that the memory cellu are

nutbered 0 through N-1 or equi.valently t.he addreuu of the cells

~are nunbeud 0 through R-l.

By tut.ing of RAN: ve uun the appucntion o£ L aclccced tenc

' }nhoruh- to ehe RAMs to detect or locut:e faults. m tut nlsorit:lm a
'Vaomny coupruu of & sejuence of mrz and. mn opautionn on che ,
, m. Io general uch test algorithe is spplied wany times vich S el
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of dynamic behavior of certain memory cells on the contents of anocher:

~cell, sensitivity of various timing paranmeters [6, 7, 14], etc.

. wmust be checked..

different supply'voltagés, and timing conditions under several dif-
ferent temperature settings. With large number of applications of
test algoritim, the manufacturers determire the worst case condi-
tions. But to keep the cost of testing within economic limits,

production level testings are done against the worst case conditions

" within a few seconds, for example, 1.5 seconds for a 4k RAM ([11].

For this reason it is quite obvious that test algorithms shoulq be
optimized with respect to the number of operations they require.

Test algorithms for RAMs can be conceptually divided into three
parts [29, 30} (no standard terminology exists in this area and we
are adopting the one in reference {30] as it appears to be most
coumonly used):

1. Functional testing: the test must detect physical failures
which cause the RAM to function incorrectly; e.g., faults in memory
cells, address logic, sense amplifiers, write drivers, noise coupling
between cells, ectc,

2. Pattern sensitivity testing: .even though a RAM haa no phy- %,
sical failure, there could be device anomalies and parasitic ef~
fects which could make its dynamic behavior sensitive to data and/or

patteruos. The test must detect these conditions; e.g., the effect

3, D.C. purameter testing: the D.C. paraneters like power dis-

sipation, fan out capabilities, noise.matgidannd leakage currents




. For dynamic RAMs an extra test procedure to detect faults in
refrash circuitry must be included.
Since D.C. parameter testing is usually not a major problem
. ‘ area in the testing of RAMs [l1, 30], this thesis will only deal with
: the areas of funcfional testing and pattern sensitivity testing. In
the following two sections, we will discuss‘the inadequacies of the

currently known test algorithms for the functional testing and pat-

tern sensitivity testing.

2.2 Functional Testing
By considering various failure modes in the components of a RAM
(the memory cell array, the address decoder, the READ/WRITE logic)
it vas earliev shown that the following fault model is appropriate

for deriving functional test algorithms for RAM [29, 30].

- %, Pault Model A:

1. One or more cells are stuck-at-zero or stuck-at-one (these

faults are called cell stuck-at faults). It should be

enphasized that when a cell is stuck-at-x, then it will re-

zain in x state, independent of reads and writes in any cel.

of the memory.

e g e+ — = —

2. One or more cells fail to undergo @ 0 to 1 and/or ! to 0 =

~ transition, when the complement of the contents of the

uemory cell is written into the cell (these faults axe

it

called transition faults). -

L2

etar 5 e Nl e Y
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3. There exist two or more cells which are coupled. By this
it is meant that 8 0 to 1 or 1 to 0 transition in a cell
chaages the state of another cell in the memory, independent

- - of the contents ofiother cells. :This does not imply that
. if a tranmsition in the state of cel} i-changes the state
of cell 3, a tranpition in the state of cell j changes the

state of cell i (these faults are called coupling faultg)..

@ Definition 1: The faults given in the Fault Model A are called

functional faults.

Earlier several algorithms were given to detect some or all of

the functional faults (2, 5, 9, 11, 17, 19, 29, 30]. But it was

shown in reference 21 that with the exception of test algorithms
called GALPAT and GALWREC all the test procedures proposed to date

x f : are unable to detect all of the functional faulte. But unfortunately,
since GALPAT and GALWREC required O(Nz) operations they are.not‘ap- _ g'”
plicable to lavge RAMs [9, 11, 16, 30). FPor exanple GALPAT requires - | .-
over eight minutes for one application to a 16K RAM with 500 n second
READ/WRITE cycle time. It should also be menticned that several
_test procedures that requirc,o(uslz) operationo»(e.g.,-Gallopiﬁsfﬁ '

. Diagoual (S, 11, 16], GALTCOL [2, 5, 11]) havebeen proposed and used. B

AP e e o e -, A e
T . o .

- The fault coverage~a£'theae_tedt brocaduresbiﬁ uot as comprehrasive

s e
ERPIRRRIVEY FIO S

a8 GALPAT (2,5, 11, 16]. ‘Fucthermore, thewe procedures may uot be -
* practical for memories vith 16K or more calls. For example, vith s -

D e i
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500 n second READ/WRITE cycle time GALTCOL would require over six

seconds for one application. There are some test algorithms whose

test length i3 O(N) {24, 26]. But none of them claim to have

minimality against any class of functional faults and some necessary J
conditions in one algorithm [24] turn out to be not necessary as will ;ﬁ
be shown in the next chapter. Of those test algorithms two of them
(24, 26] have reasonable test length, 31N and 30N, but by utilizing
the fault detection capabilities of the march type algorithm we
can reduce the test length further and end up with having minimal

; test algorithm among a class of algorithms for certain category of

functional faults, as will be shown in the next chapter.

2,3 Pattern Sensitive Paults
Unrestricted pattern sensitive faults are much more difficult
to detect than the functional faults [5, 11, 14]. The worst case
test length of the unrestricted pattern sensitive faults was es~

tablished by layes, where the pattern sensitive fault model is for

walized by defining an.inconplatoly specified sequential'nnghine

% T ,  with 2“,s:ates and 3N inputs (14]. The resulting cest,prdceduze’_

i £ N ; tedutrea (3N2 + ZN)Z“ READ/WRITE operations. It is easy to see |
thag-chiaitest'proéedure_cgnndt be qsed in prac;ice.' Por exanplé.

i

‘fwe need about 10 4 READ/WRITE operations for s Ik RAM. For this

o g s Lo rurfanes” 1T ¢

teason it 1s necessary -to tiudasona.oche:tprope:~gethnda'vhich san

/f": . zeduce the length of test procedures for: pattem sensitive iiul:sv‘ '

- that. are most likely to occur. -
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There are two.different approaches known. One is finding test
procedures which can detect pattern sensitive faults due to some
identifiable anomalies such as dynamic tiuing parameters urder their
worst case condition. In gAct geveral of such anomalous behaviors

of most RAMs and their worst case conditions have been identified

[9, 29, 30] and a few procedurés to detect failures due to these

problems have been given in the references {9, 29). But as was
poianted out in the reference [26] some of those procedures exhibit
their own deficiencies. Moreover, the pattern sensitive faults can
be caused not only by the identifiable anomalies but by any combipna-
tions of known and/or unknown anomalies. So the firast approach can
only cover the pattern sensitive faults which happen to fit the
identif{able anomalies. This is why we need another approach which
can detect pattern seusitive faults without considering actual indi-
vidual causes of the faults, but with taking into consideratiqn of
the most likely faults in the uwemory. R

"The other approach is checking all ppséiblg dyﬁanic pactatﬁs

of & ”neighborhuod" for each memory cell in the RAM under test. We

found that the following féul; nodel ;s,apperriate_for this approach.

Fault Model B:

;L'mémmmtﬁanmnymu‘uy%,&unnqtruﬂt ‘

 of certain patterns of zéros, ohes, zero to one transitions

- and/or one to zero g:angitién;,in the memory cells in the

|

B e Y SPFIOYE VNSRS N SISO PO




“neighﬁzrhood“ of Ci, where C1 is not supposed to change its
contents.

2. A memory cell, say Ci’ cannot perform a zero to one trangi=
tion and/or a one to zero transition due to certain pat-
terns of zeros and ones in the “neighborhood" of Ci.

Note: In Chapter IV we will define a neighborhood that appears to be

appropriate for the semiconductor random access memories being

produced.

Definition 2: The faults given in the fault model B are called

pattern sensitive faults (PSFs).

But even with this definition of PSP it turus out to be im-
practical to test PSF if the “neighborhood" contains large number

of memory cells. So it is necessary to find further reasonable

 reatrictions oo the nizi of the neighborhood. There are couple of

kaoown test procedures Hhichfbclons to this approach (14, 27). One

is the toncralgqtithn for single (iocnl)_plttern lonqitivc.faults,

" by Hayes which can detect certain pattern. sensitive fsults. This

procedure requires 2720N READ/WRITE operations for the neighborhood
to be defined in Chapter IV tince'chejpreéedure requives (342 +

- 2)2% READ/WRITE operations for each neighborhood of size q. The

other procedure is the API test by Srind [27] for a fivé-cella | |
neighborhood with 64N READ/WRITE operations. But it can be essily
seen that this test doesn't cover all the PSFs of the feult wodel -

B for the five-cell-neighbortivod.




2.4 Conclusion of Survey

So far every known fault testing algorithm for solid state
RAMs has fallen into either of the following two cases or both:
(1) when the teat length is reasonably short, its fault coverage is
not broad enough to be used alome. Furthermore, there are no known
80od metheds of combining some of those test algorithms to achieve
a desirable fault coverage; (2)when a test algorithm has compre-
hensive coverage of faults, the test length becomes impractically
long to be used for a larger sized RAM. Also it can be aoticed that
moat of the test algorithms were designed by usiag more intuitioa
than systematic analysis.
| Hence in this report we will do the following: (1) define a
~ €ault model for functicoal faults and choose a neighborhood for a -
. neishbérhaod pattern-censitive fault model, (2) find a lower bound
oo ‘the nusber of operations nqutred for each f.ault sodel and (3)

",daxeloy tcac tlaorithll vhich weet or closely Approach the louer

?ibonn&ﬂ and cover thu fiultl in the fnuln nodelu.




CHAPTER III
‘ MINIMAL TEST ALGORITHM FOR

FUNCTIONAL FAULTS

3.1 Pault Model

The coupling faults are the ones which are not completely
covered by curreantly known test algorithms with the exception of the
GALPAT and GALWREC. So we will refine the definition of coupling
faults depending on the expected nature of the coupling faults then
ve will define several new categories of coupling faults by re-

‘grouping these types of coupling faults.

.7_ Definition 3: A memory cell, say 1th‘cell. is said to be (0s1)-

_ etrically cougltd) to the Jth cell,
'x'iij. if and only if a O eo 1 (1 to 0) cransition in the contents of

- ;:7 i~,f“f -~ Jen cell chanses. 1ndependent of the conteuts of other cells. the

contento of tha 1th cell fron 0 to l and ftou 1 to 0.

VAflneEinittoﬁ X 'A:ieuory cell. soy 163’@011.-1:‘9&16 to be (021;0)-

.lsymetricauz ccmpled ¢ (l-tO 0)—anymetrieally coupled) to the jth L

: cell, 1#5. if and enly tf a0 zo 1 {1 to0) transicion in the con- |

TA"_tentt of :he j;n cell changes. 1udependent of the ‘contents @f othetfif-ﬂ"" . é{

_,ﬁ'}cem. the coatcate of ehe uu cell only when. i ls zero.-;
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Definition 5: A memory cell, say ith cell, is said to be (0+1;1)-

asymmetrically coupled ( (1303;1)-asyrmetrically coupled) to the jth

cell, i#3j, 1f and only 1f a 0 to 1 (1 to 0) transition in the con-
tents of the jth cell changes, independent of the contents of other

cells, the contents of the ith cell oaly when it is one,

The celld, Ci and'CJ in all three of above definitions will be

called coupled c2ll and coupling cell, respectively.

Note that if a cell, say Ci, 18 (x2x;y)-asymmetrically coupled
to cell CJ then after an x to x transition in the contents of CJ is
made, the contents of Ci will be<; regardless of its original con-
tents, Coupling faults can arise due to capacitive coupling be-

tween cells or due to leakage current from one cell to amother

{12, 16].

By using these refined definitions of cqupling\fau;té weiéan~ -

- have £i£teen differen: conbinations of coupling faulta'béiﬁe;h'any" -
V-two storage cells 1n the neuory as listed below in Tabla 11 cht
e definc seve:al categoriea of functionnl faults ‘and then dartve

'cesc algorithns for what will-be cailed Category T funccional faulttp

Defintion 6: -A RAH'is‘said ho’cantain'onerof'the'foliouingrihtea'nfz”“*t'5:'w'
'-:7categpries of Eunutional faults dependins on the nature of couylins

L faults in the RAY. undcr tests

31. &acégoty 1 coupli ng faults in a RAN ate chafacterized as’ the

' £301ts fruu 1l ﬁhtough 8 of Table 1 (i.e.. all coupling fauitu
:<u'are asyuntnric uoupling faults).

‘%;6f{¥?ff,717Jf‘

2t e e S - i A .

nong's e apbateed L o




Table 1

List of Functional Couplings

1.
- 2.
3.
4,
5.
6.
1.
8.
9,
10,
1.
12.

TS

(0»1;0)-asymmetrically
(190;0)-asymmetrically
(0>1;1)~asymmetrically
(190;1)-asyumetrically
(0>1;0)-asymmetrically and (130;0)-asymmetrically
(051;0)-asymmetrically and (190;1)-asymmetrically
(0+1;1)~asymetrically and (190;0)-asymmetrically

(091;1)~asymmetrically and (130;1)~asymmetrically

(0l )-symmetrically

(1%0)-oymmetr1cally ,

_(0&1)-synnezr1ca11y and (130; 0)-alwunatr1cally.'
(031)~symzetrically and (130;1)-asymsatrically _i ' .
 (100)~iyuﬁa:ricn11y‘§nd (021;0)-asymzatrically |
'(100)-uywuetrically and (0»1;1)—asyuuntrically'}; '4_
](0a1)~-ynnecr1ca11y and (1ao)~-y.-acr1e.11y. EaURRE




- :hiuigtioﬁ 13 ma openum :h £w1r. fsn.

o ermal auu i om tbin the neu intw-uu stite u Ni) (unﬁ hwe

2. Category II coupling faults in a RAM are charaéteriéed as the
faults 1, 2, 3, 4, 9 and 10 of Table 1 (i.e., a memory cell Ci
" s coupled to a memory cell C'1 in exartly one way).

3, Category III coupling faults include all faults im Table 1.

Note that the categories of functional faults defined above
allow any number of couplings as long as the conditions on the indi-

vidual coupling faults are satisfied.

To derive test algorithms following definitiona are required.

Def;nation 7: Every memory cell iu a RAH_hag':hreé states.

l.; Inte:nui_s:a:e ;5 the actual conn@pt of a memory cell.-

- z, vggnreuc state 1s the tesult oi-read operation of a memory ceil.
B:gected a~at is the cxp&ceed concenc of a cell aftcr onc or

wore vrite oparacions. 1H,
: niflnition d:‘tFnulta'arhiiaid'to be'éecbcea& it iﬁd 6u1§’1f‘thotir,"_ '
.;Aexiat ona or move aitturencei bat;ecn thn axpeetndrotutcs‘anﬁ tha

- npparcnc atates of cha »alla uanr tt&t.'

s m'.,d@veiowne onm ﬂmtm- wawmthd followlog, o ]

T 'énu- tion 2: If a i}m is vtuun mta . wxy uu ubm 1:3 1&»-

o one uzad Hot test: toe car:&&cadvu!atlbu of thése vriteu).: #utthct¢

 more, this rlce operation does not o
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These assumptions are implicit in all the work on memory
testing and appear to be valid for the current memory technologies.
In testing mawory for Category I coupling faults, the memory under
test is assumed to have four or more memory cells.

There are no known bounds on‘the number of operations required.
for any of these categories of faults. In this chapter we will
determine a lower bound for Category 1 coupling fault detecticn by
éssuming that only march type algorithm is used. There are some
recently developed test procedures which can detect all of the Cate-
gory I coupling faults with O(N) READ/WRITE operations [24, 26], but
they are not minimal in test length. We will find 3 minimal test
algorithm for the Category I coupling faults and investigate its

coverage of fault other than the Category I coupling faults.

3.2 March Algorithm
- "All the currently known memory testing algorithms with C(N)

READ/WRITE operations for functiomal fault detection are using march
type operations. Major advantages of the march type operations
among many techniques currently being used for the memory testing
algorithms are based on fheir simplicity. Because of the simpli-
city, march type'cest‘éigorithm is easy to analyze and handy to
implement in actual memory testing devices. Theré are only two
different orlers to be cousidered in the warch type test algorithms.

The memory operacionsAre£uiréd to be applied to each memory cell

during the a?plicacion of one mwarch element have to bg same for every

19
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cell in the memory. In this section we formally define march ele-
ment and march algorithm and dig out several important properties

of march aignrithms.

Definition 9: A RAM under test is assumed to be able to perform

both READ and WRITE operations. We use the following notations:

*

R - READ operation on a cell,

w - WRITE operation on a cell,

wo - An operation of writing O into a cell,

Wl - An operation of writing 1 into a cell,

wc » An operation of writing the complement of the pre-

vious appareut or expected state of a cell,
4 - An operation oi writing 1 into a cell when the
previous apparent or expected state of the cell
vas 0,
o - M operation of wri:igs 0 into a cell wvhea the
| . previous apyaren: or expec:ed ataCQ of the cell

~was 0.

hf,ﬁnefinicion 10: A march element 1: a finite sequence of opatationn ,

npplied to every cell 1n the temo ty in-either one of twa otdera,

{ 1ngre§eing-addtess order from address zero or_dectegsing qddreln-_'v. -
:order from addrens (N-1), uhete opetatione nbpliedﬁtoteaeh cell |
'-gfhave to be the game tor: every cell._ Let Gl...O aeuote the opera-f: ;::
"ﬂf t1onn 0x through 0 being applied co ench cell from the louest

:lddresned call o the hishest ﬁddteased cell. and lat 01...0

Bpens K NI D AT IO 8 7




denote the operations 01 through Om being applied to each cell from
the highest addressed cell to the lowest addressed cell. Also let

01... n denote either Ol...On or 0....0 .

1

Definition 11: A march algorithm is a finite sequence of march

elements, It can be denoted as (MI’MZ""’Mm-l’Mm)’ where Mi is a

march element, l<igm.

In a march algorithm, (ﬁi,ﬁé) and (5:5;) are different from
each other since (ﬁi,ﬁé) implies that the operation 0l is applied
to each cell in the increasing address order then the operation 02
is applied to each cell in the increasing address order while (5:5;)
implies that the operation 01 is applied to the lowest addressed
cell first and the operation 02 is applied to the same cell next
and then the same operations in the same order are performed on the
next higher addressed cell and so on until all the opericions are
finished at the highesc addressed cell. In memory'opera;ions. ve
are assuning that reading a memory cell does not effect the contents
of any memory cells. VThq: 1a.to say that we are assuming that
 £ntetna1 state of cell is same as its apparent state. -

‘In the vemainder of this chapter we will deriva a test
procedure to detect functional faults that iacluda Category 1

. coupling faults. We have found it cnnveuient co fi:st deti@e'a test

.u1‘6rithm to detect'Categoty i;coup11n3~£au1ce and @hgu sugnent it B

“to cover the atuck»ietlnd tranaitiongfaulca, For this reasop in '3 j'

L this lgcgion:gnd,thelheg£ :¢c;;9n_u@iﬁgiﬁng;ﬁhnt:dniy;Catqsoty”I )




coupling faults are potentially present in the memory under test.

Definition 12: A march algorithm is said to be a complete march test

for Category I coupling faults if and only if we can conclude that

there do not exist any Category I coupling faults in the memory

whenever all the read operations in the algorithm show no differences

between expected states and corresponding apparent states.

Definition 13: A march algorithm is said to be an ihcomp;ete march

test for Category I coupling faults if we cannot conclude nonexis—
tance of any Category I coupling faults in the memory with no dif-
ferences between expected states and corresponding apparent states

from all the read operations in the algorithm,

Definition 14: A march algorithm is said to be an irredundant

complete march test if and only‘if deletion of any one or more

operations from the algorithm results in an incomplete march test.

‘ fnefingtion 15: A march aléprithm is said to be a minimal complete

march test 1£;¢nd'on1y51£*there'is no other complete march test

-.;L _uhich requ;req,fawer ngnbet'of operations.

Note that & ainizal couplete march test 1o an. ir:edundant '.f

| conplotu anrch teuc.. ""

Before ve start conutruccins ninima' couple:e ‘march tests, it

 '1. necessary to 1nveutis¢te soue uare prcpettiga of uarch elements ):3~‘7i""

-f ‘HhICh can be patt of udniaml coupl
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Lemma }: Let A be an irredundant complete march test for Cateygory 1

coupling faults., If a march element of this algorithm has read

operations then the march element has ont and only one read oper-

ation. Furthermore, the read operation has to be the first oper-

ation in the march element.

Proof: Let 6::??5; be a march element with read operations.
1. If n=l then the lemma is clearly true.
2. If n22 then let 0k~bc a read operation and 2<k<n.
a. If Okal is also a read operation then Ok reads the same
appavent state for each cell as 0, , has read. 5o 0 is
not necessary.
If okrl is a write operation then 0k essentially reads what
was written into a cell in the immediately preceding write
operation. But such a read operation is unnecessary since
- in the absence of transition faults and cell stuck-at faults,
the ipparen:.'expegted and interﬁallstgﬁe qfrthe‘memoty cg;lf 7

'ire all identical at that time.

“Because of a and b no operation can precede a.rgaﬂfppetatioé‘inﬂa e
- -march element'of'au-irredﬁndant ¢ompleté watch algorithm. There-
- fore, only place a read operation .can appear in ‘a march éiemgnt_ia.::f

~ the first position, -

Lem 2:' 1£f&fﬁaichfglgjcnggofggn;ii#edﬁyd@nt ¢oup1ete'u§tchitegclﬁ?~'jA

~ "hes vore than one write operation then say two consecutive write o




B i - .

'*"fpreviaus con.ent of. the ncmary cell 1umcdiately-tollowins the £irot o

"‘f '.k oparatians. ,';';’1

‘:conplew mrc.h cesc. -

operations must write into each cell two different values, i.e.,
1f the first write operation of the two is an operation of writing a

zero then the second one should be an operation of writing a one,

and vice versa.

Proof: In the absence of transition and stucke-at faults the first
of the two write operations is guaranteed to put memory cell in the

\.

desired state and hence the second operation is redundant.

Q.E.D.

As a result of Lemma 1 and Lemma 2, a march element with one
or more write operations can be denoted by specifying at least one
write operation of the march element at the beginning or 1mmed1§tely
iftet a read opeta;ion and the number of the write operations

following the specificd ones. " For example, a warch element -

0pees gfﬁ)‘fEI:::5;Ti;) ), k21 and wd), implies that: there are u(2n) ;'

o write operations of which each vtite operation conplcnnn:a the

’\fTheorem 1.A Lat HR be 3 menory with £our ot uore cella. Assuae ehnt
”::EHR has ‘ag transi:ion Esulca and’ scuckuac £au1ts. ‘Let tbe wemory

' Lhnve aither zeros 1a all locations or oues in all loeltionn uhcn it

&tfﬁouared up. To deueeu couplins ﬁault of each row in Table 2 vith

Afan irredundanc coaplete march test. the uarch eleuenc 1n cha UOtteﬂr T

r_sponding row of ?ab;e 2 has to he inclu&ed iu tha irredundant

i BTN
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" Table 2

Typical Coupling Faults and D:ztecting

March Element in MR

Typical Coupling Fault(s) in MR

Detecting
March Elements

1. 03 is (01;0) and (1+0;1) coupled to C
03 is (0»1;1) coupled to 2 and
03 is (150;0) coupled to C2

2. C3 is (0»1;0) and (1»031) coupled to C
03 is (1»0;0) coupled to C1 and
03 is (0»1;1) coupled to c2

3. ¢, is (0s1;0) and (1»0;31) conpled
to Go and c1
& co is (0»1;0) and (130;1) coupled to C
co 1s (051;1) coupled to C and
0 1s (1>0;0) coupled to cl

‘575._ co 1s (091.0) and (19031) coupled. to c
o co is (190 0) coupled to cz and
h (00131) couplad to d

6. €y 18 (01;0) cnd (1*0.1) cwpled
| to 03 an.}Cz - s

o’

o.

3

Ry@

R4 (m)

R$ (2m) 'o_r. Rj(h)

3‘

M) or Ri(2m)

| _k&fm

A RN PAPRS

S e

L i‘t;_‘Nm‘:,;_lp' is a q@nne'ggtjﬁc intcg'at._}.' -
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Proof: We will prove this theorem by assuming absence of each
required march element of Table 2 and showing nondetectability of
the corresponding coupling fault. This will give us contradiction
to the completeness of the irredundant complete march teét.

1. If Rfi{@m) is not included in the test then the test canmot detect
the coupling fault 1 of Table 2, since as shown below no march
element can sensitize this fault.

(a) 0,.¢.0, cannot sensitize the fault since (1) it does not
have any operations on C,,C; and C, prior to the operations
on 03, (2) at the end of 01...0n 03 will have internal state
which is same as its expected state because 63 is (0+1;0)

and (190;1) coupled to CO.

(b) #(m) or v(m) cannot semsitize the fault at the end of the
march element since C; has no ttansiéion_or stuck-st faults

and hence 03 will be written correctly and no further

chlnge can be made on 63

-(c)_ T Y) cannot sensitize the faule bafore 03 is rud 1n tha

lnrcb elenont sadce 03 is (100;0) coupled to C.,.

(d) ‘"T cannot sensitize the fault before 63 10 read in the uarch'

volcnent since 03 is (0¢1.1) coupled to c and,thn coupling
betveen C, and G, camnot occur._'“

Nov tharg_arc no uc:e;unrch eleunn:s to be cou:idn:ed othnr chnu

2. 1€ T(S) is tot fncluded {n the test then the test cannot detect =~
| the'coupling fault 2 of Tabla 2, eiuce as shovn belov o mavch |

R

rsaton




element can sensitize this fault,
(a) 0,...0 cannot sensitize the fault since (1) it does not Lé?
have any operations on CO,Cl and C2 prior to the operations i;
on 03, (2) at the end of Ol"'on C3 will have internal state
which is same as its expecteé‘;:;te because C3 is (091;0)
and (1%0;1) coupled to CO'
(b) #(m) or [(m) cannot sensitize the fault at the end of the

march element since 03 has no transition or stuck-at faults 1#
so C3 will be written correctly and no further change can

be made on C

g
(c) RA(@) cannot semsitize the fault before C, is read in the
march element since C3 is (0»1;1) coupled to Cye
(d) R| cannot sensitize the fault before C3 is read in the march
" element since Cy 1s (120;0) coupled to C, and the coupling
betveen C, and C, cannot occur, | |
‘Now there are no more march elements to be consldered other than -
© 3. 1f none of R¥(Zm) and Ry(Za) are 1nc1u¢edv1n'§hé test then the

'V{t‘lt canuot detect the cbupling*tault 3 of Table 2, since as
~ shown beléu no other warch elqﬁeut-can'sensitize;this favlt,

) :oi‘°°° 'caunot-0enaitize‘tha'£auic since (1) C,, 333, is -

. oot a coupling c;ll for Cys. (2) at the end of 01...0 cz |

N vwill have internal state which 1s sanc a8 1&0 expeceed state J-*'

- because cz 1s (Oal 0) and (14031) coupled to co. |
Aii(b) T? 3 or’ J(ul cannot u:uniciza che £au1t at ehn cad of the

a0
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march element since C2 has no transition faults or stuck-
at faults so C2 will be written correctly and no further

change can be made on CZ'

(c) R¥(2m) or R{#(2m) cannot sensitize the fault before C, is
read in the march element since C2 is (0+1;0) and (1+0;1)
coupled to Cl'

Now there are no more march elements to be considered other than

R4#(2m) and Ry(2m).

4, 5. 6. For the march elements in 4. 5. and 6. of Table 2, same

proofs as 1. 2. and 3, can be made by simply changing the order. %
of operations and the order of the addresses of those cells into %
opposite order. :

Now if an irredundant complete march test does not include any one

NI AR

- of the six different types of march element then the test is not
~complete any longer. - _f _ ,7 . o o |

”"V>The9rem 2: 'A_iower-bound on the hqnber of—ugnqry operations in com-

- plete march test fpgfcatagdiyAI:coupling”faulga of & memory with N

Gt | ey

“:céllﬁ. N4, under the isquppg;pﬁ‘ot?ahsenc¢ o£.;tigsi;ionLhnd.ctuqk-  

”f:?roof: ‘Since at pouer up nll the cells of a Jeexory uuﬂar tent could _ .
A:;contain one or zero. an 1rredundsnt Cﬁ!plete warch- :eﬁt sust pertot.,;;:‘.-"ﬁ.t.iﬂ
W Lric aNiu,.) and. ut(as). Vich -1 uz - o. :ha BT
cwpu.ng mle 3of mlc 2wll npt“u semstized.. 5o oan oe - o

s den

T
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operations have to be added to detect the coupling faults 3 of Table

2. This can be minimally done by letting either o, or m,

In a similar manner we can conclude that either ma and ms should be 1.

This implies that fourteen memory operations have to be included in

to be 1.

any irredundant complete march test algorithm.

Q.E.D.

3,3 Minimal Complete iar-n Test

The lower bound of Theorem 2 was proved by assuming that the
memory undg: test initially contained identical vslue in all cells at
power on. »Howevet. the algorithm given below will be shown to detect
all Category I coupling faults and still require only 14N operations,

even when the memory under test is not initialized to an ali zero or

an all one state.

Definition 16: Algotithu A is a sequence of march §1enencs, Bucﬁ W
" BWW . RWW W, PW w o uhate each narch elem-n: io denoted as "1' Hz..

ce- . tcc
3# H“.lrequctively..

—-uun‘

——

| Theoren 3 Algori:hu A,ia a winimal uonplete march test for Categoty';
1 coupling faulzs in a mezoty with four or wore cells under thz ~.M

| anouuption.of-abscnce of-trnneition and_stnek—at fanlts.

,,Proof‘ Let che apparent states of ehe cells. 0° cl....,cu 2. N-l
o in the wemory under :est ‘vhen: reaa at R of N be .....xu 2.

)

f,’lls Lee c be asyunettically eOupled to soae ctlls with addresaes

louer than i, aand let cJ be the hishest add:e-!ed coupllng cell

Of ¢ L with 3 <:1, T




(a) If ci is (xj»xj.a) coupled to C 4 a=X, or xi, and C, wmay

or may not be X b) coupled to C bax or X,. Then

174y 3’ 1
since the last write operation on cj changes the content of
| CJ from xJ to xj in Ml as well as in Mz, c1 will be read

with 2 in both the march elements.
() 1fc, is only (xj»xj.b) coupled fo C g0 beX, or El, then we

will read Ci with h in Ml as well as in Mz gince each of Ml

and Mz has a write operation which changes the content of
¢ b . |
1 from xj to xj
But the expected state of C1 in M1>1s different from the expected

state of ci in H Therefore. the fault will be detected by

~Algoxrithn A,

2. let C, be asymetrically coupled to some cells with addresses

S ‘, u‘ 1nstead of “1 anduz

R f—‘-um 3 A stuckeat. m).u vill be detectad by M.gcrithﬁ A under -

- higher than i, and let cJ be the lowest addrensed coupling celli
of G, Pi. Ve can have siatler proof as 1n 1 by ustog a3 and

E V‘Q‘O.BODO-V_Z‘ )

2 4 Hod!fication and Canuent

Ut aext coas&dér &tuck—ac lnd craniitidn faules.

o ,thu assuup:ion af tha absenﬁe of ttan:ition faultne. o

- “7’2 ?iFtoof‘ For evary c&ii 1ﬁ tha -cnory under tent. expeccad state oi

tht cnll in H1 1& diffotent fron the axpactdd acatc of tha cell 1n 82
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But existance of stuck-at fault in a certain cell will result in two
identical apparent states in Ml and MZ' Therefore, the fault will

be detected.

Q.E.D.

To detect transition faults in the memery, two additional read

operations are required in Algorithm A. The resulting modified

algorithm is RW Rw RN chw chwcwc. chwc, which requives 16N

memory operations. We will call this algorithm Algorithm AT.

Theorem 4: Algorithm AT detects all stuck-at faults, transition

faults and Category I coupling faults even if a2 RAM has any combi-

- aations of’such faulta,

Progfz ‘Whenever a RAM haa-$:uckvat faults, Algorichm AT will detect

then régatd;ess of the’preaenéa,ofittahoition faults and Cu:egpry I_VJf' .”
.xcoupling fauits_since atuciéit faults vill not be éhjnsadﬁfurﬁhgf'by ’_ ‘
'prﬁh:rrfaulci'an& in the Jié@fith&AQACh ccll‘is;téia with each of two ' i
-Hﬁifferent éxpected'itnte;a If the ﬁAH contains tranéitioﬁ £au1enf"' N
:fand Bay ot uay not. contnin Category 1 coupling faultu ‘then tha '
A‘ ’traacitinn faults will be detecﬁed 1n H1 of Alsorithu AT sin?e
-Zcontents of each call 10 reud 1nn¢diately aftar eaeh of :he fitst
: V'tuo cransitians 1n-H1 Because of rhacreu 3. all category I eoupling
;Tffaulte will ve detected by Algorithn AT sance che two extrs resd

Aopcut_ious in “1 of lusotitha AT do- not réduce l:lw f:ult deuc:ing
E cuplbility ot Algorithn A._ e

, :':;Q@EQD;;'.'ﬂf -
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any furcim: ‘forced ecmium tox ﬁw £onouln¢ uutm of Vcalg_
: H;{lnd ttana&tions 1n ¢¢11 J_ .;_“Arti ,} L

If there are reasons to believe that an operation of writing
zero (one) into a cell when its content prior tc the operation is
also zero (one) may not be done correctly then to detect such fault
two more read operations and two extra write operations are required
to be added to Algorithm AT, To present this wodified algerithm in
the same sequential form of march elements we have been u;iug in
this chapter we need a new notation for such write operation. Let
ﬂs denote a write operation which writes a cell with the same
content as it has prior to the operation. The algorithm which can

detect faults due to faulty w in addition to stuckwat faults, tran-

sition fauits and Category 1 coupliug faults 1s nw RU RW awsnné.

;RHGH BWWW, au w . This algorithm requires 20N nnuory operations.

CC L

In one recently put!iahed paper {24], necessary conditions £or

: ,~teae ‘algorithm which can detect stuck-at Iaul:s, transition faulta

and Category 1 couplins fuulLs uere clsiued. It can hc casily seen

. that our. Algotithm AT clearly violacas thn cnndition 2 ct thn papcr i
:-;; while detecting all scuck-at Eaultn, transition faults. and Latesory I
"}1coupllng fau!ts. to. :he fullawin; patagraph the condi:ion 2 of tha
‘fpcper and an e:nnple which does na: ua:iify the condition 2 ave choun o
) ucandltion 2 (28], Fcr every—pait of cells (i»J). call 1 (1.0., Tiﬂvj;,~"
'“;chn cell with addreit 1y iuat b& t!id aft&r coil 3 uakes a. faraad :
v:trnnsitiou~(1.e.. a ttanni:iou obxch 15 initiatud by the tcutiuu

4:g'”alxorithn by uritiug iovo tht eall) and bafore celia 4 uad § uakn :j:ikji;fiii::
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(a)
(b)
(c)
(d)

cell 1 in state 0,
cell L in state 1,
cell 1 in state 0,

cell i in state 1,

cell j making a 0 & 1 transition,
cell j making a2 0 3 1 transition,
cell j making a 1 » 0 transition, and

cell j making a 1 3 0 transition."

To make our discussion easy to understand, let the memory have zeros
in all the cells when the memory is powerod up. If jci then in

Algorithm AT the pair of memory cells C, and C

L j do not go through
case (b) of condition 2 and if i<j then in Algorithm AT thé pair of
memory cells do not perform the case (d) of condition 2., Therefore
Altoritim AT clearly violates the condition 2 of the paper.

In this chapter we have so far concentrated on Category I
coupling faults, Thg'algorithms given can be shown to detect many
Category II coupling faults., Several differenc'algorithms (some -
requiring fewer operat_ipns than Algorithms Aand AT ) can be derived to
detect large subclasses of Categories inand I1I coupling faults.
But at this time no new algori@hm'to deﬁect all Categories II and III
coupling faults has be¢n<quﬁd. .fhe difficulty in deriéing such

algorithms liss in the difficulfy,of detecting all symmetric

coupling faults,




CHAPTER 1V
TEST ALGORITEMS FOR PATTERN

SENSITIVE FAULTS

4.1 Neighborhood Model

As was pointed out in Chapter Il the choice of neighborhood is
the most critical factor in developing practical test.algorithm for
pattern sensitive faults. To determine a size of neighborhood which .
is small Enbush to be employed in developing reasomably short test
‘algorithms as well as good emough to cover most probable pattern
sensitive faults in the memory we will iake advantage of the know-
ledge of device geometry and operational primciple of most of cur-

rently available RAMs (7, 16). - 3

Basically most of the densely packed RAMs have two-dimensional

o g s a1

memory cell array [1, 4, 10, 18, 28, 31). Oue typical memory cell

~arzay of single-transistor cells with sense hnplifxa: is shown in

B e KUY SRR R IR A L ST et B s e

- ?1gut¢ 3 (10, 28]. ;Sven-:hough'chere'are many tachnical variations
'_5. . "A;A :  4n oporaeiounl-princtpie of accesstng memory cells to store data

in the. wenory cells and to rcnd daea fron the memory cells, one

g e e @ aa e
=

bcuic principla of accessing mewmory cella is counon to all the -
IR '}ffé -'.f "f . densely packed BAMs. avuilabke. uhich‘is that whennver a memory cell

;) a
s to be accesued‘ the coluun ngd the TN uhich the aenory cell

?}~E‘;ffbalouga to are ¢h0$6n £n ba aaaiv&cad {1. 10. 18. 28]. tha cell ..
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" vhich uqlgc_nud ';q;:-:hg top, 'b,ot;r.o-.--l,ofc and right of _c}‘»,hqu

in the crossing of the row and the column is the one fully activated
by this selecting process. Since the purpcse in this chapter is
finding proper test algorithms for patterr sensitive faults we will
not consider the operational principle of peripheral circuitry in a

RAM chip, which is peculiar to each chip depending on the design

:'technique employed in manufacturing process.

Ihe ‘most probable causes of pattera sensitive faults in
RAMs are the charge leakage of memory cells and the effect of parasi-
tic capacitance coupling on memory cells [1, 18, 22, 28], where the
charge leakage could be caused by subthreshold current in the thick
oxide separating one storage cell from another, by low field thresh-
hold voltage, or by sneak paths created by an incorrect clock
sequence {271,

It has earlier been suggested that a practical and effective
cholce of a neighborhood of a meﬁdfy cell for pattern sensitive

faults in a RAM 18 the four cells which are the ones in the top,

‘hotéom. left and right of the memory cell as elements of neighborhood

[2v, 22, 23, 27]. Following defimition of neighborhoud will be used

throughout this chapter.

"~ Definition 17: lLat & memory have two-dimensional srray organization

~with dimension n by m, where n,m33d.  Let a cell in the memory be '

”f;xed ané call itigﬁgaaa cell, Then the set of five memory calls
'»rﬂhich include the S&sqf;all and its fan adjdcenc.niighborlns cells
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cell 18 said to be the neighborhood of the base cell. A set of
memory cells which excludes the base cell from its neighborhood is

sald to be the deleted neighborhood of the base cell.

.

For the completeness of this chapter we will define pattern sen-
sitive fault with above definition of neighborhood, deleted neigh-
borhood and base cell. In Definition 17 it wust be noticed that the
cells in the top row, bottom row, leftmost column and rightmost
column do not have four adjacent neighboring cells and auch neigh-
borhood will have less than five cells but it wi;l always have three

or more cells as its elements.

Cre
ton S

Definition 18: Let a memory have two-dimensional array organization

with dimension n by m, where n,m}3.

1. If a wemory cell, say Ci’ changes its contents as a result of
certain patterns of zeros, ones, changing (by writing) the con~
tents from zero to one and/or from one to zero in the memory
cells of the deleted neighborhood of Ci. then cﬁe nemory is said
to have active neighborhood pattern sensitive fault (ANPSF),

2. If the contents of & memory cell, say ci. cannot be changed (by |

writing) from a Zero to one and/or from a onme to zero due to

certain patterns of zeros and ones in the deleted'neighborhood '

oi c :hen the memory is said to have gnsaive netghborhood gatw.

‘tern sensitive fault (PRPSP)

3, Lif any of the above £au1cs exist in the aeiory then the nuuory 1:

:;‘lid to have neighmgghood gnt e gg;eive fuul:s gnrsps;, e




In the development of test algorithms for NPSFs we assume that
(1) read operation is fault-free, and (2) any propagational coupling
faults which propagate from outside of a neighborhood to the cells
in the neighborhood do not exist.

Let CE be a base cell and CA' CB’ Cc and CD be its four deleted
neighborhood cells located at the top, bottom, left and right of
CE' respectively. Each cell in the memory can have either static
states or dynamic states during each memory cycle. It is convenient

to define several symbols for those states.

Definition 19: ‘There are four states for each memory cell during a
memory cycle as following:

1. Static state zero, denoted by "0," is a state of a memory cell

' ilien the menory cell keeps the coutent zero from the beginning i
o ~ till the ead of the memory cycle. |
2. Static state one, denoted by “1," is s state of a memory cell

when the mezory cell keeps the content one from the beginning

[P

€111 the end of the memory cycle.

e et

3. Dynamic state zero to onme, denoted by "A," 1s a state of s memory

1 cel vhen the nuory:.ccu'_channi its content from zero to ocne

f
} = ‘ , . ' during a memory cycle by write operqcions.'

~ 4. Dynanic atate one to zero, denoted by “," is a stateof a mem- - e

. ‘ory celi vhen the wemory cell changee Lts content from one to - I St

jfn_lro_ _dgy.in; l tiemory ’chc;e‘. ,by wgitqupgu_»;_:‘lqn,_‘.. -' T

yrete £ e N
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;onc vhile CA. cc and cD have contents 0, 0 and 1 and the contentof C
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During each memory cycle a memory cell can have one of the four

states defined above,

Definition 20: Pattern of a neighborhood of a base cell CE is de~-

fined to be an ordered quintuple (u, v, w, x, y), where u, v, v, x

and y are states of CA’ CB’ CC’ CD and CB’ respectively.

To test a memory for all NPSFs, neighborhood of each base cell
must be sensitized for all faults. By the term "sensitizing” we
mean generating a pattern of states in the neighborhood of base cell

which could exhibit faulty situation for a specific NPSF.

Definition 21: A pattern of a peighborhood of a base cell which can

sensitize ANPSF (PNPSF) is called an active neighborhood pattern
(ANP) (a passive neighborhuod pattern (PNP) ).

Por example, a quintuple (0 # 0 1 0) is an ANP since it sensi-

tizes an ANPSF which may change the content of base cell from zero to

_ B
is changing from zero to one. A quintuple (1 0 1 1¢) is an example

of PNP since it sensitizes & PNPSF due to the contents of 1, 0, 1 and _'
- 1l4a Cy Cpr Co and cb’ respectively, which cause the content of the
basa cell C, not to change from oue to zero, vhen zero is written in

~ the base cell with it initially containing 1.

It can be easily seen that there sre 128 distinct ANPg and 32

PiPe for the neighborhood of a base cell as showu in Tables 3 and ..
&, vespectively. SR o

N

i
‘
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Table 3

ANPs of Neighborhood of Five Cells

m o O v >

VI N N 0 NV R OOV N N N 0 VR RV R R P
00001111000011110000111100001111
00110011001100110011001100110011
01010101010101010101010101010101
00000000000000001111111111111111

00001111000011110000111100001111
AR N N R ARV RV AR o o B i R R R R A

01010101010101010101010101010101

A
B
c 001100110011:001100110012100110011
D
E

00000000000000C60012111111111111111

¢coo0l11110000113110000111100001111
001100110011 00110011001100110011
Y YY YR Y IRERRAIY ¥ I v VI SR AR
010101010101010101010101010'10101
00000000000000001111111111111111

00001111000011110000111100001111
00110011001100110011001100110011

VYRR Y YN STRERER Y WY ¥ ¥ ¥R S SR R
0000000000000000111!111lllllllll

A
3
€ 010101010101010101030210101010101
D
E

‘ ':Nou:

|

2._ :
3.

‘A * top cou. B = Bottom cau. Cw hft cell, D w ruht

cell, E » bhage cell,
$ w0 tol transition, $= 1 to 0 tunution.
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Table 4
PNPs of Neighborhood

with Five Cells

Top Bottom Left Right Base

Top Bottom Left Right Base
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‘1. 4w 0 to 1 trausition, = 1 to 0 transition,
2. Esch row with iive en
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tries denotes one PNP of a base .
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4.2 Lower Bounds

For the manufacturer of RAMs it may be important to find a loca-
tion of the fault since it may exhibit sone defects in their original
layout of the RAM or in their manufacturing process [7, 9, 11]. So
locating pattern sensitive faults in RAMs will be useful to manufac-
turers. Before developing test algorith:s which can detect and lo-
cate NPSF3, we will find lower bbunds o: the number of required READ
and WRITE operations in such test algorithms., By detection and loca-
tion of an NPSF we mean that the test algorithm identifies the
type and the location of the NPSP; that is, it identifies the base
cell effected and the nature of the affliction. The fact that the
ceils at the corners and on the edges of the rectangui;r array wemory
have fewer than 4 cells in their deleted neighborhoods (e.g., the
cell in the top left corner has oanly two cells in its deleted neigh-
borhood) makes the exact derivation of these bounds unnecessarily
cunbersome. For this reascn we will assume that all cells ia the
memory have 4 cells in their neighborhood by asauming that the cells
on the top edge of the memory ‘are adjscent to the cells on the bottom
edge and the cells on the left edge of the memory are adjacent to

the cells on the right edge.

A convenient technique to derive these lower bounds is to look

at the contents of a base cell to be the state of a two state sequen~

" tial machine, with the application of an-ANP to its. neighborhood

L -
.




corresponding to an input to the sequential machine while the
current state is at the value specified in the ANP and

reading of the contents of the base cell _orrespcnding to observing
the state of the two state machine. The following two lemmgs will

be used in the proofs of Theorems 5 and 6.

Lemms 3: 22t different sequential machines are realizable with two

states and r distinct inputs.

Proof: For each input the next state can either be the same state

as the present state or be the different state from the present stata.
So er different flow tables can be constructed and each flow table
represents one unique sequential wachine.

Qo E.D.

Lemna 4: Let a sequential machine have two states and r distinct in-
I - puts. Assume that the state of the sequeatial machine can_be ob=-
scrved at the end of the application of each input to the machine.

2r

¢
‘ K  To identify this machine from 2°° different sequencial machines 2r -
3 . . .

obsarvations sre minimally required.

Proof: If we make only t cbservations, t<2r, then ve can'dintingﬁiah '

at most one flow table out of 2t;d;££erent_Iluwftlhlpl. So 1032(22')
' ' ' 2r

' obmervations are nininally required to distinguish one out of 2
sachines. | R
o . QED.

MR AR
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Definition 22: If we neglect the entries in position E of Table

3 then there are 64 distinct columns with four entries, We call

each of these columns a modified ANP (MANP). Also if we neglect

the entries in the base position of Table 4 then there are 16 dis-

tinct rows with four entries. We call each of these rows a nodified

BNP (MPNP).

lLemma 5: To detect and locate ANPSFs in the neighborhood of a base

cell, 128 read operations are minimally required.

Proof: Consider the 64 MANPs as inputs to a sequential machine
with the content of the base cell corresponding to the state of the
sequential machine. Then in the presence of ANPSFs the contents

of a base cell behave like faulty sequential machine. Hence from

Lemmas 3 and 4 we need to apply 128 inputs and make 128 observations

-of the contents (i.e., 128 read operations) of the base cell,

Q.B.D.

Leoma 6: To detect and locate NPSFs in a neighborhocd of a base -
cell, 160 read operations of the base cell are minimally required.

- Proof: Tha proof 13 similar to that of Theoreu 5, excapt that now

ve hnwe to conoidar 128 AHPi and ‘32 PNPa.
_.Q.E.D. 

Leama 7 To gnnetate 1) ANP:. 32 write. uperationn per coll are 3

o ‘!4i1nally :equired. )




Proof: Since the application of an ANP requires ona write operatiom,
128 write operations on the cells in the deleted neighborhood of

a base cell would require 32 write operations per cell in the
neighborhood. As a matter of fact again from the sequential machine
analogy 32 write operations are minimally required for each cell

in the deleted neighborhood. Since every cell in a memory is in

the deleted neighborhood of some other to seasitize all ANPs for

the memory, if we assume that every cell in the memory has a deleted
neighborhood of four cells.

Q'E. DO

'Summarizing Lemmnas 5, 6, and 7, we see that 128 read
and 32 write operations on each cell of the mehOty are iequired
to detect and locate ANPSFs and extrs 32 read opétacions on each
cell afe required to detect and iocace 511 NPSFs.. This is fo:mnll&

stated in the next thcorenm.

Theoren 3: ito detect and locate ANPSFs in a4 RAM At least
128 read and 32 write operations must be«peffq:ﬁéd-bn eachvcpll .
in the RAM and to detect and locate NPSFs at least 160 tead3aﬁd'

_ 32 wrice operations must_bc»pgrforned'on'each cell of the RAN, -

In testing RAMs, the ab;lity;ﬁo just detect the faults is
" aleo important since most of the users do notvhaVQ faci1itiés“k: |

. _-io fix the lqcated'faults,in::harﬂaks.:

o
IS
B




" . from one to zero. Since there are. 64 diltinct HANP. and each of

u’—'ioperltion 1n tha itquunca ve are co-pariu; tha e:pacc«d ataco ana

To do this it will be of advantage to know good lower bounds
on fhé ndiéet of operations required to detect ANPSFs and PNPSPs.
Next theprem gives a lower bound on the number of operations requi-

red to detect ANPSFs.

Theorem %; To detect all ANPSFs 32 write and 65 read operations

per cell are necessary.

gggggg According to Lemma 7, 32 write operations per cell are
tequiréd to generate all ANPSFs. To prove the necessity of 65
read operations per celi.litthe 64 distinct MANPs be ordered from
1l to 64. To prove the validity of our assertion on the number of
read operations, we will consider ANPSFs of following type only:
4f an MANP of an ANP changes the content of the base cell from

" zero to one then the MANP also- chanses the content of the bnse cell

jtheu could be either taulcy or fnulcfrca.:here arc 26‘-1 faulty ,af- s
. pc:tc:no of 66 HANP: nnd one flultttecpn:ceru of 66 MANFa,: :hnc

:affnc: the basa<c011 tn che-nanner dcucribed abnve. L&t uach

P IR N AR OR T

©of these 2“ patteras of 66 HANPS be Fepresented by a 6 bie: binary

gm:or. ’1' mh thac Bo- (f A f* 2 .... ‘1 5,.), ﬂhare " o ,

- oJ
1t mg w:pismufr.mnrimu j-nnf :hnj mr
N fauley in Fi‘ “Given a telg a@gorithn,yith.s :ead tht;:ions--
: 1c is possible. to divide thé*céqnence i@toek-seﬁ;;qng;by;digédghecéﬁ-,

linz the sequence aftcr each rczd oyeration.- siu&e'ht-éach téid'
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1,3,
even number of times in the ith section and v, j = 1 4f the jth
‘ .
. MANP occurs odd number of times in the 1*® section. The faults are

the apparent state of the base cell, if the apparent state of the
base cell 1s different from the expected state of the basc¢ cell

then faults are detected, ctherwise faults are not datected.

By assuming the existence of the type of ANPSFs previously mentioned
only, 1f even number of MANPs, that were causing the base cell
contents to change, appear between two ccnsecutive read operations
of the sequence then the faulty MANFs «.il not be detacted since

the read operation which follows the faulty MANPs will result in

an apparent state which is the same as expected state provided

thact previous read operation did not detect any faulta. Therefore
given a test algorithm and a fault pattern of MANPs, between at
least one pair of consécutive read operations of the test algo-
rithm an odd number of MANPe that are noted faulty in the given
fault pattern wust be present. Let us convert each section ot
write operations which are sandwiched between two consecutive

read operations into a 64 bit binary vector such that V1 = (vi 1
4

th
Ve,2r v vi,64)’ 1< igk, where v, ., = 0 if the §  MANP occurs

‘detected by'thc test sequence if and ouly if for every given Fi’

there exists a V, such that bit by bit lsgical AND operations

\

3

to say that the scalar produet of F1 and vj with mod2 addition

assumed is one. This implies that given Vl, Vz, sy Vk. there

betwean Fi and V, resuit in odd number of ones, which is equivalent

. does not exist a nonzero vector Fi that is orthogonal to each one

47
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of Vl, V2, vesy Vk. But there will not exist a nonzero vector Fi

that is orthogonal to each one of Vl, VZ’ ceny Vk if and only if

the matrix

V-1
v

e k -
has rank 64. Therefore k has to be equal to or greater than 64,
and hence 65 read operations are now required to detect ANPSFs.

Q.E.D.

There are 464-1 distinct patterns of faulty MANPs, We will call

a faulty MANP a unidirectional faulty MANP if the MANP causes a fault

in the base cell in one way only, i.e., a fault cccurs because of the

MANP only when the content of the base cell is zero (one). This

64_1 of 664

restriction rules out only 2 -1 faults associated with a
base cell. The next thecorem gives a bound on the number of operations

to detect ANPSFs which include at least one unidirectional faulty MANP.

Theorem 7: To detect all ANPSPs that include at least one uni-
directional faulty MANP for some base cell, 32 write and 2 read opera~ :

'tions are required per cach cell,

- Proof: 32 write oporations are necessary to generate al) AliPs

v S e Y ARG




as was shown in Lemma 7. If a base cell is read only once and the

apparent state of the base cell is the same as. the expected etate,

say zero (one), then a possible fault of zero to one (oae to zero)

transition in the base cell when a unidirectional faulty MANF is

applied to its deleted neighborhood will not be detected. So two

! | read operations per each cell with the expected states being zero
and one are required, |

Q.E.D.

The lower bound oa the humber of operations required to detect
PNPSFs is the same as the lower bound on the number of operations
required to detect and locate PNPSFs. Because each PNP requires
one write operation on the base cell and there are 32 PNPs per
sach basc cell where every cell in the memory has to be a base -
c2ll for all 32 PNPs, we need 32 write operationg per each cell,
Furthermore, if we do not read the base cell after each write
:‘u f operation then the following write ooeration on the base cell
%' ‘ i{ will complement the content of the base cell and then :hé possible

PNPSF generated previously will be erased. Therefore, 32 read

®

. | Lo operations per each cell are also required. These discussions

TR g e L

~-.aye lormally stated in the pext theorem.
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Theorem §: To‘de;ect all PNPSFs, 32 write and 32 read operations
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Because of Thecrems 7 and 8, we know that the number of opera-
tions for detection of ANPSFs could be reduced quite a bit compared
with the required number of operations for detection and location
of ANPSFs. But there are no advantages in finding test algorithms
which can only detect all PNPSFs,

In this section we have found several lower bounds which
could be used as goals to reach in our development of test algo-
rithms, These lower bounds are summarized as follows: the lower
bounds on the numbers of operations required to detect and locate
ANPSFs and NPSFs are 160N and 192N, respectively, and the lower
bounds on the number of operations required tn detect ANPSFs
and PNPSFs are 97N and 64N, respectively.

To obtain a minimal or a near minimal test algorithm, which
satisfies the lower bounds found in this section, first difficulty
which has to be overcome is a problem of overlapping - ighberhood.
In the following section we will find a method which results in
nonoverlepping neighborhicods, The following twe sections are the

basis of our near minimal algorithms to be found later.

4,3 Cell Assignment

Since most of the densely packed RAMs have m by n memory cell

array and m and n are usually integer powers of two, we will as-

suse that m=2P and n-zq, where p»J and qQ~). Note that this assump=

tion does not necessarily mean that the algorithms to be developed
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are applicable to memories with more than 64 cells only. For smaller
memories the algerithms can still be applied.

Each memory cell will be addressed (!, j) when the cell belongs
to ith column and jth row. We call i the column address and j the row
address. In doing the above assignment of two dimensional addressing
we assume that the memory under test has lowest addressed cell at the
upper left corner of the memory cell ar':y and that the row and
column addresses of the cells range from 0 through 2P-1 and 0 through

2q~1, respectively.

Definition 23: Let §

even & odd) be the set of memory cells whose

sum of row and column addresses is even (odd).

Definition 24: Let A, B, C and D be four symbols to be assigned

to each cell in the memory. Assignment of these symbols ig done

according to the following rule: Let (i, }) be the (column address,

4t 1) @
row address) of a cell and (1%, i') (imod 8* dmod 37'

i. For the cells in §

even
¥
a. A iz assigned to a cell whose 1° » (}] )uoé 8

b. B ia_neaigned to & cell vhose i' = <2+33')nod 8

_‘c.' C is a:signnd o 4 cell vhose i - (é+31’)ugé 8

4. D is assigned to a cen whose 1!« (6+33), . é.
h~2?- Por the cells in 5 °odd

8. A ia astigned to a cell Hhuie i’ » (1+3j )uod 8

4""h. _Biis-assignad-to a cell vhode 1'— (§t3d ’:nd 8
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c. C is assigned to a cell whose 1' = (5+33‘)mod 8

d. D 1is assigned to a cell whose {i' = (7+3j')mod 8’

Resulting memory arrays of size 8x8, after the assignment of

the cells in seven and Sodd are shown in Figure 4. Following obser-

vations are made to use this special cell assigmment in developing

our test algorithms for NPSFs.

Obgservation 1: Every cell in Seven (sodd) has a deleted neighborhood

consisting of four cells in § ;. (s

even)' Furthermore, this deleted
neighborhood conrains every symbol exactly once.

All possible pat-

terns of symbol appearances with respect to a base cell are given

in Figure 5.

Observation 2: Any pair of deleted neighborhoods of two cells with

the same aymbol in seven (sodd) are disjoint to each other.

Obgservation 3:

Union of deleted neighborhoods of cells with the

saze symbol in seven (sodd) is sodd (saven)'

As ve can

see from the Tables 3 and 4, each deleted neighborhood 1‘

of a base cell has to be sansitized with 64 distinct patterna for

ANPs with the state of the bage call zero and with the state of the

base cell one, also it has to be sensitized with 16 distinct pat-
terns for PNPs with the state of the base cell § and & . Because
of our cell assignment, it is possible to sensitize a neighborhood

vith a test sequence for all 64 ANPs with tha state of the base cell




A| |8 cl| |p la] 1B ¢| |
p| [af [8] |c C. |p| [A] |B
B c D A . B c D A
A B cl| |p D A| |B c .
c D A B ' € D A B
B c D A A, |B c D :
p| {a{ [8]| |c io| |al [B] ¢
c| [of [a] s B| jc| D] |a
l (a) seven Assignment (b) S,dq Assignment

Figure 4. Assignment of 8 x 8 Memory Cell Array

Figure 5. Assigned Neighborhood Patterns
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zero and with the ségte of the base cell one. The géilg of the
whole memory can be sensitized by applying the same test sequence

to all the cells with the same assigned symbol since if we generate
all 64 distinct patterns of ANPs in a deleted neighborhood of Figure
5(d) then the other three deleted neighborhoods of Figure 5 will
also be exercised with all 64 distinct patterns of ANPs by performing
the same memory operations on the cell with the same symbol as was
done on the cell in the deleted neighborhood of Figure 5(a). Same
thing is true for the PNP case. Above statement can be justified

by our previous observatious.

4.4 Digraph and Minimal Sequence

To find a sequence of memory operations which can generate
all ANPg and PNPs within minimal number of memory operations we will
use several digraphs to be comstructed, vhich have special properties.
There are no standard terminologies in graph theory so we will adopt
the terminology used in the "Structural Models: An Introduction to
the Theory of Directed Graphs" by F. Harary [13]. We refer to nodes

by the notation Vir Vaseees vp. Ve write A\ for an axc from \4) to

Vzo

Definition 25: A sysmetric digraph is an irreflexive symmetric

relation. Thus, for every arc vivj in a symmetric digraph, there is

also ag arc vjvi.
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~to v, and each such cycle 18 called an Eulerisn cycle.
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Definition 26: The outdegree of node vy written od(vi), is the

number of arcs from v, The indegree of node vy written id(vi) is

the number of arecs to v,

Definition 27: A digraph is called an isograph if for every node v
1d(v1) = od(v

i’
i)‘

Clearly, every symmetric digraph is an isograph.

Definition 28: A node-arc sequence is an alternating sequence of

nodes and arcs which begins and ends with a node and has the property
that each arc is preceded by its first node and followed by its

second node. A node-arc sequence is written in the form: ViVgre eV

The node vy is the initial node of this sequence and Vo is the

terminal node.

Definition 29: If the initial node and the terminzl node of a node-

arc ssquence are the same node, the sequence is said to be a cycle.

Definition 30: A collection of cycles is said to be arc-disjoint if

no two of the cyclas have an src in common.
Two arc=-disjoint cycler may have nodes in common.

Definitfon 31: A digraph is said to be Fulerian if it is possible to

start at any node Vyr travel along each arc exactly once, snd return

53
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We shall find, following Euler that every isograph is Eulerian
(13].

Definition 32: A digraph is said to be Jecomposed into m subgraphs

when the set X of arcs is partitioned into m mutually disjoint
subsets Yl, YZ’ veoy Ym and each Yi together with the set of nodes

forms a new digraph, 1< i g m.

Let us consider ABCD as a four digit binary number, where
A, B, C and D correspond to the contents of the four cells assigned
with symbols A, B, C and D in the previous section. The number
ABCD can have sixteen different binary numbers, By counsidering
these sixteen binary numbers as sixteen different ncdes and by
connecting any palr of nodes at Hamming distance 1 from each other
with two arcs in both directions, we have a digraph as shown in
Figure 6. For example, two nodes, (0110) and (1100) are at Hamming
distance two away from each other, hence no arcs will be drawn
between these two nodes but two nodes, (1010) and (1110) are at
Hamming distance one away from each other, hence two arcs in both
directions, one from the node (1010) to the node (1110) and the
other from the node (1110) to the node (1010) can be drawn. Notice
that there are 64 distinct arcs in the graph, ‘We will denote

each node with (abcd) and each arc with one of (abcx), (sbxd),

_ (axcd) and {xbcd) where a, b, ¢, d!{o,l} and x & {T. 3} .
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Figure 6. Digraph of Neighborhood Patterns
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By the analogy between the digraph and the patterns of the states
of four cells in a deléted neighborhood, we have the following rela-
tionships:

1. Esch node of the digraph represents one MPNP.
2. Each arc of the digraph represents oune MANP,

If there are Eulerian cycles in the digraph then MANPs and MPNPs
vill be generated within minimal number of memory operations because
of this analogy. Since every node of the digraph has indegree
and outdegree four, the digraph is an isograph. Now we know there
are Eulerian cycles in the digraph, but to use this property more
effectively, we will find a subgraph with the smallest possible
positive indegree and outdegree in each node. We can decompase
the digraph into two subgraphs with td(Vi) = od(vi) = 2 for every
Vi by properly choosing one arc from each symaetric arc pair. An
exsmple of two subgraphs after such decomposition is shown in Pigure
7. 1f there is an arc betveen any two nodes in one subgraph then.
thers is an arc with opposite direction between the sase two nodes
in the other subgraph. Becauss both of them are isographs there are
Bulerisn cycles in each of the subgraphs. Furthermore, for each
, Euleriuh cycle in one subgraph there is a correspouding Eule:ian
cycle 1ia the other subgraph which travels each aode and avc in
cinccly the opposite direction. Notice that each of these subgraphs
has 32 arcs and 16 nodes. From now ob ve will discuss one of the
oubgstphs.,stnuezthorct!ecé on the other subgraph can t-nndiately 1.

 h¢ vaderetocd. We will choose the oane in Figure 7(a).
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It is possible to decowpose the subgraph into two subgraphs with
16 arcs per each subgraph while maintaining the property of isograph
in the resulting subgraphs, because the subgraph in Figure 7(a) has
indegree and outdegree two for every node. There are many ways of
decomposing the subgraph of Figure 7(a), but we will choose a way
which satisfies the following requirement between the two subgraphs
of 16 arca: If tnere is an arc from (to) a node (a b c d) in one
subgraph'then the other subgraph must have an arc from (to) a node (a

b ¢ d). Ivo subgraphs of the sudgraph in Figure 7(a) satisfying the

above requirements are given in Figure 8. The two subgraphs
for the subgraph in Figure 7(b} can be obtained Dy simply changing
the direction of each arc of the subgrapha in Figure 8. |

| Because each of these four graphs with 16 arcs is an isograph,
there are Bulerian cycles, If vn chooss an Eulerian cycle, say
Cycle zero, which scarts fros the node (G 0 0 0) in'thc subgraph
Figure 8(a) then ve can have an Bulerisn cyclse, say Cycle one, which
starts frow the node (1 1 1 1) and follovs each node which s &

complesent of the corrqpoudihg aode of (_:ych Zero. | Wich these Cycle

Zero and Cycle One and cotresponding cycles which have directions

of all the arcs ravarsed from the Cycle Zero &nd Cycle Ove e can

-'-eoplf.ruer. a segueace of menory eparpuon vhich can minimally rgmv-
ate all 64 HANPs. But as one may uotice from the property of an | '
~ dsograph, & -inmxvuquam- which can generate all 64 ,i,uur- can

be &it_gctly constructed from i:hc digraph o'!_l'igui-.‘s.: The usefulness |

- of our four subgraphs of 16 arce will be ammw in the mr
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(b) Cycle One

lFigure 8. Subgraphs of Figure 7(a)
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- Step 1. writa zaros into evary goll in §

section vhen we actually construct a test algorithm for NPSFs. We
conclude this section by tabulating the subgrapiis ian the form of
MANPs and MPNFs. They are shown in Table= 5 and 6. 1In Table 5
(Table 6) the row 0 (row 0) shows the inizial pattern of A, B, C ~
and D which corresponds to the initial node of Cycle Zero (One).
Row 1 (row E) through row 16 (row 16; corvegpond to the 16 arcs and
their ending nodes of the Cycle Zero (C:cle One) in the order of its
traveling in the subgraph. Row 17 (row 17) through row 32 (row 32)
correspond to the 16 arcs and their ending nodes of the opposite
directional cycle of Cycle Zeroc (Cycle One) in the order of its
traveling in the subgraph. Note that each MNP of Table 5 (Table 6

ie en immediate consequence of the write operation of the MANP in the

sane_row.

4,5 Detection and Location Algorithme
In this section we will present & test slgorithm for the detecw ]
tion and location of NPSFs by using Table 5 and 6. Then we will
show it actually detects and locates NPSFs. Each vow of Table 5
and 6 contaius ona write operatiéh'ca cells labeled with a specific.
symbol from A, B, C and D. We vefer to row i a3 gperation i where
18 1€ 3 for. Table 5 and ve tn!nr to row 1 as ogeratxﬁn i vhere

1“ 1€ 33 £nr ‘fahle 6,.

--Al;ort:ﬁh N?ﬁf‘5
even ana urtte aaes 1nt9

wvery ccll in s d& and. than resd zeros from ev&ty aell ia ;}‘f~7""
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Step 2.

Step 3.

sevan and read ones from every cell in sodd’
Do the following:

(a) Set i=l.

(b) Do the oepration i on seven'
(c) Read all the cells written in (b).
(d) Read all the cells in S odd"
(e) Do the operation ion sodd

(£) Read sll tbhe cells written in (e).
(g) Read all the cells in Seven'
{h) Increment i by one.

(1) If $«33 then go to (i), otherwise go back to.(b).
"3} Reset i®i3.

{k)' Do the operation { on seven'
(1) Read ail the cells written in (k).
(2) Read all the cells in sodd’
(n) Do the operation i on 30dd'

(0) Read all the cells written in (n).

(p) Read all the cells in seven

{4) increxent 1 by one.

(2) 1f i=33 then go to {s), otherwise go to (tj.

{s) Reset i»1 aud go to (k).A; 7
(t) 1If i=13 then go to next step, atherwiao go to (k).

write zeros into every cell 1u su&d chen read zeroa from

ev::y cell in 50&& and sevan

65




Step 4. Do the following:
(a) Set i=1.
(b) Do the operation i on seven'
(c) Read all the cells written in (b).
(d) Read all the cells in S odd*

(e) Do the operation i on S odd’
(£) Read all the cells written in (e).
(8) Read all the cells in seven'
(h) Increment i by one.

(1) 1If 1=33 then go to (J), otherwise go back to (b).
(3) Reset i=13.

(k) Do the operation i on seven'

(1) Read all the cells written in (k).

(=) Read all the cells in § odd"

(n) Do the operation i on $ odd"

(o) Read all the cells written in (n).

(p) Read all the cells in swcn'

(q) Increment i by one.

(r) 1f 1=33 then go to (), otherwise go to (t).

(s) Reset i=] then go to (k).

(t) 1If 1w13 then the test is done, othervise go to (k).

Theorem 9: The algorithm NPSP is a sufficient test to detect and

locate all NPSFs in tho memory.




Proof: We will prove the theorem for all ANPSFs and then the case
for all PNPSFs will be proved. According .o the observatioms in

Section 4.3, for each base cell in § ) all the cells

even ‘Sodd

in its deleted neighborhood are in Sodd (Seven)' Furthermore, union

of the deleted neighborhoods of cells with the same symbol in Seven

(sodd) is Sodh (seven)' So each cell wl:'. the same symbol in Seven
(sodd) can be regarded as a cell in a ..leted neighborhood of four
different base cells in § ,, (seven) as well as a base cell whose
deleted neighborhood has all four cells in the Sodd (seven)'

1. ANPSFs detection and location: Because of the anzlogy between
the MANP and the arcs of Figure 6, all 64 MANPs can be generated
by applying the sequences of operations of Tables 5 and 6. 1In
Algorithm NPSF, we are applying the sequences of operations of
Tables 5 and 6 twice for a deleted neighborhood of each cell in

the memory: Ouce in step 2 and another in step 4. Now

it 1s clear that all MANPs are generated twice in the algorithm

80 ouly thing remainad to be shown is that for each MANP generated

by the nlsorithp the contents of its base cell coatained both
seto and one. |

. Claim: If an MANP of interest for a base cell in § even is
generated in step 2 (step 4) and the content of the base cell
at the moaeat the MANP is generated, is X, X € {0,1} then the
sams MANP wvill be generated in etep & (step 2) too with the con-

tent of the base cell at the moment the MANP being generated X.
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Furthermore, all 128 ANPs are generated for each such cell and
any ANPSF affecting the base cell is detected and identified.
Proof: Let the MANP be generated at (e) of kth iteration in
step 2 then the same MANP has to be generated by the operation
k of (n) in step 4, too. But (a) through (1) of atep 2 and
() through (t) of step 4 gﬁ?f°t“ two different sequences of
operations on seven: one 1is the sequence of Table 5 und the other
is the sequence of Table 6. Since Table 5 and Table 6 have
astates of each cell exactly complement to each other, the téad
operations on the base cell in (g) of step 2 following operations
k ou S,4q 38d 1n (p) of atep 4 following operations k on 8 44’
will show two complementary contents of the cell, otherwise the
fault 1is detected and located. Therefore, every base cell in
S'v.n is in two complementary states in each of step 2 and step
4 for the same MANP. The fact that all 128 ANPs are execuced
follows from the arguments above and Tables 5 and 6 and froa the
fact that each cell that wac written into at each step and the
cells that are potentislly affected by such writes due coVARPSIs
are read. We conclude that every ANPSF affecting a base cell in
S‘V‘n is detected and identified.

By & siatilar claim and proof it can be shown that for evary
base cell n S ,, a1 the 128 ANPs are executed and &1l ANPSPs |
are detected and located. - |

PNPSFs detection and location: It &s sufficient to show that &
cell with esch of four sycbols has all 16 Hrurniuhnu it perforus

68

O i P b PO o o il T Ry 0"

R T
&

Ll -




zero to one (one to zero) transition. Because of the symmetry
among the four symbols A, B, C and D, the Observations 1, 2 and
3 in Section 4.3 and the symmetry of the cycles represenced by
Tables 5 and 6, we will only prove the theorep explicitly for
the case of a cell with symbol A and a zero to one transition on
this cell. The remaining cases follow due to the gymmetries
mentioned above.

Let an MPNP be denoted by an ordered quadruple (uvwx),
wvhere u, v, w and x are the contents of the cells with symbols
4, B, C and D in the deleted neighborhood, respectively.

Each of the 16 MPNPs is applied to the deleted neighborhood
of a cell in Seven with symbol A which is performing a zero to
one transition as following:

(1) (0000) at the operation 21 of (k) in Step 4.

% | - o (2) (0001) at the operation 26 of (k) in Step 4.
’ (3) (0010) at the operation 24 of (b) in Step 4.
(4) (0011) at the operation 15 of (k) in Step 4.
(5) (0100) at the operation 18 of (b) iu Step 4.
(6) (0101) at the operation 9 of (k) in Step 4.
‘. ; 2 ' (7) (6110) ac the operation 7 of (b) in Step 4.
o ' - (8) (0111) ac the operation 12 of (b) in Step 4.

3 | | (9) (1000) at the oparation 12 of (b) in Step 2.
; S (10) (1001) at the operation -7 of (b) in Step 2.
; § ©(11) (1010) at the operation 3 of (k) in Step 2.

(12) (1011) at rhe operation 18 of (b) in Step 2.

R
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(13) (1100) at the operation 15 of (k) in Step 2.

(14) (1101) at the operation 24 of (b) in Step 2.

(15) (1110) at the operation 26 of (k) in Step 2,

(16) (1111) at the operation 21 of (k) in Step 2.

Each of the 16 MPNPs are apgplied to the deleted neighborhood
of a cell in Sodd with symbol A which is perforuming a zero to one
transition as following:

(1) (0000) at the operation 12 of (n) ia Step 2.

(2) (0001) at the operation 7 cf (n) in Step 2.

(3) (0010) at the operation O of {e) in Step 2.

(4) (0011) at the operation 18 of (n) in Step 2,

(5) (0100) at operation 15 of (e) in Step 2,

(6) (0101) at operation 24 of (n) in Step 2.

(7) (0110) at operation 26 of (e) in Step 2.

(8) (0111) at operation 21 of (e) in Step 2.

(9) (1000) at operation 21 of (e) in Step 4.

(10) (1001) ac the operation 76 of (e) in Step 4.
(11) (1010) at operation 24 of (e) in Srep 4,
(12) (1011) ac the operation 15 of (e) in Step 4,
(13) (1100) at the op#raeicn 18 of (e) in Step 4,
(14) (1101) at the operation 9 of (ﬁ) in Step 4.
(15) (1110) at the operation 7 of (é)_in Step 4.

(16) (1111) at the operation 12 of (e) in Step 4.
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Furthermore, if a cell has ANPSFs and PNPSFs at the same time

then we can still identify each of these faults and locate the
faults since each of ANPs and PNPs is individually generated for
each cell and each of the potentially affected cell 1s read immedi-
ately after the generation of each pattern. Therefore, all NPSFs
are detected and located by Algorithm NPST.

Q.E.D.

The number of operations required for the application of
Algorithm NPSF is 195.5N of which 3.5 operations are for the
purpose of initialization and reset. Since 192N memory operations
are minimially requived to detect and locate all NPSFs, Algorithm
NPSF is a near-minimal algorithm,

In the remainder of this section we will present test algo-
rithns which can detect and locate each of ANPSFs and PNPSFs as

tvo separate algorithms,

Algorithm PNPSF
Do the same procedures as Algorithm NPSF except (d), (8),
() and (p) of Step 2, and (d), (8), (@) and (p) of Step 4.

Theorem 19: Algorithm PNPSF cau detect and locate all PNPSFs.

Proof: Proof 15-51:11:: to the proof for PNPSFs in the proof
of Theorem 9. '

Q-gobo 7




Algorithm PNPSF requires 33.5N write operations and 34N read

operations including initialization and reset.

Before presenting an algorithm for detection and location of

ANPSFs, we will reorder the operations in Table 6 as following: (1)

1f 1gig12 then the operation 1 of Table 6 becomes operation i+52, and

(2) 1if 13<i<32 then the operation i of Table 6 becomes operation 1+20.

Algorithm ANPSF

Step 1. Write zeros into every cell in Seven and then write zeros into

every cell in Sodd' Next read zeros from every cell in S

even’

Step 2. Do the following.

(a)
(b)

(c)
(d)
. (e)
(£)

(8)
(h)
{1)

KOy

(k)
(1)

Set i=1,

Do the operation i on scven and then read all the cells
ia Sedd'

Increment 1 by one. _

If 1=13 then go to.(e), othervise go to (b).

Reget ie], | ,

Do the operation i on 8, and theq read all the cells

1n_s‘vau.. |
Incremcont 1 by one, -
if iués_méa go to (1), ochen_cisa go to (f).
Beset w13, '_ | -
Do the operation 1 un Sever. and then read all the cells
18 Soaa* |
Inctmut‘ 1 by one.

If 165 then go to next step, othervise go to (§).

Ropas £ e ottt o

R T A




Step 3. Do the following.

(a)
(b)
()
(d)
(e)
(f)
(@)
(h)
(1)
(3)
(k)
1)
(m)

Set i=1.

Do the operation 1 on sodd'

Increment 1 by one.
If i=13 then go to (e), otherwise go to (b).

Read zero from each cell in S and reset i=l.
even

Do the operation i on SeVen'

Increment i by onme.
Jf 1=65 then go to (1), otherwise go to (f).
Read one from each cell in sodd and reset i=13.

Do the operation i oun sodd‘

Increment i by one.

1f 1265 then go to (m), otherwise go to .

Read zgro from each cell in Sev&u.

Theores 11: The algoriths ANPSF 1s a sufficlent ‘test to detect and

locate all ANPSFs {n the zemory.

Proof: The>proof is simtlar to that of Theorem 9, except that now

we only considar ANPSFs.

Q.E.D.

The algorithm ANPSH requireé:lél.SR mimory opetations compared

vith sinimal tequirement of 160N uenory_opeti:ions so it 13 also

e oy ST R e

close to the ainimum.
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4.6 Detection Algorithms

It is common to most users of RAMs that they test RAMs to detect
the faults not to locate the faults, so finding algorithms which can
detect ANPSF and NPSF with shortar test lengths is worthwhile. 1In the
algorithm given below the renaming of the rows of Table 6 as given on

page 72 is assumed.

Algorithm DANPSF
Step 1. Write zeros into every cell of Sevev and then write zeros in

. S S . 2 f rarTy ) R
every cell of odd Next read zeros from every cell in Seven

Step 2. Do the {ollowing.
(a) Set i=l,

(b) Do the operation i on Saven and then read all the cells

(¢) lncrement { By one,
(d) If i=6) thea go to (e), otherwise go to (b).

(e) Resat iw=l,

1(f) Do the opetation { on Sod& and then read all the cells

in§ .
7 Yaven

() lucrement L oy one.

(b) If $=6% then g Lo next step, otherwise go vo (1),
Scdp 3. Write ones iu;o-ﬂvefy call.oﬁ:ﬁaveni
Step 4. Do the following. '

(3) Set i"“is

:(ﬁ) D the pperation 1 on Sodd'
(c) Increment i by one.
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(d) 1If i=13 then go to (e), otherwise go to (b).

{e) Read a’cne from every cell in Seven‘

(f) Do the operation 1 on S .
» even

(g) Increment i by 1.
(h) If i=65, then let i=1 and go to (f) and if £=13, go to
(i), ~therwise go to (f).

(j) Read a one from every cell in Sodd‘
(k) Do the operation i on every cell in Sodd'
(1) Increment i by 1.

(m) If i=65, then go to (n), otherwise go to (k).
(n) Read a one from every cell in Seven'

(o) End.

Theorem 12: The algorithm DANPSF can detect all ANPSFs in the memory.

Proof: If an MANP with base cell containing zero results in a fault

then it will be detected at step 2 regardless of the existance of the
fault caused by an MANP with base cell containing one. If no faults
are detected in step 2 and an MANP with base cell containing one
results in a fault then it will remain and be detected at
step 4 since no ANPSFs with base cell containing zero exist.

Q.E.D.

The élgorithm DANPSF requires total of 99.5 memory operations.
If we compare this number with 97N for minimal required operations,
the length of the algorithm is close to the minimum.

As we can find in most of the recent literature [3,6,9,11,16]
it is more probable in RAMs that a fault may occur in one direction,
either zero tv one or one to zero. ‘Therefore unidirectinnal ANPSFs
are of interest.
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Tha algorithm given balow derects the faults covered by Theorem 7.

Algorithm UANPSF
B Step 1. Write zeros into every cell of St and then write zeros into

ven

every cell of Sodd' Read zeros from every cell in Seven'

Step 2. Do the following.
(a) Set i=1.
(b) Do the operation i on S .
even
(¢) Increment i by one.
(d) If 1{=65 then go to (e), otherwise go to (b).
(e) Read zeros from all the cells in Sodd'
(f) Reset i=l.
(g) Do the operation i on sodd'
(h) Increment i by one.

(1) If i=65 then go to (j), otherwise go to (g).

() Read zeros from all the cells in § . ‘ '
even

‘ Step 3. Write ones into every cell in §_ and read zeros from : :
every cell in Sodd' :
Step 4. Do the following.

(a) Set i=l

. i e S o

(b) Do the operation i on Sodd ?
: ' (¢) Increment i by one

(d) If 1 < 64 gotobd

S

i | ; (e) Read one from every cell in Sodd

4

e T
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Step 5. Write zeroes into every cell in §

even and then write ones

into every cell in Sodd‘
Step 6. Do the following.
(a) Set i=]
(b) Do the operation 1 on Seven
(c) Increment i by one

(d) If 1 < 64 goto b

(e) Read one from every cell in Sodd

Tneorem 13: The algorithm UANPSF is a sufficient test for detection
of ANPSFs in a RAM if whenever it is faulty then there exists at

least one unidirectional faulcwv MANP for some base cell.

The algorithm requires 34.5 write operations and 3 read operations
per each cell and 2.5 of the write and two of the read operations are
for initialization and reset. From Theorem 7 the algorithm is also
found to be near minimal.

The near minimality of the algorithms presented in this chapter
is based on the assumption that every cell in the memory has 4 cells
in 1{ts deleted neighborhood. 1If we take the cells at the corners and
on .he edges of the rectanguiar array memory into account then the
gctual lower bound on the number of reqﬁired operations for each fault
coverage will be less than the one given in Section 4.2 by O(Nllz)

operations.
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CHAPTER V

CONCLUSIONS

5.1 Summary

In the areas of testing large scale integrated circuit random
access memories, inadequacies in most of currently available test
algorithms which can efficiently test large scale integrated circuit
random access memories, memory faults were divided into functional
faults, pattern sensitive faults and DC parametric faults.

Coupling faults turned out to be a type of functional faults
which required impractically long test sequence. Functional coupling
faults are classified into symmetric coupling faults and asymmetric
coupling faults. By use of these two types of coupling faults we
devided the coupling faults into three categories. March type test
has a few advantages over other types of tests in testing. functional
faults, By assuming that only the march type operations are used in
test algorithms to test coupling faults, we found a lower bound on
the number of operations which can detect Category I coupling faults.
By finding some crucial necessary conditions in testing a memory of
four cells we determined sets of required march elements, From the
gsets, a minimal test sequence, Algorithm A, was found and shown to
be sufficient, Algorithm A 1s a minimal march test which can detect
all Category I coupling faultas., Several modifications of Algorithm A .

for broader fault wmodels were devecloped,
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Overlapping neighborhood problem together with determination of
proper neighborhood type was the maln difficulty in finding a practi-
cal test algorithm for pattern sensitive “aults. A neighborhood of
five cells, which includes a base cell and its four adjacent cells
which are located to the top, bottom, left and right of the base
cell were suggested earlier as a reasonabie cholce for pattern sensi-
tive faults [27]. Two categories of pa-tern sensitive faults for
this neighborhood were defined and near minimal algorithms to detect

and locate these faults were found,
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APPENDIX A
A Test Procedure to Detect Abnormal Access Times in
Semiconductor Random Access Memories
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ABSTRACT

Fundamental requirements on test procedures to detect abnormal
timing parameters in semiconductor random access memories are derived.

.Optimal test procedures to detect abnormal access times are then given.

I. Introduction

Rapid developments in semiconductor technology have made larger
and denser semiconductor memories on a single chip a reality. As more
and more memory cells are packed into a single chip the number of failure
modes increases and the need for efficient algorithms to detect faults
in them becomes more critical. One of the more difficult fault diag-
nosis problems is to detect what are known as pattern sensitive faults
[1-4]. In this paper we consider pattern sensitive faults affecting
dynamic timing parameters of semiconductor read/write random access
memories (henceforth called RAMs). We assume that RAMs under test have

Ns= ZK. K > 0, works.

I1. Problem Formulation

For the purposes of this paper it is convenient to visualize a RAM
as shown in the block diagram given in Figure 1 (4]). In some memories the
,tow and column addresses are time multiplexed onto the same pins of a
chip. The problem considered in this paper is the generation of test
patterns to verify timing parameters (such as access times, write
recovery time, etc.) of RAM under test [4,5]. The timing parameters
tend to depend on (a) data in the memory cell being accessed and

(b) address trausitions or changes (due to noise on address lines,
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pattern dependent propagation delays in address decoders, ecc.) and
hence are pattern sensitive [4,5]. Earlier several algorithms to detect
abnormal timing parameters were given [4]. We will exhibit deficiencies
in these algorithms and then give new algor:thms. For the sake of sim-

plicity and brevity, the test algorithm fer verifying access time of a

RAM only will be discussed.

Definition 1 [4]. The length of time from the appearance of a valid
address on the pins to the appearance of valid data on the data output

pins in a READ operation ¢ <called access time, tacc

The maximum value of cacc‘ caccmax’ specifies how long a3 walt is

required before valid data is available after the address was provided.
For RAMs with time multiplexed row and column addresses the valid address
is agsumed to be given after second half of the address was provided.

Due to vatiaéion in propagation delays in the decoder logic (which
potentially cause hazards) and noise generated in the decoders whea the
logic levels on the address lines change, the following faults could
occur [4]:

(a) neither the addressed memory cell nor any other cell is read, or

(b) the addrussed cell is not read, but some other cell or cells

are read, or

s~
[+
A

the addressed cell and some other cell or cells are read at
the end of tace specified for the RAM under test.
Depending on the details of realization of a RAM, when more than

one cell is vead (due to errors) ecither the logical OR or the AND of the




contents of the cells read appears at the output. Furthermore when no
cells are read (again due to errors) the output could be zero or une,
again depending on the details of the realization of the RAM under test.

In the next section we give test procedures to detect excessive tace”

I1I. Test Procedure

The worst case condition for toce has been estabiished earlier
{4,5]. The worst case address changes are the ones that cause all
address lines to change (e.g., address changing from 00...0 to 1ll...1).
An algorithm, to detect excessive tacc’ that required 3N operations (an
operation 15 a READ or WRITE) on a RAM under test was given earller [4].
It can be shown that this algorithm does not cover the faults modeled.
The basic reason fcr this shortcoming is that the algorithm does not
gatisfy a fundamental requirement we establish next.

Note that the fault model given earlier implies that when a cell
i3 being read there is a possibility of reading more t' an one geli and
when this occurs the output is the logical OR or AND of the contents
of all the cells read. For a given RAM however it is cither logical OR
ot AND aad it can be assumed known. If wo assume that logicél OR of -
the contents of the cells is what occurs then any test procedure fof

detucting excessive k.. oust admit the following fundamental requirements.

Requirement 1: If a test for a RAM requires reading a particular loca-

tion in RAM and there is a potential to unintentionally READ other

W e et e e

location in the RAM, then the desired location should contain a zero

-, 5

and the "potentially readable” locations must contain 1, prior to the

iniciatlon of READ opervation for the desired location; only them the

o
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multiple accesses can be dctected.

Since the worst case situatica for
Cace requires the changing of all address lines "the other potentially
readable" locations include all the locations in the memory.

A similar requirement (say Requiremen. 2) can be obtained for the
case when AND of the coantents oI the multiple cells read is the output.

We obtain this by interchanging 1 with 0 and vice versa ip Requirement 1.

Test Proceduras for RAMs for Which Addregs Bits Are Not Time Multiplexed

Procedure A: (for RAMs for which OR of the contents of multiple

cells read is the output),

1. WRITE ones into all locations and let i = 0.

2. WRITE a zero into location i.

3. READ a one from location N-l-1 (note that the address bits
of location i and N-l-1 are complements of each other hence
all address bits change from their previous valuas thus
creating the worst case situation for tac ).

4., READ a zoro from location 1 (same comuents as for step 3,

“and the note that this is the step that is required by

Requirement 1).
5. WRITE a one into location 1.

6. lacrement i nmodulo N and if 1 s not zero go to 2, otherwise

doue.

Procedure A requires 3N operations. For RAMs for which multiple

 cell reads lead to AND of their conténts Procedure B given below is

required.

Procedure B:

Sawe as Procedurc iv except intorchange 0 with 1 and 1 wicth 0,

A-S




Test Procedures for R\Ms with time multiplexad address bits

Let K (note N = ZK) be an even number (this is the current trend
in the development of RAMs). Let the left most K/2 bits of the address
correspond to the row address and the right most K/2 bits correspond to
the column address. Further assume tnat the row address 1s given first
and then the column address. Further assume that the row address is
given first and then the column address. To create '"worst case' con-
ditions for L nc W& Bust now make the column address be the l's comple~
ment of the row address and vice versa. Let the address of a cell be
represented by an ordered pair (i,j) where i is its column address and
J its rov address (note that i and j are binary K/2-tuples) and let 5
be the bit by bit complement of j.

Procedure C: (for RAMs with time multiplexed address bits and for
which OR of the contents of multiple accessed cells is the output).

1. WRITE 1‘5 into every cell and set { = Of -

2. WRITE O into the cell with address (i,1).

3; READ one from the cell with address (T,i).

4. BEAD zero from the cell with the address (i,1).

5. WRITE one into the cell wich address‘(i.i)'

. 6. Increment i by one sodulo 282 = /i and if 4 40, go to 2.

7. Setm= 0, ' ' |

8. WRITE 6 into the cell with address m (note that now o is a

binavy x-tuplé). | |

9. READ one froa the cell with address N-l-m.

10. READ zero from the cell with addQess w.

- 11. 1lncrement » bLy one uodulo-zK and if 1 ¥ O go to 8, othervise

done.
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Note that Procedure C requires 4N + 4 /N operations on the RAM under
test. For RAMs for which AND of the contents of multiple assessed cells
is the output, Procedure D given below is to be applied.

Procedure D:

Same as Procedure C, except interchange O with 1 and 1 with O.

Similar test procedures for other timing parameters (write enable
time, data set-up and release time, write recovery time, etc.) can be
given. All these procedures will be derived to admit Requirements 1 and
2 given earlier., Furthermore it can be shown that the test procedures

given are optimal, in the sense that they require minimum number of

operationg.

IV, Conclusions
Fundamental requirements on test procedures tv detect abnormal tim-
ing parameters of semiconductor RAMs have been established and optimal

algorithms to detect abnormal timing parameters have beea given.
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*
A PROCEDURE TQ DITICT STUCH-AT-TAULTIS IN DYNAMIC RANDOM ACCESS MEMORTES

§. M. Reddy
Division of Informaticn Eagineering
University of lowa
Iowa City, IA 52242

Abstract consists of a storage capacitnr, Cg, and the
f transfster Joiaectea to {t. The du~ty or rafer-
A fault model 1or faflure modes due to ence cells on either side ¢f tne sensc amplifier
stuck-at-faults ia semiconductor dynamic random have a storage capacitor Cp, wiose value is hait
access menorics is given. Two test procedures that of Cg. The cells on the digit side store
to detect modeled faults are presented and their loglc one as high voltage and a loyli. zery as a
fault coverage is znalyzed. low voltage, whereas the voltages corresuvoading
to stored values on the digic side arec rovarsed.
1. INTRODUCTION When reading a cell on the digit side, appropri-
ate (depending on the address de:ricr outputs)
Several researchers have proposed tests to digit/digic linc is prechargea high and the_
detect stuck-at-fayles {n random access memories storaze capacitor of the durawy call on tie digit
(RAMs) [1-3]. GCne of the basic assumptions made side 15 set to zero and then the sclezred eoll
in deriving thesc tests is that when nmuleiple and the dumny ceil'gg'the digit side are ennegt-
memory cells are accessec due to, say fau'ts in ed to the digit/qizie lime by turning on che
the address dacoders, then the output of the associated transistors, salected by the word Line
RAM under test is the louicali AND or logical OR (which in turn _is seivcied by the address ase-
of the contents of the accessed cells {1-»]. vagers). The digit line is pulled down due o
It can bde readrly verified «hat this assuaprion eparging of the capaeitor ia the durmy ceil and
A is valid only fou singie f3ults in the addreus dipgit line s pylled dewn te a lower voitape {f
decaders for the currently made ainple devive the selected storage capacitor was storing a ;
per cell dynami¢ R\Ma. [Even then bath leglical zevo, otherwise digle line staws high,  Sest o2 i
AND and leogical OR efiver could vecur, for ¢if~ lateh in tha 3egnse ampiflfier {5 set and okes a
ferent faules, {n the same RAM under test, state dogevalned by the relative woltave valuas
Multiple stuck-at faults in a RAM leading te an of the diglt and digle llne, Sialise actions
* address accessing mulviple cells, could lead an occur whan a cell on tha digle side L1 ehason,
cutpul which {s a unate function of the contenta excapt now the dummy celle on the digic alde are
of the accessed cells. Wo will first modal the wvolved, L€ the output is devived {rom the
affect of stuek-at faults in RAMs and then giva same 3ide of the latch the laversien intraducwy
test procedures to detect modeled faults, by the stored voltage on the dijic side {3 auto-

uatically corrected.
IL. FAULT MopEL y

Let us assume nov that duye to faules, for

bleck diagean apprupriate for currently exanmple la Cha addrosy Joceders, two Busad Oy

:;:::::c:;:g ?2qu€:ylc§ pec cell semiconductoe and €4 on che wane digte/digic Line are stlad ted
binas dt;“' s en in Figu;a 1. 1la this Tvo of the possible Case3d ara shows in Figure ) .
oloek ";aT ua:ills vegarding address aultls In deriving the tebles in Figure ), Lo ts :ss L] ;
o ehgr:::er?gt:c:u;gu:h:;: ;x§‘|:§:2.‘ 0:« of e?a: the cutpur is derived from :;; dlnt:‘si:éc‘

: 8 inpox~  of the sense amplifice latch, M 2
tant, to davelup the faule modsl, 18 that the faules daplccedpln F:gurutghcnuigt:e:?::szgeb;uo

:sgszazagiizfzr:'dxvlée the tgrory array tnto different sinale faules tn the addregs decadaers
s logt; | ;:c':}ptjally i one=half of the In ¢ue (3) the output L3 the AND of the coutﬂn;i
oy b logte 1 ':o:d a8 a high voltage of cells Gy and g+, whereas tha output in cave
ot &-oga;e gaaac:tor. vhile {n the other {b) is (Cl + (C, However, 1f va resember the
haltal s 3:;eu‘tas 2ero or low voltagr acrows  the cells tn Jigic side stove complomene data :
‘ cpcrnclonulnueazc CT N Thd dutaile of HEAD the suepuc du case (b) can be consldered as )
. reterstnn o F'g::oagﬂs :::ub:n:§P:::n:g!§: . (Cl: #(fg) tf ve now assume the contenty ot cellg
‘ { oA ¢ di ta be the expectad value h
the mame digit line bur on the opj v 1f ve ghoipaneer
pposite sides taule-free conditt N
of & mense anpliflac/.ceh dte labeled digie am N oecur. 1t con dasune tlac
i ad wulediple faulew ¢ y ¢
| dlglt lUnes. Tie taformaclon is sec gl SCput mhen scnannn CidLLy
' . storad g3 argued that the output when acie 5 inmyg
. charge {n & storage capacitor Cq. Each cell address can be & positive unate ;unE:!:; :? the
. _ ) ::nccn:: of :he several c¢alle. e appears chat
‘- , . stuck-at faules do not lead co faulty b -
G ‘Itar;:::a;;?‘::po::;d‘uan supported by lor chat exhibics Benory, then che ::tn;c :::vka
{ é . rsibhng AFOSR-?g-JSS*‘:::té; :S:fa:?: ggdc: qulttplu stuck-at faults vill be a posttive unate
‘ weat Conten oon-18-2 Piﬂiﬁ‘ 14 v;;~ 4 velope turzelan af cells accessed, If we asBule Buch Ly
! 2eTheutig ., - ol
i: Bhe wade tlten che Faule, Model § given belov will
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cover all failure modes in a semiconductor RAM
afflicted with stuck-at faults.

Definition 1: By logic3l concent of 3 memory
cell C{ w2 mean the expected outpul whey that
cell alone is read (this definition allows us to
neglect the inversion i1 value stored in cells
on the digit side).

Fault Model S

When an address, say A{, is applied to a
RAM no cell is accessed or nore than one cell is
accessed nr a constant 1 or 0 occurs at the out-
put whenever a RE.D operacion is performed at
this address. Furthermore, when more than one
cell is accessed then the output (when read) is
a positive unate functicn of the logical con-
tents of the cells accessed.

I11. TEST PROCEDURES

Recently a test procedure requiring SN-2
READ/WRITE operaticns on the RAM under test vas
proposed [J]. It wag proved cthat this test
procedure detects all multiple stuck-at faults
in the RAM if the output when multiple cells are
accessed s the OR or AND of the loaical con-
tents of the acuessed memory cells. The test
procudure {s glven in Figure ¢ and ve will call
it Test Prosedure 1. In Figuee 5 Rg, Rp, Wy and
W) stand for reading a zero, rpadlng a {.hwittng
a rero and wvriting a 1, respectively, at the
addreas indicated.

The following now tesult can bo proved with
regard to Test Procedure L vhen applicd to RAMs
that cxhibit faules modeled by Fault Model S.

Thaorem 1: 'f the faults in a RAM under test

are those modeled by Fault Model §, then Teut

Procedure ! deteces all faulus 1f thore are wo
undetectable faules in the RAM under test,

Proof: Let Sy be the set of cells accesned by
address Ay (note that under fault-free condition
Sy ASy =@ and |5 =1 for all iand§,
149

Case 1: Sora Sy fw eapty. In this case vhen
the merory 18 read at the corresponding addvess,
the output will be 3 constant and hence the
fault ts deteceed since a 1 and O are road at
esth addreus in Test Procedure ).

Casn 2: Ho S; %s empty and Sy n Sy = P for

1 ¥ 3, The assuaption tmplies chac [Si]= 1, v4,
0<1cN=~1, and hence the only faules possidle
1o this case ace those that dovrespond to a ava-
ory cell content stuck-at-l or stuck=at-0.

Agaln these foults whon present ste detected by
test procedure L.

Case 35 No S| 13 empty and S 0 S, ¢4 § for sove

17 ). Let & bo the hi, st addeesd such that
cells sccevsed by &y oce uot accedned by auy
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address higher than Ax. Let Sy be the union of
disjoint subsets Syg. Ske ard S,,, where S, . is
the subset of cells whose centerls are st,ox-at
a constan*, Sy. is the subset of cells accessed
by A, and addresses lower than Ap and Sy Is the
subset of cells accessed by Ay alone. At the
time a zere is attespied to be read at Ay, wnen
Test Procedure 1 is applied, the logical con-
tents of all the cells in Sy, will centain 1,
cells in Sy villcontain scme constants and cells
in Sy, will contain 0. If a zero was ccrrectly
read then since the outout is a positive unate
function of the logzical contents of cells in Sk.
we can conclude that the output wil' be a zero
independent of the contents ot Sy. (these cells
contained 1l at tesc time and even if the con-
tents of some or all of the cells {n Sy were te
change to 0, the truth value of the positive
unate function will remain at zero). Yence {f

S i{s empty then the nutput will always he zero
when A is read and hence the faulr will he de-
tected when a 1 is expected te be read from Ay
If Sy, is nonempty then {t implies that once a
zero is written into the RVM at address Ay, then
a 2ero will he correctiv read independent of
ather write operations on tha R\ and hefore a

1 is written at Ay,  Sinllar acgurents related
to reading of 1 at Ay in Test Procudure 1 will
lead to the conclusion that elther he faults
that caused Ay to access nmultiple cells are de-
tectad or else once a | or 4 zero iy written a:
Aps At 23 correctly preserved and reproduced.

in the latter case ve have exhibited an unde-
tectable faule.

Q.E.D.

The Teat Procedure 2 given below detects
all modeled faults.

Test Procedure 2:

1. Sex i » 0

2, Weite zevo st A, and then urige 1 at all
other addeesses

3. Read aero at Ay

4. WVrite one at A and then vrice 0 at all
other addressce

3. Read one at Ay

6. Increment { and &£ L < N, go tv 2

70 m

Tent Procedure 2 requires 282 urite and 28
rexd opevaticus.

Theoren 2t When Test Procedure 2 is applied to
& RAM under test, all faults modeled Ly Fault
Hodel S asre detected.

Proof: Adopting the notation used in the proot
of Theorea 1, ve conclude thag the proof for
cases 1 and 2 are {dentical even vhen Tust Pro-
cedure 2 is used. Thetefore, let uy asiuxe that
wo 5¢ s enpty and that Sg n Sy 6 @ for wose

14 J. Since the nusber of cells in the menory
19 equal to the nubbor Of addresses, ve couclude
ciat thure exlits an address Ay, such Chut every
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cell in S, {s also accessed by gome other ad-

dress. Again adopting the notation used in the

proof of Thecrem 1, let Sp = Sy. U Sp.. AL the 1.
time when a zero is read at Ap, in the Test

Procedure 2, the logical contents of all cells

in 8y, contain a 1 and if a zero is correctly

read then a cero wiil always be read from Ap

(again because the output is assumed to be a 2.
positive unate function of the loglcal contents

of cells in Sy, and S, . and hence even {f the

contents of some or all cells in Ske change to

zero the truth value of the positive unate func-

tion will remain 0). Therefore, the fault is

detected when a 1 is attempted to be read at AL. 3.

QOE.D‘
IV. CONCLUSIONS

A fault model for failure modes due to
stuck-at faults in currently made one device per
cell semiconductor dvnamic RAMs was given. Two
procedures to detect madeled faults were ana-
lyzed. The test procedure 3hich detects all
vodeled foults vequires 2(N« + N) read/write
operations. Lt appears that to derive test pro-
cedures needing fewver operations requires a more
detalled analysis of the effect of stuck-at
faults in these RAMs.
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