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accurate target tracking and the lack of available theoret-
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that was devoted to the development of this report.

My sincere gratitude is extended to Capt. August Golden,

my thesis advisor, and Lt. Col. Ron Carpinella, Major Joe

Carl and Capt. Stan Robinson for helping me understand and

learn much of the knowledge I gained as an AFIT student,
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thank Dr. David Berri for initially suggesting the project.
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Abstract

A study is made of the behavior of the velocity gate in

a continuous wave radar with conical scan tracking. Adapting

the analysis of the frecuency nodulation feedback demodulator

(FMFB), two linear models are developed for the velocity gate.

The first deals with the gate's response to a static doppler

frequency offset and the second deals with its response to

a varying doppler freauency. The dynanic model also incor-

porates the presence of narrowband, Gaussian noise at the in-

put to the gate. The phase tracking error of the gate due

to noise is deternined as a function of the carrier-to

noise ratio (CNR) in a bandwidth equal to the closed-loop

noise bandwidth. Establishing the performance criterion

to be the frequency tracking error, two definitions for the

threshold of the gate are established. The first states the

threshold occurs at the value of CNR for which the root-mean-

square freauency tracking error due to noise exceeds half the

3db bandwidth of the IF filter within the gate. The second

bases the threshold on the probability of the frequency

error exceeding half the 3db bandwidth of the IF filter,

Both definitions are applied to an example in which a se-

cond order velocity gate is considered.

.



THRESHOLD OF THE VELOCITY GATE IN A CONTINUOUS

WAVE RADAR WITH CONICAL SCAN TRACKING

I. Introduction

Statement of the Problem

A CW* radar with conical scan (CONSCAN) angle tracking

sometimes employs a tunable, narrowband filter, called a

velocity gate, to track the doppler-induced frequency vari-

ations of the received signal. The carrier to which the

gate is locked is amplitude modulated by the antenna scan-

ning. Accurate tracking of the carrier frequency enables

the scan information to be detected after the gate with

minimal distortion. However, tracking errors arise if

noise or some other interference competes with the desired

signal. The gate cannot distinguish the signal from the

noise so it responds to the combination of the two; in

doing so, the scan modulation may become distorted. When

this distortion becomes serious enough to effectively de-

stroy the scan modulation, the gate can be considered to

have broken lock on the signal carrier or to have reached

its threshold. Consequently, guidance information is denied

* continuous wave
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to the radar antenna's servo loops.

From the standpoint of electronic countermeasures (ECM)

a breaklock is desirable. Eyploiting the possibility of a

breaklock does not reauire any knowledge of the radar's

scan freauency. In contrast, a technique which directly

attacks the scan modulation, such as amplitude nodulated

jamming, must operate at the scan freauency to be effe tive.

In view of the likelihood that the scan frecruency is con-

cealed from a jammer, this jamming technique becomes more

difficult to apply. Thus, the vulnerability of the velo-

city gate in a CONSCAN radar is of interest to the radar de-

signer as well as the ECM designer. For this reason, there

is a need for theoretical analysis that predicts the behav-

ior of the velocity gate when it tracks properly and when it

breaks lock.

In researching this report no comprehensive analysis of

a velocity gate was found. However, insight into its oper-

ation can be gleaned from a similar device, the frecruency

modulation feedback demodulator (FMFB) (ref 6,7). Both de-

vices are feedback loops, designed to track the frequency

variations of an input carrier. Their structures are almost

identical and they operate on the same principles.

2



Obiectives

This report was motivated by the lack of comprehensive

analysis of the velocity gate in a CONSCAN radar. Although

by no means comprehensive, this report provides insight into

the behavior of the gate in the presence of noise and sug-

gests certain performance criteria.

The first objective of the report is to adapt the anal-

ysis of the FMFB to the development of a linear model of the

velocity gate. The model supports the tracking behavior of

the gate under the condition of a large input carrier-to-

noise ratio (CNR). Acquisition behavior will not be con-

sidered in this report.

The second objective is to analyze the effects of nar-

rowband, Gaussian noise on the tracking performance of the

gate. The intention is to show that loss of lock due to

noise is really a probabilistic phenomenon, and based nn a

suitable criterion of performance, a threshold for the gate

can be defined.

Plan of Attack

Following the introduction, section two of this report

explains the purpose of the velocity gate in a radar with

CONSCAN angle tracking. Also described will be its compo-

nents and general operating method.

3



In the third section, frequency feedback principles

will be applied in developing two linearized models of the

gate when it is in its "locked state". This analysis will

omit the effects of noise. The first model will describe

the response to a static doppler frequency offset. The se-

cond model will deal with the response to a dynamic fre-

quency input, arising from a varying target velocity. The

applicability and validity of these models will be dis-

cussed.

The effects of noise on the dynamic tracking model will

be discussed in section four where the analysis is made

tractable and illustrative by several assumptions. Two

cases will be considered, a high input CNR for which the

linear model is valid, and a low CNR, which tends to invali-

date the conditions upon which the linear model is based.

Not predicted by the linear analysis is the presence of noise

spikes in the feedback portion of the gate. The mechanism

by which they occur will be described and their rate of oc-

curence will be shown to increase for decreasing CNR. Ul-

timately, they can lead to a loss of lock, as defined by

some initially established criterion.

4 A
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II. FUNCTION OF THE VELOCITY GATE

The placement of the velocity gate in a simplified

CONSCAN receiver is shown in Figure 1.

SIF Velocity Angle to
j Stages -- Gate -- Error

Detector servos

Figure 1. Placement of Velocity Gate in a CONSCAN
Receiver

The gate functions like a narrowband predetection fil-

ter with tunable center frequency. Its bandwidth is con-

siderably less than that required by a fixed bandpass fil-

ter before the angle detector. Such a fixed filter would

require at least sufficient bandwidth to pass the expected

range of doppler frequency shift associated with the scan

modulated IF carrier*. However, the velocity gate responds

to the instantaneous doppler offset frequency, effectively

* As an example of the expected range of doppler frequen-

cies, consider a radar operating at 3 GHz. If the ra-
dial velocity between radar and target ranges between
the extremes of 0 and 2000 miles per hour, the corre-
ponding doppler shift ranges approximately between 0
and 18 KHz, respectively.
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centering an internal IF filter on the target return. In

reality, no tunable filter exists, but the actual operation

(discussed next) is effectively the same. Theoretically,

this internal IF filter requires just enough bandwidth to

pass the scan modulation, but because of the finite re-

sponse time of the gate, it is made wider. Nevertheless,

the velocity gate filters substantially more noise than the

otherwise fixed filter could.

Structure and Operation

Figure 2 presents a block diagram of the velocity gate.

Included is an automatic gain control (AGC) device which is

typically present in a radar receiver. The particular de-

vice shown maintains the DC level of the scan modulation im-

pressed upon the IF carrier constant to prevent the satur-

ation of components following the gate. Preceding the gate

is a bandpass filter with a bandwidth Bi large enough to

pass the maximum expected doppler shift and any sidebands

produced by rapid changes in the target's velocity.

As mentioned above, the basic operational requirement

of the gate is to track the input carrier frequency. This

is accomplished by mixing the input with a reference sig-

nal from the voltage controlled oscillator (VCO). The fre-

quency difference between this reference and the input is

6
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designed to be kept constant at the value of the IF center

frequency. Thus, the difference-frequency component at the

mixer output gets filtered by the IF to remove excess noise

and other interference, while the sum-frequency component

is blocked. The IF output will contain the scan modulation

on a carrier ostensibly at the center frequency of the IF.

Applying this signal to the limiter-discriminator (LD)

yields a feedback voltage proportional to any frequency

offset from the IF center. After being filtered and am-

plified, this voltage drives the VCO, whose output fre-

quency deviates proportionally to the input voltage. The

feedback action within the velocity gate forces the VCO to

follow the input frequency. In this manner, the frequency

error within the IF filter is driven towards zero, implying

equilibrium of the gate.

Several assumptions are made here to help simplify the

analysis of the velocity gate. The mixer is treated as a

simple multiplier. The IF filter is considered to be sym-

metrical about its center frequency. It is assumed the

limiter is perfect in the sense that it normalizes all sig-

nal amplitudes at the LD input. The AGC, therefore, can be

neglected from the analysis because it will not affect the

(tracking performance of the gate. Supporting this is the

8
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fact that the AGC action equally affects the carrier and

noise so the CNR at the IF output is not changed. The dis-

criminator output voltage is assumed to be a linear function

of frequency for all frequencies of interest. Likewise, the

VCO output frequency is a linear function of the voltage at

its input.

Some of the above assumptions "idealize" the velocity

gate to a certain extent. However, they pave the way for a

more tractable analysis, as presented in the following sec-

tions.

9



III. LINEAR ANALYSIS OF THE VELOCITY GATE

The velocity gate is a nonlinear device, making a gen-

eral analysis difficult. Fortunately, under certain con-

ditions a linear analysis is possible, allowing the gate to

be modeled as a linear feedback loop, to which conventional

feedback theory can be applied. From the linear model the

behavior of the gate when it is tracking properly, or

"locked" to the input, can be described.

This section establishes the conditions which validate

a linear analysis of the velocity gate. Two models will be

developed based on these conditions. The first indicates

the steady-state tracking response to'a constant doppler

offset of the input carrier. The second concerns the dy-

namic response to a varying input frequency. The inclu-

sion of noise in these models is deferred until section IV.

Steady State Tracking Model

With reference to Figure 3, we consider an input sig-

nal of the form

a(t) = A(t)sin(wit + wdt) (1)

A(t) scan modulation

Wi = 27rfi; fi = constant input carrier frequency (known)

Wd = 27Tfd; fd = unknown doppler offset

10



I~ f(t)

i COrgai nt Baseband Low Pass

Krdinpl ifier Filter

b(t) sec-volt gain Kb H(w) e(t)

Svolt-sec
radian

inp " .ut.)  IF ot u

a txer(t)Filter .. d(t) lf P-

Figure 3. Block Diagram of Velocity Gate Without AGC

It is mixed with a reference signal from the VCO given by

b(t) = 2cos(wot + wd't) (2)

Wo = 27rfo; fo = VCO quiescent operating frequency

Wd' = 27rfd'; fd' = VCO frequency offset in response
to gate input carrier offset

Hence, we have at the mixer output the product

c(t) = a(t)*b(t) (3)

= A(t)sin(w i - Wo)t + (wd - Wd')t]

+ A(t)sin[(wi + Wo)t + (wd + Wd')t]

ii



The VCO quiescent operating frequency, fo, is designed

such that (fi - fo) = fIF, which is the center frequency of

the IF. Therefore, (fd - fd' ) = Afd represents the frequency

error in the IF filter.

Since the IF filter only passes the low frequency compo-

nent, in Eq. (3), its output is

d(t) = KeA(t)sin(wIFt + AWdt + Ge)  (4)

Ke = IF gain at frequency fIF + Afd

Ge  = IF phase response at frequency fIF + Afd

Notice this voltage is also the output of the gate (we dis-

tinguish between the gate output after the IF filter and the

loop output after the VCO). Insofar as the radar is concerned,

the scan modulation A(t) is the signal of interest. The above

result implies that the bandwidth of A(t) is small enough com-

pared to the IF bandwidth to justify the assumption. Its few

sidebands are undistorted by filtering action. Hereafter, as

far as the IF filter is concerned, A(t) will be treated as a

constant.

The feedback signal in the gate is a voltage proportional

to the frequency error within the IF filter. The LD performs

the conversion from frequency to voltage after normalizing

12

VI



the amplitude of the signal at its input. Effectively, the

derivative of those terms within the sine argument in Eq. (4),

other than WIFt, is taken. Thus, we have the feedback vol-

tage

e(t) = Kd[d/dt(Awdt + Ge)] (5)

= KdAWd

Kd = discriminator gain in volts-sec
radian

The low pass loop filter filters baseband noise and any

transients. At the moment we are only concerned with the mag-
response

nitude of its zero frequency, given by IH(O)j . Therefore,

the VCO input voltage is

f(t) = KdKbIH(O)I Awd (6)

Kb = baseband amplifier gain

yielding the proportional output frequency deviation

wd' = KvKdKb[H(O) l Aw d  (7)

Kv  = VCO gain in radian
sec-volt

Using the knowledge that Awd = wd - wd ' and defining

K= KvKdKbIH(O)t , EQ. (7) yields the following closed loop

13
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transfer function for the VCO frequency response to a con-

stant offset from the input carrier frequency

wd  _ K' (8)

wd  1 + K'

The frequency error transfer function is

Aw d  - wd -w d ' _ (9)

wd Wd 1 + K'

Eqs. (8) and (9) define the equivalent static frequency

tracking model shown in Figure 4.

K'=

KdKbKv IH (o)l
wd I

(summer) (wd - Wd') =bwd

Figure 4. Model of Velocity Gate For a Constant
Input Offset Frequency

It is evident the DC gain in the feedback path, given

by K, determines how closely the VCO response matches. a

static input frequency offset (see Eq. 8). The larger the

frequency error, the further the IF input signal will oper-

14 I,.
.V



ate in the skirts of the IF filter. This is undesirable if

the resulting attenuation exceeds the dynamic range of the

AGC. In addition, as the gate attempts to track a fluc-

tuating input doppler frequency, a carrier in the skirts of

the IF filter may undergo excessive phase shifting, which

can lead to an unstable condition of the loop. Yet, the

maintenance of a small frequency error is not simply ac-

counted for by placing a baseband amplifier of sufficient

gain in the gate. Consideration must be given to the closed-

loop noise bandwidth, which increases with the baseband gain.

An alternative is to incorporate a perfect integrator into

the low-pass loop filter. The resulting DC gain will be

infinite, which implies the static frequency error is

zero (see Eq. (9)). A perfect integrator does not exist

but an active filter can approximate its characteristic

(ref 8:9).

Dynamic Tracking Model

The static frequency tracking model assumes a static dop-

pler offset of the carrier at the input to the gate. However,

a static offset, indicative of a constant relative velocity,

is not typical of a target moving relative to a tracking

radar. More likely, the velocity will fluctuate about an

average value due to maneuvers and attitude changes of the

target. Accordingly, the scan-modulated carrier at the input

to the gate will undergo doppler-induced frequency variatkns. ?ere-

15
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fore, a dynamic frequency tracking model is more represen-

tative of the velocity gate in actual operation.

Referring back to the block diagram of Figure 3, the

gate input is now written

a(t) = A(t)sin(wit + wdt + 0i(t)) (10)

Phase function 0i(t) corresponds to the fluctuations in the

carrier frequency discussed above. The VCO output is writ-

ten

b(t) = 2cos(wot + Wd't + 0o(t)) (11)

where the phase function 00 (t) is the loop response to the

input phase function. Our goal here is a linear transfer

function relating 00(t) to 0i(t), which would then yield the

dynamic baseband model of the velocity gate.

The mixer output contains high and low frequency compo-

nents. The low frequency component is the one passed by the

IF filter, thus yielding the effective IF input

c(t) = A(t)sin(wIFt + Awdt + $e(t)) (12)

WIF = wi - wO

Awd wd - Wd '

e (t) = i(t) - o(t)

16
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Convolving this signal with the IF filter impulse response

hIF(t) yields the IF (and velocity gate) output signal

A

d(t) = A(t)E(t)sin(wIFt + Awdt + Oe(t)) (13)

This particular response is derived in Appendix A, where E(t)
A

is shown to be an envelope function and Oe(t) the output

phase function. Both are based on the input phase modulation

and on the filter's impulse response. As before, the scan

modulation is considered slowly varying compared to the IF

bandwidth so that it passes through the filter without dis-

tortion.

To arrive at Eq. (13) in Appendix A the IF impulse re-

sponse is expressed in the form

[h (wIF + Awd)t]

hIF(t) = 2Re h?(t)e (14)

Here, hL(t) is a complex envelope, not to be confused with

the envelope function E(t). It may seem unnecessary to re-

ference the complex envelope to the frequency wIF + Awd since

the filter is symmetrical about WIF. However, for a modu-

lated input carrier of frequency WIF + Awd, the representation

in Eq. (14) is convenient for analytically obtaining the out-

put.

17



The linear model of the velocity gate is actually a

baseband model, representing the gate's tracking response

for the input phase function 0i(t) [Eq.(10)]. To determine

the model, it is necessary to derive a baseband filter which

has the same response as the IF filter to the phase function

0 e(t), given by Eq. (12).

A
The unwieldly expression for the phase function, 0 e(t),

derived in Appendix A, can be simplified to yield the equiva-

lent baseband filter if 0 e(t) is much less than one radian.

As derived in Appendix B, the resulting baseband filter is

real and defined by its transfer function

HLp(w) = Ref HL(w)] (15)

Here, HL(w) is the Fourier transform of the complex envelope

hL(t). Having determined Eq. (15), the impulse response of

the baseband equivalent filter is simply the inverse Fourier

transform of HLp(w), denoted by hLp(t). Therefore, if the in-

put phase function has a magnitude less than one radian, the

output phase function is given by

A

Oe(t) = 0e(t) * hLp(t), (16)

18



where " * " denotes convolution. The significance of this

expression is that the baseband equivalent filter, defined

by the impulse response hLp(t), can be incorporated into a

linear model of the velocity gate. Provided the above con-

dition on 0e(t) holds, the response of this filter in the

baseband realm is equivalent to the IF filter's response.

Recalling that the complex envelope hL(t) of the IF

filter is a function of the offset frequency, Awd, (see

Eqs. (A-4) and (A-5) in Appendix A), hLp(t) will also have

such dependence. However, it seems reasonable to assume

that for a slight offset from the IF center frequency, the

input carrier would be filtered not much differently than a

carrier with no frequency offset. Consequently, the base-

band equivalent can be approximated by the particular equiv-

alent derived for Awd = 0. Indeed, this is the case, as

shown by Klapper and Frankle (ref 7:63-64). For a single

pole IF filter, they experimentally determined that Awd can

extend up to half the 3db bandwidth of the IF filter and the

baseband equivalent would not change significantly. One would

expect the range of acceptable mistuning for a higher order

filter to be more restricted since its transfer characteristic

will have a sharper rolloff after the 3db frequency than the

single pole. Restricting the frequency error in the IF also

19
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helps to avoid operation in the skirts of the filter, which

can induce excess phase shifts in the output (ref 6:25, 7:64).

In summary, to develop a linear model of the velocity

gate using the baseband equivalent of the IF passband re-

sponse, the phase modulation prior to the IF must be less

than one radian. For the appropriate value of the IF car-

rier offsetAwd, the baseband equivalent transfer function

is then given by Eq. (15). Given the further condition of

an IF carrier offset within the IF filter 3db bandwidth, the

baseband equivalent filter is determined by Eq. (15), but

applied to the case Awd = 0. Furthermore, if the IF mid-

band gain and phase shift are one andzero, respectively,

referring to Eq. (B-1) in Appendix B, we see the baseband

equivalent is simply given by the passband response, shifted

and centered at zero frequency. This particular response is

conventionally denoted as the low pass equivalent of the IF

filter (ref 11:122). In addition, the envelope function E(t)

in Eq. (13) is equal to one, as indicated by Eq. (B-12).
A

With 0 e(t) = $e(t) * hLp(t) (Eq. (16) and E(t) = 1, Eq.

(13) can be simplified to yield

d(t) = A(t)sin(wIFt + Awdt +(0e(t) * hLp(t))) (17)

The discriminator output is a function of the instantaneous

20



frequency deviation from the IF center. Hence,

e(t) = Kd[d/dt(Awdt +(0e(t) * hLP(t)))] (18)

=K d[1w d + /d e()*h LP(t))]

After baseband filtering and amplification of the discrimi-

nator output, the VCO input voltage can be written

f(t) = KbKd[lAwd + d/dt($e(t) * hLP(t))] * h(t] (19)

= KbKdAwdIH(O)i + KbKd[d/dt(0e(t) *hLp(t)) * h(t)]

%here h(t) is the impulse response of the low pass filter.

The first term in Eq. (19) is the feedback voltage cor-

responding to the-static input frequency offset wd. The se-

cond term is the feedback voltage corresponding to the input

phase function 0i(t) and is the term we are interested in

here.

Because the VCO output frequency is directly proportional

to the input voltage, the corresponding phase will be propor-

tional to the integral of the voltage. Therefore, the loop

phase response to the input phase function is

21

I
,,p



0 0 (t) = Kv[KbK d  J/dt(Oe(t) * hLp(t)) * h(t)] dt] (20)

= K[te(t) * hLp(t) * h (t)]

where K is defined as KvKbKd.

With 0 e(t) = Oi(t) - 0 (t), and using the Laplace operator s,

the linearized dynamic model of the velocity gate has trans-

fer function

0o(s) _ K HLp(s)H(s) (21)

0i(s) 1 + K HLp(s)H(s)

= G(s)

The error transfer function is

_Oe(S) _ i(s) - 1o(S) (22)

Oi(s) Oi(s) 1 + K HLp(s)H(s)

1 - G(s)

The model described by the transfer functions in Eqs.

(21) and (22) is pictured in Figure 5. In order to pre-

serve the functional characteristic of the discriminator and

VCO, they are depicted as a differentiator and integrator,

respectively.
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Baseband Low Pass

VCO Amplifier Filter

Ko H(s)

Baseband Equivalent
summer

L 0i(s)- '0(s) of the IF Filter

Figure 5. Linearized Dynamic Tracking Model of the

Velocity Gate

Understandably, the linear model of the velocity gate

is identical to the linear model of the FMFB (ref 7:53)

since both devices have the same structures. It is impor-

tant to note, however, that as a frequency demodulator, the

FMFB does not have to contend with an input carrier as

greatly mistuned as that which the velocity gate encounters

due to the predominance of the doppler effect. In addition,

the bandwidth of the filters within the FMFB will generally

be much greater than that required by those within the velo-

city gate due to the larger extent of the FM signal spectrum.

The reader may note that if the baseband equivalent

filter, the differentiator and the low-pass filter in the
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velocity gate are combined into one overall loop filter, the

model presented in Figure 5 resembles the linear model of a

phase locked loop (PLL) (ref 16:129). However, some differ-

ences between the two devices are worth mentioning. For one,

the PLL would require either a limiter or an AGC to norma-

lize the amplitude of the input signal, thus making the

closed-loop response insensitive to signal amplitude (ref

3:219, 226; 9:56), as is the case with the velocity gate.

Furthermore, the PLL is designed to be phase coherent with

the input signal, and attempts to minimize the phase error

between the VCO and the input. As will be seen, the perfor-

mance criterion of the velocity gate does not have to be as

strict, for the purpose of the gate is to maintain a small

enough frequency error in the IF filter to keep the scan

modulation out of its skirts.
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IV. NOISE ANALYSIS OF THE VELOCITY GATE

The preceding analysis of the velocity gate must be

adapted to a noisy environment. As in all communication

systems, noise in the velocity gate contributes to perfor-

mance loss. This means the gate's ability to track the fre-

quency variations of the input signal becomes less effective

as the input noise power rises. Although the noise is a

random process, that portion within the bandwidth of the gate

is not distinguished from the signal so the tracking response

is due to the combination of the two. Depending on what per-

formance criterion is chosen, the gate will have a noise-in-

duced threshold, below which performance is unacceptable.

Considered in this section will be the tracking behavior of

the velocity gate for a relatively low and high carrier-to-

noise ratio (CNR). The analysis is intended to suggest a

possible performance criterion which can aid in defining a

noise-induced threshold.

Recall from section three that the linear model of the

velocity gate is based on the conditions of the frequency

error and phase error within the IF filter being small. Vi-

olation of these conditions due to noise is possible and re-

( duces the accuracy of the linear model in representing the

behavior of the gate. This does not necessarily mean the gate
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has broken lock or that the scan modulation is distorted be-

yond utility, for these conditions are subject to interpre-

tation. However, it should be evident that the noise com-

petes with the signal and tends to increase the tracking er-

ror. This error increases as the CNR decreases.

The analysis presented here assumes the input noise to

the gate is a Gaussian stationary process. The bandpass

filter preceding the gate (see Figure 3) is considered to

have a bandwidth Bi considerably less than its mid-band

frequency. This justifies a narrowband reprsentation for the

noise process (ref 14:254) as follows

n(t) = .n(t)cos wit - fQ(t) sin wit (23)

n (t) = narrowband input noise process

.I(t) = in-phase component of n(t)

.aQ(t) = quadrature component of n(t)

wi = 27rfi, fi = mid-band frequency of bandpass filter
preceding velocity gate

In the nomenclature of this report, a line below a function

of time implies the function is a random process. Each of

n(t), ni(t) and pQ(t) have a zero mean value and their vari-

ances are equal. The in-phase and quadrature components are

26

! .W,



uncorrelated lowpass processes with identical autocorre-

lation functions. Their power spectrums are given as fol-

lows

No watts IfI< Bi (24)
Hz 2

Si(f) = SQ(f) =

0 Ifl > B

The power spectrum of n(t) is

No watts fi - Bi<_fl < fi + Bi
2 Hz 2 2

S(f) - (25)
0 all other frequencies

These power spectrums are pictured in Figure 6.

S(f) watts Si(f) = SQ(f) watts
Hz Hz

-

f - f
o. -Bi 0 Bi

2 2

Figure 6. Power Spectrums of n(t), n1 (t) and (t)
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Combining Eqs. (10) and (23), the overall input signal plus

noi£se is

a(t) = A(t)sin(wit + Wdt + Oi(t)) (26)

+ ni(t)cos wit - nQ(t)sin wit

Linear Model With Noise Included

The linear model of the velocity gate in Figure 5 yields

the VCO output phase variation to an input phase variation.

As mentioned earlier, this phase variation corresponds to

the doppler-induced frequency variations of the signal car-

rier. Provided the model remains valid, it can also be used

to find the gate response to the overall signal plus noise

input given by Eq. (26). This is conveniently done if the

noise is represented as an equivalent phase modulation of

the scan-modulated carrier. In this manner, the net input

phase function will be a random process, having a deter-

ministic component due to the doppler-induced frequency

variations and a random noise component.

With the aid of a phasor diagram, the signal plus noise

can analytically combined. The construction is shown in

Figure 7, where it is indicated the signal phasor has a
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magnitude A(t) and is referenced to the same frequency as

the in-phase and quadrature noise components. The signal

phasor thus has a phase

Qs(t) = wdt + Oi(t) (27)

R 1 (t) /N

4 t) t )

A(t) (t)

(t

es (t) 7(t)

Figure 7. Phasor Construction For Input Sig-
nal Plus Noise

From Figure 7 the following relationships are evident:

n(t) = Ini(t), 2 + 1 n(t), 2 sin(wit + _x(t)) (28)

- R(t)sin(wit + A(t)), where

29

__________________________U -



_ an[n(t), (29)

/3(t) = ta- (t)sin(es(t) - q~(t) (30)

tan t) + R(t)co:s(O5 (t) - c(t))]

Vf(t) = Qs(t) - 9i(t) = Wdt + 0i(t) 9 (t) (31)

A' (t)= VOW~t + R(t)cos(G5 (t)_ 2!(t))
2 +(E(t)sin(Gs(t) - 2(t))2

(32)

The magnitude of the resultant phasor A' (t) and the phase

YZ(t) correspond to the magnitude and phase, respectively,

of the input into the velocity gate. Thus, Eq. (26) can be

equivalently written

A(t) = A' (t)sin(wit + wdt + 0i(t) + Ast)) (33)

Here,86(t) is the equivalent phase modulation of the signal

carrier caused by noise.

Considering for the moment a high CNR, for example, 0

AWt) Rt), two approximations are possible. From Eq. (32)

AI(t)= AMt and from, Eq. (30)
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8(t) _R(t)sin(wdt + 0i(t) - Q(t)) (34)

A(t)

= -[i(t)cos(wdt + 0i(t)) + n'Q(t)sin(wdt + 0i(t))]

A(t)

Sn i (t)

Therefore, Eq. (33) yields

a(t) = A(t)sin(wit + Wdt + 0i(t) + Pni(t)) (35)

It should be emphasized that gni(t) is a representa-

tion for the equivalent phase modulation of the signal car-

rier due to noise. It is convenient to present the noise

in this manner because the response of the loop is a phase

modulation of the VCO output signal, given by 00(t) in Eq.

(11). The velocity gate treats the input noise as if it

were a random signal component and attempts to track its

variations. Consequently, the VCO phase is comprised of a

random process added to a deterministic component due to the

actual input signal phase. With a large CNR one would ex-

pect the gate to still behave linearly, for the phase

tracking error induced by noise should be small. However,

even for a large CNR, there is a probability, although
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small, of a noise spike which momentarily might induce a

large enough phase error to invalidate the linear model.

Keeping this in mind, the linear model of Figure 5 can still

be modified to include the presence of noise, as shown in

Figure 7. Note the VCO phase modulation is a random process.

Kv1 K H(s)

o(S)@s S + n(S) K d s ]

signal 04(s) \
Ph~) ase + + ~ps

i (s)noise phase

Figure 8. Linear Model of the Velocity Gate For High CNR

The VCO output phase 00(t) is a random process comprised

of a deterministic signal component so(t) and a random noise

component .no(t). Since the linear model defines the equiva-

lent linear filter of Figure 8, the output noise statistics

can be found as a function of the input statistics. The

equivalent filter has a transfer function given by Eq. (21).
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iG (w) = KH(w)HLp(w)

(t) = s i (t)  1 + KH(W)HLp(w) go (t)= $so(t)

+ On i(t) + 9no(t)

Figure 9. Equivalent Filter Representation of Linear Model

For purposes of example and simplicity, assume the in-

put signal phase 0si(t) is zero. The only implication of

this is that the VCO phase will have a deterministic com-

ponent of zero but the random component will be unaffected.

Thus,

9i(t) = Pni(t) = -ni(t)cos wdt - nQ(t)sin wdt (36)

A

The scan modulation A(t) is assumed to be slowly varying

with respect to the noise terms. Thus, its expected value

A has been used in Eq. (36). It is evident the expected

value of .ni(t) is zero. Its autocorrelation function, given

by Roi(7), is derived as follows, where "E" stands for ex-

pected value. Recall, the noise components ni(t) and nQ(t)
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have zero cross correlation and the same autocorrelation

function, i.e., Rni(T) = RnQ(7-).

R0 i(T) = E T)] (37)

= E[l (fi(t)cos wdt - nQ(t)sin wdt)@

(,(t -T) cos wd (t -7r) - D:Q(t -T)sin wd(t -))

= RnI(T)(cos wdt)(cOs wd(t -r))

A2

+ Rn Q (7) (sin wdt) (sin wd(t - i)

A
2

= Rni (T)cos WdT,

A
2

where the identity(cos(a)cos(b) + sin(a)sin(b))= cos(a - b)

has been used to obtain the final result. The input noise

power spectrum is the Fourier transform of Eq. (37) and is

pictured in Figure 9.

The output power spectrum is given in terms of the

squared magnitude of the linear system function Gd) (ref

12:347).

S0 o(f) = Soi(f) IG(jw)I 2 (38)
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SnI(f)

-Bi Bi

2 2

S i (f)

-------------- --- ------ No

f 
A20

A2

! f
(Si+ fd) t (Bi + f d )

2 _(Bi_- fd )  (Bi_- fd3

2 2

S0 i(f) = _l(Sni(f - fd ) + Sni(f + fd))
2

Figure 10. Power Spectrum of Equivalent Noise Phase
For High CNR

From Eq. (38) it should be clear the VCO output phase due to

noise will be a random process. If an input signal phase

Osi(t) were present, the gate would track it as well as the

noise. The VCO output due to noise would effectively cause

a phase jitter about the deterministic signal response. The

mean-squared value of this jitter increases as the input

noise spectral density No , increases. Consequently, the phase

tracking error of the gate will increase. A similar effect

is observed with the FMFB (ref 6:21) and PLL (ref 8:21). The
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mean squared value of the jitter is determined by

00

Notice for the input power spectrum shown in Figure 10, which

holds for zero signal modulations the integration in Eq. (39)

consists of two portions. One lies over the range f = 0 to

f = (Bi - fd ) . The other lies over the range f = (Bi -fd
)

2 2

to f = (Bi + fd
), where all other frequencies yield zero

2

contribution to the integral. Yet, if the noise bandwidth

of the velocity gate is within the frequency band (Bi - fd ) ,

2

only the spectrum over this range significantly contributes

to the integral in Eq. (39). Recall the bandwidth Bi of the

bandpass filter preceding the gate is larger than the maxi-

mum expected doppler shift so that it passes the sidebands

which are present when the target velocity changes abruptly.

Thus, Bi - fd would be on the order of several thousand

2

hertz, even for the largest static doppler shift fd" By de-

sign, the noise bandwidth of the gate is likely to be much

less. Considering the input phase power spectral density

to be No over the bandwidth of the gate, the mean square
A2
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phase deviation of the VCO is written

E no2 (t =(jw42df (40)

29 . G(O) I 2Bn
A
2

where B is the noise bandwidth of the gate, defined

-00

Bn =jG(jw)i 2df (41)

IG (0) 1 2

Criterion for Validity of Linear Model

With regard to the linear model of Figure 8, it was men-

tioned above that the input noise can invalidate the small

phase error requirement. The probability of this occurring

for a high CNR is small enough to justify the model under

this circumstance. However, the model becomes less repre-

sentative of the gate for decreasing CNR. Thus, associated

with the linear model is a validity criterion based on the

probability the phase error exceeds one radian. It is shown

here that this probability increases as the CNR decreases.

The loop phase error is defined as the difference be-

tween the input signal phase and the VCO output phase. It
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is important to note that the input signal phase is given

solely by the phase function 0si(t). Although we have de-

fined an equivalent input phase due to noise, this was only

done for the convenience of determining the VCO output phase

via the linear model. In contrast, however, the loop out-

put phase is defined as the overall phase process out of the

VCO. Thus, for zero input signal phase the loop phase error

4e(t) is simply the loop response to the equivalent noise

phase given in Eq. (36). Hence, after the second summer in

Figure 8, the loop phase error is e(t) = 0i(t) - 0o(t) =

-Pno(t). Hereafter, the negative sign will be neglected. Al-

though the absence of a signal phase is not typical, the anal-

ysis presented here should be useful for establishing a lower

bound on the phase error for a particular CNR.

Since for a high CNR the input phase process is Gaussian,

then by virtue of the-linearity of the gate's transfer func-

tion, the VCO output phase process is Gaussian. Its proba-

bility density function, therefore, is written

f~no( no ) = 1 exp [-l n] (42)

,9no L 20o Jn'

The variance of gno(t) 'is defined Uno and is given by Eq. (40)
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since the output noise process has a zero mean. Assuming

the equivalent model has a DC gain of unity, IG(O)I = 1 and

ano 2 = 2NoBn (43)

A
2

The CNR in a bandwidth equal to the noise equivalent band-

width is defined

CNRn = A 2  = 1 (44)

4NoBn 2ano 2

For an unmodulated carrier, at any particular time, t, proba-

bility[g(t) >i] = probability[gno(t) >1]. Using Eq. (39),

probability[0e t)I>lJ = 1> 1n expr "no-2]dno (45)

O4no 12no

The factor of two implies positive and negative phase errors

are considered. With the cange of variables y = Ono , Eq.

4 2n o

(41) yields

probability[ Ie (t)I>i] 2 1 exp [-y2 dy (46)

= erfc

39

=44r

.... J -,,II . rll .... . .... J . .. . . I m . .



Here, "erfc" represents the error function complement de-

fined as

erfc (x) = 2 fexp [..Y 2]dy (47)

Eq. (42) is plotted in Figure 11.

.7

..
A

4.

H.3

o.2

.

.5 1.0 1.5 2.0 2.5 3.0 3.5

CNRi

Figure 11. Probability [j-Oe(t)1>1] vs CNRn.
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The reader will no doubt notice an inherent contradiction

in the foregoing analysis. The equivalent phase due to noise,

given by Eq. (36), is only valid when the CNR is large enough

to justify the approximation made in arriving at the expres-

sion. Yet, no such restriction was placed on the CNR in ob-

taining Figure 11, where the equivalent noise phase was con-

sidered to be Gaussian, irrespective of the CNR. For a large

CNR, Figure 11 could certainly be used to predict the accuracy

of the linear model. But it must be kept in mind that the

linear analysis does not accurately indicated the behavior of

the gate for a lower CNR. However, the inaccuracy of the

linear model only implies the phase tracking error is larger

than one. A criterion based on the frequency tracking error

would seem to be more significant since the purpose of the

gate is to center the scan-modulated carrier within the IF

filter. Nevertheless, the linear analysis applied to finding

the phase error provides a useful benchmark for quantifying

the performance of the velocity gate in the presence of noise.

Indeed, it indicates the need for a more specific description

of the noise and its influence on the gate.

DefininQ A Noise-Induced Threshold For The Velocity Gate

With regard to communication systems, the usage of the

word "threshold" is directed at the condition when receiver
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performance is no longer satisfactory. Accordingly, a noise-

induced threshold is associated with a value of signal-to-

noise ratio, referenced to some point in the receiver. Yet,

the definition of threshold is arbitrary because it depends

on how a user defines "unsatisfactory performance". For ex-

ample, an FM demodulator is stated to be at its threshold

when detected noise is one decibal more than that predicted

by a linear analysis of the device (ref 14:322). The point

here is that some measurable criterion must be established

for distinguishing between good and bad performance.

We would expect that a threshold could also be defined

for the velocity gate. Recall the purpose of the gate is to

maintain the scan-modulated IF carrier within the IF pass-

band with as little distortion as possible. The frequency

error between the instantaneous carrier frequency and the IF

center frequency is a useful measure of how well the gate is

tracking. A non zero error is realistic because the gate has

a finite response time to the input carrier frequency vari-

ations. But too much error will push the IF carrier (and

the scan information) into the skirts of the IF filter, where

it is subject to more amplitude and phase distortion than

nearer the center frequency. Sufficient noise power accom-

panying the input signal can dominate the response of the

gate so that the accurate signal tracking will be thwarted.
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The implication is that the signal carrier at the IF input

will fluctuate randomly between such a broad frequency range

that the scan modulation will be pushed into the skirts of

the filter and distorted.* But the distortion could be mini-

mized if the tracking error is small enough to confine the

signal carrier to the relatively flat passband around the

IF filter's center frequency. Therefore, with the frequency

tracking error as a performance criterion let us define the

threshold to be reached when the root-mean-square frequency

(RMS) error exceeds half the IF filter's 3db bandwidth.

Some of the arbitrariness of this definition is removed in

a subsequent section where the probability that the frequency

error is greater than the 3db bandwidth of the IF filter is

determined.

Determination of the Frequency Tracking Error Due to Noise

As mentioned in the introduction, the velocity gate has

a structure very similar to a frequency demodulator with

feedback (FMFB). The following analysis will be adapted

The frequency tracking error can also be caused by an in-

terfering carrier transmitted by a jammer, and swept in
frequency through the passband of the gate. If the inter-
ference overrides the signal and is tracked, the gate will
effectively break lock on the signal. Such a technique
is conventionally called "velocity gate pulloff".
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from the threshold analysis of the FMFB (ref 1:155,160,

14:359-361, 16:290,291).

A block diagram of the velocity gate, as presented in

Figure 3, is reproduced here for convenience.

f(t)

VCO gain Baseband Low Pass
Kv radian Apier Filter

b(t) sec-volt gain Kb H(w) e(t)

IFD

gain Ka

volt-sec

SFilter(t)
a(t) Mixer HIF (w)

Figure 12. Block Diagram of Velocity Gate Without AGC

No dynamic signal phase will be considered. Thus, with

only a constant doppler offset, the input to the gate from

Eq. (26) is

a(t) = A(t)sin(wit + Wdt) (48)

+ ni(t)cos wit - 4(t)sin wit
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The dynamic frequency response of the VCO will be due to the

voltage f(t) induced by noise. This voltage is produced by

two mechanisms. The first occurs when the average input CNR

is large. As presented earlier, the gate can be modeled as

a linear filter with the input noise expressed as an equiva-

lent input phase. The VCO input voltage due to this linear

filtering mechanism will be a Gaussian process since the

equivalent input phase process is Gaussian. The second mech-

anism occurs when the noise at the input to the LD momen-

tarily rises above the signal and the equivalent noise phase

at that point changes abruptly. Since the noise amplitude

is described probabilistically there exists the possibility

of this event. As a consequence, a voltage spike may be

produced by the discriminator, with the result that the total

noise power at the input to the VCO is increased. In the FM

demodulator it is the occurence of these spikes which causes

a threshold (ref 14:323). The number of spikes per time in-

terval increases as the CNR prior to the discriminator de-

creases.

The voltage at the VCO input produces a proportional

frequency devoiation at its output. Our concern is with the

dynamic VCO output frequency due to noise and not with the

static frequency response due to the fixed doppler offset fd.

Per the discussion in Section III, we assume there is suffi-
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cient DC gain in the velocity gate so that the static fre-

quency tracking error is small compared to the IF bandwidth.

Thus, the significant frequency tracking erroor will be

caused by noise. The objective is to determine the RMS fre-

quency deviation of the VCO caused by the linearly filtered

noise and the noise caused by the spiking.

Let us first consider the VCO frequency produced by

linearly filtering the equivalent input phase process. Re-

call the power spectrum of the VCO phase is

S00 (f) = s0i(f) G(iw)12 (49)

where S$i(f) is the spectrum of the input phase process and

IG(jw)f is the magnitude of the closed-loop transfer function

of the linear model. The derivative of the stationary, Gaus-

sian phase process yields the corresponding frequency pro-

cess. If the autocorrelation of the phase process is Roo(T),

the autocorrelation of the frequency process is -d2 Ro(r)
dr2

(ref 12:317). Hence, the VCO frequency process has a power

spectrum given by

Sfo(f) = -(jw) 2S.Oi(f)IG(w)I2  (50)

= w2SOi(f)IG(w)12
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With reference to Figure 10, the assumption is made

again that the noise bandwidth of the gate is mostly in the

frequency band Bi - fd- Therefore the spectral density in

2 -

the band is assumed to contribute entirely to the power of

the frequency process. The mean squared value of the VCO

output frequency due to linear filtering of the input noise

process is

Bn
E [fo2 (t = 2Nof w2df (51)

A2 o

= 87r2NoBn
3

3A
2

= 27r2 Bn 2

3 CNR n

where CNRn is defined by Eq. (44) and is the carrier-to-noise

ratio with the noise power defined in a bandwidth equal to

the closed loop noise bandwidth.

Now let us consider the second source of frequency error;

that is, the spiking phenomenon. As will be shown later, the

occurence of voltage spikes after the LD is a function of the

CNR, before the LD. We thus turn our attention to finding an

expression for the CNR at this particular point in the gate.

The VCO signal is
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b(t) = 2cos(wot + Wd't +.9no(t)) (52)

Recall Pno(t) is the phase process corresponding to the VCO

random frequency and wd' is the static frequency tracking re-

sponse.

Mixing with the input signal given by Eq. (48), and

omitting the component which does not pass through the IF,

yields the effective If input,

c(t) = A(t)sin(wIFt + Awdt + Ono(t)) (53)

+ ni(t)cos(wiFt-wd't + P-no(t)

- nQ(t)sin(wiFt - Wd't + Pno(t))

Assume the IF filter is ideal in the sense that its frequency

response is given by a pair of bandpass rectangles of band-

width BIF and centered at f = + fIF" This allows the IF out-

put to be easily determined in an illustrative manner with-

out complicating the analysis. Since the bandpass filter pre-

ceeding the Velocity gate (Figure 2) is greater than the lar-

gest expected doppler frequency shift, it is fair to say it

is much greater than the noise equivalent bandwidth of t1:e

gate and even the bandwidth of the gate's IF filter. Thus,

the noise processes ni(t) and ._Q(t) vary much more rapidly

than the VCO phase process Ono(t). Consequently, they can be
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considered independent from 0_no(t) (ref 3:155). In addi-

tion, although the noise spectrum will be significantly

mistuned from the IF center frequency (by fd'; see Eq. (53)),

its flat power spectrum will extend across the IF passband.

This spectrum will be as wide as the bandwidth Bi of the fil-

ter preceeding the gate. But the extent of the mistuning,

which is indicative of the doppler shift of the gate input

carrier, will be less than Bi . A depiction of the situation

is presented in Figure 13.

Noise IF Filter
_4 ,_BIF  Spectrum Passband

B~ I ,I'
I I

-IF - ( f I F - f d ')  o (fIF-fd') fIF

Figure 13. Relative Bandwidths of the IF Filter and the
Noise Preceding It

The noise at the input to the IF filter completely fills

its bandwidth. Since this bandwidth is small compared to

fIF, the output noise can be considered narrowband and writ-

ten in the form
(nt

A AA54
n(t) = ni(t)cos wIFt - WQ~tsin wIFt (54)
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Here, ni(t) and .aQ(t) are t)-q in-phase and quadrature, low-

pass noise components afte --,-e IF filter. Their spectrums,

as well as the spectrum of n(t), are depicted in Figure 14.

Sn(f) watts SnI(f)=SnQ(f)
Hz - -  No

~fljjJ 7 BIF [I
f f

- fIF fIF -BIF B__
2 2

Figure 14. Spectrums of E(t), A, (t) and _Q(t)

After the IF filter, the signal plus noise is written

d(t) = A(t)sin(wIFt +Awdt) (55)

nI(t)cos(wiFt) - nQ(t)sin(wiFt)

The CNR after the IF filter is also the CNR at the output of

the velocity gate. It is given by the expression

CNR = A2  (56)

2NOBIF

where, the mean value of the scan modulation A has been used

as the carrier amplitude.
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The noise in Eq. (55) can be considered an equivalent

phase modulation, 9(t), of the signal carrier and a phasor

diagram similar to the one in Figure 7 can"be constructed.

Thus, the input into the LD can be written

A A
d(t) = A'(t)sin(wIFt + AWdt + _(t)), (57)

A

where A'(t) is a random envelope (normalized by the limiter).

For CNRIF>>l the signal phasor has a magnitude A which

A
is much larger than the noise phasor random magnitude R(t)

(see Eq. (28)). Adding the signal and noise phasors vec-

A
torially yields a resultant phasor with magnitude A' (t).

Since R(tk<A, the tip of the resultant phasor will never

wander far from the end point of the signal phasor. In

Figure 15a the dotted line indicates a possible path for the

tip of the resultant phasor. One can see the equivalent
A

noise phase fi(t) is small.

As the CNR decreases, the average magnitude of the noise

phasor will increase relative to the signal phasor. As shown
A

in Figure 15b, when R(t) is comparable to A there exists the

possibility that the resultant phasor can completely encir-

cle the origin. There is always a slight chance of this oc-

curring even with a large CUR, but the probability increases

drastically as the CNR is lowered.
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D, ,
I .9 A

A ; _ '(tYRlt) /- --- /
(t(t)

dt A'(t) I
(a) C

Figure 15. Phasor Diagram For Signal Plus Noise Prior
to LD. (a) High CNR. (b) Low CNR.

With regard to Figure 15, a remark is warranted as to

the direction of the encirclement. If no mistuning of the

IF carrier was present (i.e., Awd = 0), the carrier phasor

would be drawn parallel to the horizontal axis. Since the

noise has a zero mean, the probability of a clockwise encir-

clement is the same as that for a counter clockwise encircle-

ment. However, when the carrier is modulated, it has been

found that the encirclement is favored in a direction oppo-

site to the rotation of the carrier phasor (ref 16:250). In

addition, the overall probability of either a clockwise or

counterclockwise encirclement increases with the modulation.

An encirclement of the origin is characterized by a +27r

rotation of the resultant phasor. The discriminator output

voltage is based on the derivative of the carrier phase prior

to the LD.
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A9_(t)

LAO (a)
I i

s(t) s(t)=Kdf_(t)
I i
I I

I 4&Area=Kd27r

- (b)
tI t2

Figure 16. Equivalent Noise Phase at LD
input (a) and Voltage Spike
at LD output (b)

A

If the equivalent phase f(t) abruptly changes by ±27r radians,

either a positive or a negative voltage spike will result.

A
For a positive shift in _q(t), as in Figure 16a, a spike simi-

lar to that depicted in Figure 16b will be produced by the

discriminator. The net area under the spike waveform s(t)

is 27rKd, where Kd is the discriminator gain in volts-sec/

radian.
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A

Spike area = Kdf dfi(t) dt (58)

ft2 dt

= Kd (t)[

= Kd27r

Bennet (ref 1:158) claims that in the FMFB, due to the

feedback characteristics of the device, rapid phase vari-

ations prior to the LD are reduced to net phase excursions

of 27r , where K is the DC gain of the FMFB. Corrsepon-
1+K

dingly, spikes of area Kd2T result. Since the velocity

1+K

gate has the same structure as the FMFB, an equivalent spi-

king phenomenon will be assumed.

Recall the ultimate objective here is to determine the

RMS deviation of the VCO frequency due to noise. Part of this

deviation is due to linearly filtered equivalent phase noise

at the input to the gate, given by Eq. (51). However, the

actual deviation should be greater than this because the power

contributed by the baseband voltage spikes has not been in-

cluded. To this end, the power spectrum of the spike voltage

must be found.

Because the spikes occur at random times and are impulse-

like in character, they represent a shot noise phenomenom.
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Taub and Schilling (ref 14:263) maintain the power spectral

density of the spikes is

Ss(f) = NsIFs(jw)12 (59)

where Ns is the number of spikes occurring per second and the

averaging is performed over the squared magnitude of the

Fourier transform of the spikes. Depicted in Figure 17 is

an illustrative representation of this transform. Note its

spectral width is confined to approximately half the band-

width of the IF filter preceding the LD. This is so because

the equivalent noise phase which produces the spikes is also

confined to this bandwidth.

Fjs ... 27Kd
I I+K

-BIF -BL EL ElF
22

Figure 17. Typical Fourier Transform
of Voltage Spike. (ref 14:324)
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Indicated in Figure 17 is the relative extent of the

bandwidth BL of the low-pass filter following the LD. Within

this band, the power density of the spikes can be considered

constant at the value N.1 Fs (O)1 2. If the waveform of a volt-

age spike is given by s(t), and recalling that in the closed

loop the area under the waveform is 27r, the Fourier trans-
I+K

form of s(t) evaluated at w = 0 is

0 -j27(O) t

Fs (O) Me dt = 27TK d  (60)

1+K

In a bandwidth BL, just prior to the VCO, the average

power due to spikes will be

Ps = Kb2Kd2 2BL (27T) 2Ns  (61)

(I+K) 2

= 87T2 K1%b2 Kd 2 BLNs

(1+K)
2

Here KB is the gain of the baseband amplifier. Defining the

voltage at the VCO input due to spikes as Vs(t), its mean

square value will thus be E[V5 2(t)I =Ps. In response to

V (t), the VCO output frequency is
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fo(t) = KvVs(t) (due to spikes) (62)

where Kv is the VCO gain in radian . We can thus reach our
sec-volt

objective of expressing the mean squared VCO frequency devi-

ation due to spikes as follows

E[f0 2(t)] 
= Kv2E[Vs2(t)] (due to spikes) (63)

= K2 87T2 BLNs

(l+K) 2

= 8 7r2 BLNs K >>i

Here K = KvKbKd-

It was mentioned earlier that the number of spikes per

second increases as the CNR prior to the LD decreases. In

addition, recall than any frequency deviation of the signal

carrier from the IF center frequency causes an increase in

the rate of spikes. These facts are inherent in the expres-

sion for Ns (ref 14:335-336), given by

_ -(CNRIF)

Ns = BIFerfcTCNRIF + IMfe (64)
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The function "erfc" is defined in Eq. (47). The only unfa-

miliar term in Eq. (64) isiAl, which is the average magni-

tude of the IF carrier frequency deviation. As a first

approximation, from Eq. (55) assume jAf = Awd, the static

27T

frequency tracking error.

The total mean square frequency deviation of the VCO

can now be found by combining the contributions provided by

the linearly filtered noise and spike noise. These are

given by Eqs. (51) and (63) respectively. Referencing all

CNR's to a bandwidth equal to the closed loop noise band-

width requires the substitution CNRIF = 2Bn CNRn (compare

BIF

Eqs. (44) and (56)). With this in mind) the net mean square

VCO frequency deviation is

E[fo2(t)] = 27r2 Bn 2  
(65)

3 CNRn

+ + lfexp (- n

2[-(BI F

According to our definition, the velocity gate will reach its

threshold when fo(RMS) = BIF.

2

58

-- M.



Example

Consider an implementation of Eq. (65) in determining

the threshold of a velocity gate with the following char-

acteristics:

1. IF Baseband Equivalent HLp(jw) = wI  (66)

jw + w 1

w, = 27r*BIF =27r*300 Hz

2

2. Low Pass Filter HL(jw) w2  (67)

jw + w2

w2 = 27r*BL = 2irl Hz

3. The DC gain K is arbitrarily established here such that

the maximum static frequency error in the IF filter is

no greater than five percent of the filter's bandwidth.

Recall from Section III that the static error exists in

response to a constant doppler shift of the gate input

carrier frequency. As defined above, the error is small

enough to consider the net deviation of the IF carrier

to be caused solely by noise. Reducing the static fre-

quency error further means a higher DC gain is required,
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which, as shown below, increases the noise bandwidth of

the gate. Thus, the DC gain criterion is a compromise

between a large noise bandwidth with small static fre-

quency error and a large static frequency error with

small noise bandwidth. Assuming the maximum doppler

shift is 18 KHz, from Eq. (9) we have

K ; 18,000 18,000 = 600 (68)
Awd (.05) (600)

4. From Eq. (21) the closed loop transfer function of the

velocity gate with the above filter characteristics is

G(jw) = Kwlw2  (69)

(jw)2 + jw(w I + w2 ) + wlw2 (1 + K)

5. With the closed loop transfer function expressed as a

ratio of polynominals in jw, the noise bandwidth can

be found with the aid of published tables (ref 7:21;

17:369,370). For the second order system defined by

Eq. (69)

Bn = Kwlw2  (70)

4(w, + w2 )

= 149.5 Hz

60



The RMS frequency deviation fo(RMS) of the VCO is given

by the square root of the expression in Eq. (65). Figure 18

is a plot of the deviation versus CNRn, the carrier-to-noise

ratio in a bandwidth Bn, which is the closed-loop noise band-

width. The solid line (curve (a)) is the plot corresponding

to JIfi = 30 Hz. As a matter of interest, a plot of the fre-

quency deviation due to just the linearly filtered input

phase process overlays the solid line in Figure 1 without

any significant difference. This implies that, at least for

a small i, and the particular velocity gate just defined,

the noise spikes in the baseband are not contributing enough

power to affect the RMS frequency deviation of the VCO in a

significant manner.

Clearly, the noise will cause the average of the magni-

tude of the IF frequency deviation to be greater than 30 Hz.

As CNRn is lowered, JAf would tend to increase, thus requiring,

in the general case, a new value for lAfJ with every computa-

tion of fo(RMS). But for the present case, the spikes vir-

tually do not affect the deviation of the VCO. This is indi-

cated by the dashed line (curve (b)) in Figure 18)which is a

plot of fo(RMS) with JAfJ = 300 Hz. We can see the VCO fre-

quency deviation is due almost entirely to the first term in

Eq. (65).
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Alternate Definition of Threshold

Up to this point the emphasis has been placed on deter-

mining the RMS frequency deviation of the VCO due to noise.

Defining the threshold in terms of a particular RMS devi-

ation is helpful insofar as it provides a means of gauging

the relative tracking performance of the velocity gate for

various values of CNR. It has been maintained all along

that if the scan-modulated IF carrier is pushed into the

skirts of the IF filter due to a large tracking error, then

the modulation is subject to excessive distortion. Yet,

even if the RMS frequency deviation is large enough to push

the modulation into the skirts, we are only assured the modu-

lation will be there part of the time. Thus, it might be

said that the gate moves in and out of its threshold state.

Some of the uncertainty regarding the actual tracking

error can be removed by considering the probability that the

error exceeds a certain amount as a function of CNR. If the

statistics of the VCO frequency process fo(t) are known, it

should be possible to quantify the performance of the gate

in terms of a probability statement. The performance cri-

terion would still be the frequency error in the IF filter.

Consistent with the reasoning that "good" tracking occurs

if the error is less than half the IF bandwidth, the thresh-

old could be defined for any time t as the probability that
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[f (t)l> BF] exceeds a predetermined value. Note this

definition assumes meaning when the input signal phase

function is zero and the static tracking error in the IF

is neglected. For under these circumstances, the IF fre-

quency error is equal to the random VCO frequency.

Returning to the second order system in the example

above, we can determine its performance based on the second

threshold definition just presented. In general, the sta-

tistics of the VCO frequency process will be related to the

characteristics of the two noise mechanisms which produce

it - the linear filtering of the equivalent phase noise at

the gate input and the baseband spike noise. However, recall

from Figure 18 that the spike noise did not significantly

contribute to the deviation of the VCO in the example. By

avoiding any mention of the spikes, we can model the gate

as a linear filter (see Eq. (50)), with the input being the

equivalent phase noise process and output being the VCO fre-

quency process. Since the input is Gaussian, zero mean and

stationary, the output will be too.

At any particular time t the VCO frequency will be a

random variable fo(t). Its variance fo2 is given by Eq. (51),
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2f E [L2(t)] (71)

= 27r 2 Bn 2

3 CNR

Thus,

probability [Io(t)I> IF]= 2f 00 1 expr- (f 0 \ 21d 0  (72)
!2IF 4 T U 12 77af0fo / J] d

2

With the change of variable y = fo we have
2 afo0

probability l,(t)I > IF]j = 2f 2.exP - ]d (73)

11-fo 2 IFo2V

= erfc (BIF/2)

= erfc ( BI CJ n)

47Bn

For the second order system introduced previously, with noise

bandwidth Bn = 149.5 Hz and IF bandwidth BIF = 600, a plot of

Eq. (73) is shown in Figure 19.
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Figure 19. CNRn vs Probability[ILfo(t)I >300 Hz]
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From Figure 19 we can attach some additional meaning to

the threshold CNR determined purely on the basis of the RMS

deviation of the VCO frequency. According to Figure 18 the

threshold of the system described in the example occurs at

a CNRn of about 2 db. This threshold was based on the defi-

nition that the RMS VCO deviation exceeds half the IF band-

width at the threshold. However, from Figure 19, the proba-

bility the actual frequency deviation exceeds half the IF

bandwidth, for CNRn  2db, is only about .28.
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V. CONCLUSION

Summary

The objectives of this report have been 1) to deter-

mine a linear model of a velocity gate which predicts the

frequency tracking behavior in the absence of noise and

2) to use the model to show how narrowband, Gaussian noise

affects the tracking performance. By recognizing the simi-

larity between the velocity gate and a frequency modulation

feedback demodulator (FMFB), the analysis of the FMFB con-

tained in the literature was adapted to reach the objectives

at hand.

It is clear, however, that the criterion of performance

for the velocity gate has to be uniquely defined. In the

FMFB this criterion is the detected signal-to-noise ratio.

However, since the purpose of the velocity gate is to main-

tain the scan-modulated IF carrier, within the passband of

the gate's IF filter, a logical criterion of performance was

stated to be the frequency tracking error within the IF fil-

ter. The implication of a large error is that the scan mod-

ulation is carried into the skirts of the IF filter, and is

therefore subject to much more distortion than if it were

within the passband. In addition, operation within the skirts

of the IF can cause excessive variations in the phase of the
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scan-modulated IF carrier, which can potentially make the

gate unstable. Consistent with the IF frequency error cri-

terion, two definitions for the threshold of the gate were

suggested. One maintained that the threshold occurred when

the RMS frequency error in the IF filter exceeded half the

3db bandwidth of the filter. The other based the threshold

on the condition of the actual frequency error exceeding

half the IF 3db bandwidth with a certain predetermined

probability. The latter definition is more meaningful in

the sense that it allows one to quantify what percentage of

the time the gate is not tracking well, i.e., has lost lock

on the input signal.

The linear model is based on the conditions of the phase

and frequency tracking errors in the IF filter being small.

Specifically, the phase error must be much less than one ra-

dian and the frequency error no more than half the IF band-

width. Since the gate cannot distinguish between the signal

and noise at its input, its tracking behavior was shown to

be governed by superimposing the response due to each com-

ponent alone. Thus, the VCO phase and frequency fluctuated

randomly about the deterministic response due to the signal.

Consequently, the net phase and frequency tracking errors

increased as the carrier-to-noise ratio within the loop

decreased.

Based on the statistics of the VCO phase, a criterion

for the validity of the linear model was established on

- the probability that the phase error exceeds one radian. In
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arriving at this probability, the equivalent input noise

phase was assumed to be Gaussian, irrespective of the CNR.

Yet, in reality, as the CNR approaches one, the statistics

of the equivalent noise phase are not purely Gaussian.

Nevertheless, the assumption allows one to benchmark the

relative phase tracking performance of the gate for varying

CNR.

In the general case, the VCO frequency deviation will

be caused by two mechanisms. The first occurs as a result

of using the transfer function of the linear model of the

velocity gate to define a linear filter whose output is the

VCO frequency process, and whose input is the equivalent

noise phase process. For a large CNR this procedure is va-

lid. However, the linear model does not predict the occur-

rence of noise spikes in the baseband portion of the gate.

These spikes become significant when the CNR in front of the

discriminator is low enough to cause rapid variations in the

equivalent noise phase at this point in the gate. The net

frequency deviation of the VCO is assumed to be due to the

sum of the deviations caused by each mechanism acting alone.

The approach followed in this report has been to adapt

the documented analysis on the FMFB to the particular char-

acteristics of the velocity gate. However, it must be kept

in mind that each device is intended to accomplish a differ-
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ent task. The analysis presented here is certainly not

unique, and there are bound to be other approaches towards

an understanding of the velocity gate. Nevertheless, some

insight has been presented and the foundation has been laid

for further research and for a basis of comparison with

other analyses.

Recommendation

The theory presented in this report should be vali-

dated either by experiment with an actual velocity gate, or,

if more feasible, by the use of a computer simulation.
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APPENDIX A

Response Of An IF Filter To A Mistuned Carrier

A bandpass or IF filter with center frequency fIF will

be shown to have an impulse response hIF(t) expressed as

j[ (IF + AW d)t ]

hIF(t) = 2Re [hL(t)e (A-l)

WIF = 277fIF

Awd = 27f d

Here hL(t) is a complex envelope referenced to the frequency

fIF + Afd" This particular form of the impulse response is

convenient when dealing with modulated carriers that are off-

set or mistuned from the IF center frequency by Afd. As an

application of (A-l) the response to the input

A(t)sin(wit + AWdt + Oe(t) (A-2)

Eq. (12) in the text) will be shown analytically.

Since hIF(t) is a real function, its Fourier transform

will be symmetrical about f = 0. For the sake of simplicity,

lot its maqnitude and phase response be as shown in Figure
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(A-i).

H~w)

HiF~w) HIF¢w)I
F¢W1 I = ,

(fIF+Afd) -fF IF ( fd )

/ T
arg(HF (w)] = OIF(W)

Figure A-I. Depiction of IF Filter Magnitude and Phase
Responses

Note the transform has symmetrical positive and negative fre-

quency components such that

HIF(w) = HJF(w) + HIF(w) (A-3)

Consider an IF input carrier frequency f' = fIF + Afd-

For such a carrier, which is off-centered in the IF passband

by Afd, Papoulis (ref 11:131-134) derives an equivalent IF

impulse response. The result is

hIF(t) = 2hp(t)cos(w't) + 2hq(t)sin(wlt) (A-4)
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The functions hp(t) and hq(t) are called the in-phase and

quadrature system functions. They are defined by means of

their Fourier transforms as follows

hp(t)>-*Hp(w) = HIF(W + w') + H-F(W - w') (A-5)

2

h (t)4-1-H (w) = -HtF(w + w') + HiF(W - w')q q I
2j

HtF(W +w') H-F(W- we)

fd

Figure A-2. Magnitude and Phase Responses of

HF(w + w') and H-IF(w - w')

Although H+F(w + w') and H-F(w - w') are complex due to their

asymmetry about f = 0 (Figure A-2), when combined as in Eq.

(A-5) they result in Hp(w) and Hq(w) being symmetrical and

real. Note that for no mistuning, i.e. ' = fIF, Hq(W) = 0.

Function Hp(w) is simply the passband response of the IF

shifted and centered at f = 0.

From Eq. (A-4) the impulse response of the IF filter

can be expressed in complex envelope form to yield Eq. (A-I).
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Thus,

F jw't
hIF(t) = 2Re I(hp(t) - jhq(t))e (A-6)

= 2Re [ ewt)e

where hL(t) =(hp(t) - jhq(t)). The significance of this ex-

pression is that the IF filter's impulse response can be re-

presented in a generalized complex envelope form. Refer-

encing the envelope to the arbitrary frequency w' makes it

convenient to find the filter's output to a mistuned carrier.

As an application of Eq. (A-6) consider a real narrow-

band input signal of the form

s(t) = x(t)cos w't + y(t)sin w't (A-7)

= Re [(t)e I

where s(t) =(x(t) - jy(t))is the complex envelope of s(t).

The Fourier transform of s(t), like that of hIF(t) is com-

prised of distinct positive and negative portions, as shown

in Figure A-3b. The output of the filter, shown in Figure

A-3cwill be narrowband, which implies its bandwidth is

sufficiently smaller than its mid-band frequency so the posi-

tive and negative frequency portions essentially do not over-

lap.
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1H IF (w)(

(a)

Is (w)I I
I f

i I I

l (b)/

J~is (W)l

flff f

-f' (C) f

s(w) = HIF(w) 0 s(w)

Figure A-3. Depiction of Narrowband Fourier

Transforms of a) IF Filter Im-
pulse Response hIF(t), b) IF Fil-

ter Input Signal s(t), c) IF Fil-
ter Output Signal s(t)

The convolution of s(t) with hIF(t) to yield the filter out-

put s (t) is written

S(t) = s(t) * hIF(t) = 2Re (t)e ]* Re(t)e (A-B)

= Re[(hV(t) * (t))e j w t]

= Re tge j wt te
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Only when narrowband functions are involved can their convo-

lutions be written using the convolutions of the envelopes.

The envelope of s(t) is

s(t) = hL(t) * (t) (A-9)

= (hp- jhq) * (x - jy)

- (hp* x - hq * y) - j(hp * y + hq * X)

Above, the designation (t), meaning function of time,

was omitted for clarity, as will be done hereafter where

helpful. Using (A-9) in (A-8), the IF filter output is

S = (hp * x - hq * y)cos w't (A-10)

+ (hp * y + hq * x)sin w't

Let us now consider the particular input given by Eq.

(A-2) where we define fIF + Afd = f'. Thus,

s(t) - A(t)sin(w't + 0 e(t)) (A-I1)

- A(t)sin 0e(t)cos w't + A(t)cos %e(t)sin w't

Comparing with (A-7) it is evident x(t) - A(t) sin Oe(t),

and y(t) = A(t)cos 0e(t). The scan modulation A(t) is

considered so slowly varying that it is assumed it essentially
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passes through the IF filter as if it were a constant. Hence,

the IF output using (A-10) is

s(t) = A(t)E(t)sin(w't + Oe(t)) (A-12)

EWt =I(h p*sin 0e-hq *Cos e)2 + (hp *Cos Oe+hq*sin Oe) 2

0e(t) = tan- I [hp * sin0e -hq * Cos e

hp * cos Oe + hq * sin eJ

Here, E(t) is an envelope function, not to be confused with

the envelope of the IF filter impulse response.

The above results may appear overwhelming and it may

seem the IF filter distort the scan modulation and input phase

function more than anticipated. But a careful appraisal of

what the functions hp and hq really mean will show the output

of the filter is what would be expected. For example, if

the mistuning of the IF carrier is kept within the filter's

3db bandwidth, we could argue the modulation, both ampli-

tude and phase lie in the essentially flat portions of the

IF passband. System functions Hp(w) and Hq(w) help describe

in the baseband realm that which occurs at IF. Recall Hp(W)

is the sum of two shifted versions of the IF filter passband

response and Hq(w) is their difference (see Figure A-2 and

s0
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Eq. (A-4)). With slight mistuning and about f =0, Hp(w)>>H4w).

Narrowband modulation centered at f =0 would then encounter a

nonzero, essentially flat response due to Hp(w) and a practi-

cally zero response for Hq(W). If the mid-band IF gain is

one, then Hp(w) 1 around f =0. Therefore the envelope de-

fined in Eq. (A-12) is

E(t) t V(sin20e + cos20e) = 1

and the phase response is

Oe (t)m ta-nirsin e1= Je

LcOs Oe

These are expected results for perfect filtering.

It is evident that the extent of mistuning, the shape

of the IF passband response and the bandwidth of the modu-

lation all contribute to how "perfectly" an IF filter will

pass an input. The analysis of systems incorporating an IF

or bandpass filter is indeed simplified by assuming the fil-

ter induces no distortion. The results of this appendix pro-

vide an analytical understanding to justify such an assumption.

(
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APPENDIX B

Derivation Of The Baseband Eauivalent Of An IF Filter

The linear model of the velocity gate presented in Fi-

gure 5 incorporates a baseband representation of the IF fil-

ter. This representation, in effect, is an equivalent filter

that has the same phase modulation response as the IF filter.

However, as shown here, this representation is accurate when

the modulation is much smaller than one radian. In addition,

its accuracy increases the less the phase modulated IF input

carrier is mistuned from the IF center frequency.

Before deriving the baseband equivalent filter, prelimi-

nary modifications need to be made to certain expressions in

Appendix A. We now introduce the functions hp'(t) and hq' (t)

which are defined by means of their Fourier transforms as fol-

lows.

hp (t).*Hp (w) = Hl (w) + H2 (w) (B-i)

2

hq' (t)44 Hq' (w) = -H l (w) + H2 (w)

2j

where, referring to Figure (A-i)

(
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-JOIF (W')

HI(w) = HIF(w + w')e (B-2)

H 2 (w) = FriF(w - w')eIF

w= 27f' = WIF + Awd

The only difference between Hp' (w), Hq '(w) and Hp(w),

Hq(W) defined in Eq. (A-5) is the presence of the indicated

phase shifts. Phase function OiF(w) corresponds to the

phase response of the IF filter. It is a real function in

the sense (0IF(w))* = (-0iF(-W)) (ref 11:11), where the

raised asterisk implies conjugation. The same argument Pa-

poulis uses to show Hp (w) and Hq (w) are real (ref 11:132) can

be used to show Hp' (w) and Hq' (w) are real. Later on, the

significance of these phase shifts will be apparent. Based

on Figure A-2, the functions H1 (w) and H2 (w) can be depicted

as in Figure B-1. The important aspect to note about Hl(w)

and H2 (w) is that their phase responses at f = 0 are equal

to zero.
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H1 (w) H2 (w)

Figure B-I. Magnitude and Phase Responses of Hl(w) and
H2 (w)

The important aspect to note about Hl(w) and H2 (w) is that

their phase responses at f = 0 are equal to zero.

.We now show that the IF filter envelope given in Eq.

(A-6) as hL(t) =(hp(t) - jhq(t))is expressable in terms of

hp' (t) and hq (t). Note from applying Eqs. (B-1) and (B-2)

-J IF (w')
Hp'(w) - jHq'(w) H+F(W + w')e (B-3)

Using Eq. (A-5) we can equate the following

HL(w) = Hp(w) - jHq(w) = HIF(w + w') (B-4)

J0 IF (w')

= (Hp (w) - jHq' (w)) e
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Therefore, since OiF(w') is constant for constant w',

j0 IF (w')

hL(t) = hp(t) - jhq(t) = (hp' (t) - jhq' (t))e (B-5)

Consequently, the IF filter impulse response can be written

in terms of hp' (t) and hq (t) by substituting Eq. (B-5) into

Eq. (A-6). The result is

r JOIF(w') jw't
hIF(t) = 2Re[ (hp' (t) - jhq' (t))e e (B-6)

The same procedure followed in Appendix A can be used here to

find the response of the IF filter to .a mistuned carrier.

However, the output envelope and phase function will, of course

be dependent on the function hp (t) and hq' (t). In addition,

the output will contain a constant phase shift due to 0iF(W').

Hence, for the input

s(t) = A(t)sin(w't + 0e(t)) (B-7)

the corresponding output will be

s(t) = A(t)E'(t)sin(w't + 0iF(w') + Oe'(t)), (B-8)
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where,

E'(t) =4(hp' *sinoe -hq'*COSe) 2 + (hp' *cOs 0e +hq' *sin Oe) 2

Oe'(t) = tan-  hp' * sin 0e - hq' *cos e
h * CCs Oe + hq'* sin Oe

where hp', hq' and Oe are understood to be functions of time.

As mentioned above, the linear model of the velocity

gate is based upon the condition that the phase error before

the IF filter is small. This implies the gate is tracking

the input phase pretty well. The basis for this small-phase

criterion lies with the approximation

sin Oe(t) 0@e(t) (B-9)

forl0e(t)l<< 1
COS Oe(t) I

If the approximations can be justified, several simplifi-

cations arise in the expressions for E'(t) and Oe'(t) in

Eq. (B-8). These are

h ** sin 0e = h ' * 0e (B-10)

hp * COS e = hp e* 1 = H (0) (B-11)
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h sin e h * e (B-12)

hq C * Cos Oe = hq' * 1 = Hq'(O) (B-13)

Note from Eq. (B-i) and Figure B-I that Hq' (0) = 0 and Hp '(0)

is real (the reason for the phase shifts in Eq. (B-2) should

now be apparent).

Based on the above approximations we can now write

E'(t) = 4(hp'(t) * 0e(t)) 2 +(Hp'(O) +hq' * Oe) 2 (B-14)

e(t) = tan-  e(t) * h' (t) h

H p'(0) + Oe(t) * hq.'(t)

A further argument can be used to justify Hp' (O)>>e(t) *hq'(t)

and Hp' (O)>>e(t) * hp' (t). Recall from Eq. (B-i) and Eq. (B-2)

that Hp '(w) is defined by the sum of.two shifted versions of

the IF passband response and Hq(w) by the difference. For a

carrier offset, Afd, well within half the 3db bandwidth of the

IF filter, Hp' (w) will be much greater than H4(w) in a region

about f = 0. Notice for f = 0, Hq' (w) = 0. Indeed, one of

the considerations in the design of the velocity gate is the

maintenance of the smallest possible static frequency tracking
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error (given by Afd in the analysis of this report) within

the IF filter. To minimize distortion of the scan modulation

and prevent operation within the skirts of the IF filter, the

maximum static frequency error is likely to be well within

half the filter's 3db bandwidth. Therefore, with Hp' (w) gen-

erally much greater than Hq'(w), and withl0e(t)l<<l we can

justify

Hp' (O)>>Oe(t) * hq' (t) (B-15)

Hp (O)0>>e(t) * hp (t)

The expressions in Eq (B-14) further simplify to

E'(t) = H ' (0) (B-16)p

0 e(t) = e(t) *hp' (t)
H '(0)
p

where the approximation tan- 1 (x)zx for x<l has been used

above.

Recalling Oe(t) is the phase modulation of the IF input

carrier and 4e(t) the output modulation, we see the IF base-

band equivalent is real and defined by the impulse response

hLp(t) =hy'(t) (B-17)

Hp (0)
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How is hLp(t) related to the complex envelope of the IF filter,

hL(t)? From Eq. (B-5) it is evident

h ' (t) = Re (t' e (B-18)

and since Hq(O) = 0, from Eq. (B-4)

-JiIF(w')
Hp' (O) = HL(O)e (B-19)

where H '(0) is real. Thereforep

hLp(t) = Re (B-20)

In summary, a real baseband equivalent filter exists for

an IF filter such that both have the same response to phase

modulation. The equivalent filter is accurate when the modu-

lation is much less than one radian and carrier mistuning is

kept within the 3db bandwidth of the IF carrier.
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