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Preface

This study was undertaken to provide user-oriented quan-
titative analysis software for managers and analysts using
desk-top microcomputers. I sincerely hope that users will
find the software helpful. I plan to maintain and expand the .
package and would appreciate any recommendations and suggest-
ions. Any user who is interested in acquiring the software
on diskette should contact me at my next assignment:

U.S. Army Concepts and Analysis Agency
ATTN: CPT Robert D. Conte

8120 Woodmont Avenue

Bethesda, Maryland 20014

Autovon 295-1605

I wish to thank CPT Roie Black and COL Bob ‘Margenthaler
for their thesis suggestions and guidance and Bill and Molly
Bustard for their assistance throughout the AFIT program.

And finally I express my boundless appreciation and grati-

tude for the understanding devotion of my wife, Maureen, and

the loving assistance of my son, David, age three.
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ABSTRACT

With the increasing complexity of modern operational and
logistical problems, military leaders increasingly demand in-
formed decision making at all levels of management. Such
decision making must be fully supported by timely and accurate
quantitative analysis. The digital computer is ideal for such
analysis, but large mainframe computers are not flexible and
responsive enough for managers who must be prepared to make
quantitative decisions in the field or operations center as
well as the computer room. |

The advent of the microprocessor is revolutionizing
computer technology. Microcomputer: are low-in-cost, portable,
independent, responsive, and easy to use. They can provide
much of the computer support managers and analysts need for
time-sensitive problems, but they currently lack adequate
quantitative software.

This study was undertaken to provide user-oriented an-
alysis software that exploits the advantages of desk-top
computers. Of the many useful quantitative techniques avail-
able, Regression Analysis, Linear Programming, and a Value

Matrix Decision Aid were selected and implemented.
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COMPUTER ASSISTED ANALYSIS
FOR

MILITARY MANAGERS

I INTRODUCTION

Command and management of military men and materiel be-
comes increasingly costly and complex year after year. Decision
making is the essence of command and management, but histor-
ically popular "back-of-the-envelope" or "seat-of-the-pants"”
decision making is no longer sufficient for solving modern
military problems.

Congress and the Department of Defense increasingly
demand informed decision making at all levels of management
and for all types of operations. But regardless the level of
management or type of operation, informed decision making
requires timely and accurate analysis that frequently must be
quantitatively-based. Whether the analysis concerns the num-
ber of Soviet tanks opposite the Fulda Gap, the requirements
of an armored division for fuel and ammunition, or the contin-
gency for emergency rescue of Americans in the Middle East,
timeliness and accuracy can translate to lives saved, missions
accomplished, and dollars well-spent.

Managers must be prepared to make quantitatively-supported

decisions at any time and any place, be it their office, a
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briefing room, or in the field. The timeliness and accuracy
required for modern complex problems increasingly demand the
use of digital computer support and the services are expected
to pay about $49 billion for computer software alone during !
the next five years (Ref 5). Computer support must be reli-

able, responsive, and easily accessible. It should offer

quick access to stored information, independence from special

support, and flexibility of operation. Recent strides in com-

puter technology have begun providing solutions to these needs.
One of the most'impressive electronic developments of

recent years is the microprocessor. The microprocessor is

revolutionizing the fundamental concepts of data processing

and is beginning to impact decision making and quantitative

analysis. No longer must managers be hampered by the poor
response time, inaccessibility, and inflexibility of central-
ized computer mainframe systems. Managers and their analysts
can now use "desk-top" or "micro-" computer systems wherever
and whenever they need computer support. They can quickly
formulate and analyze problems, compare options, evaluate
results, and then pose "what if" questions during a single
interactive computer session--without concern for special
data communication links or dedicated operators. Desk-top
computers cannot replace current mainframe systems but can
provide powerful augmentation--a modern desk-top computer the
size of a briefcase has the capability of a room-sized computer

of ten years ago and costs far less. As a result, distributed

or non-centralized data processing is finally becoming reality.
2




But while engineers have provided the technology, pro-
grammers must furnish software that accentuates the advantages
of desk-top computers. Quantitative analysis software require-
ments are broad and include not only a variety of traditional
methods such as regression analysis, linear programming, fore-
casting, and statistics, but also include more recent forms of

decision analysis and utility theory.

Problem and Scope

The problem addressed in this study was the development
of a user-oriented, quantitative analysis software package
that both exploits and demonstrates the advantages of desk-
top computer systems. Full consideration was given to user
needs for analysis techniques and software design, and to the
restrictions imposed by iimitations of desk-top computers.

Of the wide variety of guantitative techniques currently used,
regression analysis, linear programming, and a value matrix
decision aid were selected for implementation because of their
relative frequency of use and their particular utility for

desk-top problem solving.

Sequence of Presentation

Chapter II provides background for the problem, discuss-
ing the present computer hardware and software environment.
Chapter III further deQelops the problem and outlines the
design considerations and actual software development, then

Chapter 1V presents the final conclusions and recommendations.
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Finally come the Appendices, which include the detailed
user instructions and program information. The Appendices

are designed to provide independent user and programmer

documentation that can be removed from the basic thesis.




II SYSTEMS STATE-OF-THE-ART

Computer State-of-the-Art

Large computer "mainframe" systems such as the CDC 6600
are unsurpassed in speed of execution, precision, memory
storage, and language power. Such systems suffer many draw-
backs, however, including high procurement and acquisition
costs, the need for dedicated operators, fixed site operation,
and generally inconvenient access. Because mainframes gener-
ally service many users simultaneously, response time for
even simple problems can range from hours to days. Remote
terminals allow more convenient access and better response,
but terminals are still dependent upon the mainframe for data
processing and storage. If the mainframe is "down" for main~
tenance or the operators are off duty, all its terminals are
useless.

Desk~top computers, on the other hand, are small and
light enough to carry by hand, are relatively low in cost,
and have their own memory and data processors for totally
independent operation. Because they serve as dedicated sys-
tems, there is no response lag due to multiple users. Most
have video output displays (with printers optional) and allow
quick-access, mass storage of data on low-cost disk storage
devices. Memory is generally limited to a maximum of 64,000

bytes (approximately 64,000 characters), but this is suffi-

cient for most moderate-sized problems. The most commonly




used desk-top computer language is BASIC, but FORTRAN and
PASCAL compilers are becoming available.

Military managers face problems of such variety that they
must optimize the use of both mainframe and desk-top computer
systems. Mainframes are ideal for extremely large and complex
problems requiring great memory capacity, long running time,
or the power of exotic programming languages. However, they
restrict the manager by location, response time, and conven-
ience--restrictions that are only partially alleviated by the
use of remote terminals. Current desk~top computers are re-
stricted by language selection, memory capacity, and execution
speed, but they are unexcelled in convenience, access, respon-
siveness, and flexibility. Desk-top computers therefore are
ideal if the manager needs real-time, "hip-pocket" quantita-
tive analysis for problems of moderate size and complexity.
Mainframe and desk-top systems should complement, not displace

each other.

Software State~-of-the-Art

Mainframe computers have been in use for many years and
guantitative analysis software for them is abundant. Existing
software is designed for batch processing, however, and re-
guires the use of tediously punched or typed data files which
must be entéred before running the program. Current inter-
active software designed for printer or video mainframe ter-
minals is somewhat more flexible but still generally requires

tedious unformatted, line-oriented data input, manipulation,
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and output. Such software is not optimal for managers and
analysts who are time-conscious and not "computer oriented."
The problem-solving core algorithms implemented in exist-
ing analysis software have generally been validated and proven
useful to managers and analysts. These algorithms could be
used to create far more flexible, user-oriented software if
designed for and implemented on desk-top computers.
Unfortunately, though, a military literature search con-
ducted through the Defense Documentation Center and the Air
Force Institute of Technology during February-March 1979
revealed no non-proprietary analysis software designed speci-
fically for desk-top computers. Some commercial software does
exist for higher-priced "minicomputers" like the IBM 5100,
but it is extremely costly and generally available only in
programming languages such as APL and COBOL, which are not
currently available for desk-top computers. Therefore inde-

pendent software development is necessary.

Desk-Top Computer Capabilities

The special capabilities of most desk-top computers can
enhance analysis and problem solving if properly exercised.
The video output device used by most desk-top computers allows
virtually instantaneous display of program data, rapid program
transitions, complete screen control for logically formatting
input/output, and can allow generation of special graphics.
Furthermore, a mini-disk storage system the size of a shoe box

can maintain the equivalent of 30-50 pages of typed, single-
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spaced text on a single diskette only five inches in diameter,
allowing access to any data within seconds.

With software that exploits these capabilities, desk-
top computers can allow the analyst to enter and edit data in
logical, "paper and pencil" format, to quickly scan and skip
unnecessary parts of the program being used, to "page through"
output at a comfortable pace, and to support appropriate
mathematical analysis with graphical depictions of results.
Additionally, the small disk drives and individual diskettes
can provide "personalized" storage of data to allow an analyst
to physically segregate the files of different databases,
projects, or individual problems.

A review of quantitative analysis techniques indicates
that many analysis tools could be greatly enhanced if imple-
mented on desk-top computers. It is the purpose of this study
to verify this by development of an actual analysis software

package for desk-top computers.
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III CAAMM SOFTWARE PACKAGE DEVELOPMENT

User Needs

The modern military manager and analyst need computer
support that is easy to use and provides both responsiveness
and flexibility. Desk-top computers can satisfy the need if
controlled by proper system software.

In order to provide ease of use, responsiveness, and
flexibility, system software should be fully interactive to
guide the user step by step through the complete process of
problem formulation and solution. System software should
specifically provide logically-formatted input for quick
problem formulation, built-in editing for easy reformulation
and error correction, built-in model display functions, full
disk interaction for permanent storage of data, and output
that is formatted in screen-size blocks for comfortable view-
ing. The user should be able to initialize the system, formu-
late a problem, display the model or data, edit or reformulate
as necessary, solve the problem, and then store the model or
data for later retrieval--all under program control.

The user should never have to list, add, or change actual
program lines in order to solve problems, but the programmer
should be able to quickly decipher program logic in order to
make modifications and additions. Consequently the program-
ming should be "invisible" for the user, should be modular for
the programmer, and should stress structural commonality for

both.
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Once general user needs are determined, specific analysis
techniques must be selected for implementation. Analysts
currently use a great many different analysis tools including
regression analysis, linear programming, forecasting, statis-
tics, program and network evaluation, economic analysis, in-
ventory control, queuing, and decision analysis. To constrain
this study effort, only regression analysis, linear program-
ming, and a value matrix decision aid were selected for imple-
mentation. Regression analysis and linear programming are
currently two of the most often used analysis tools, and
various forms of decision analysis are rapidly becoming equal-
ly as popular. Regression analysis is used to provide order
and meaning to historical or gathered data, linear programming
is used to optimize the allocation of limited resources, and
the value matrix decision aid is used to quickly structure and

evaluate highly subjective decision situations.

Programming Requirements

Regression analysis software should provide bivariate and
multivariate models, both linear and non-linear. It should
allow user-defined transformation models for ultimate flexi-
bility, and should provide all the common, useful descriptive
measures such as means and standard deviations, correlation
coefficients, Rz, residuals, standard error, t-statistic, F-
statistic, confidence limits, predicted values, and graphical

curve and data plotting.

10
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Linear programming software should provide for the naming
of decision variables and constraints, the automatic handling
of constraint ordering and non-negativity requirements, and
should handle integer as well as real number allocation prob-
lems. It should also provide sensitivity analysis and the
capability for complete model reformulation.

Decision software should permit models with all three
major decision parameter--alternatives, judgement criteria,
and risk. It should be especially conducive to the iterative -
formulation of subjective problems, and it should provide g
sensitivity analysis to demonstrate the effect of changing

parameters.

Software Implementation

The Computer Assisted Analysis for Military Managers
(CAAMM) software package was developed to satisfy these needs
and requirements. While regression analysis, linear program-
ming, and the decision aid represent only three of the many
useful analysis tools, the basic programming methods for data
input, output, editing, and display can be modified for use
with virtually any other analysis algorithm such as forecast-
ing, network analysis, or multivariate statistics.

The Apple II personal computer was selected for software
development because of its combination of high quality special
graphics, expandability, reliability, availability of peri-
pheral equipment, and relatively low cost. Precise system

configuration included the Apple II with 48,000 bytes of

11




Random Access Memory, one mini~disk storage system, and BASIC
language in Read Only Memory. BASIC was selected because it
is currently the most widely used desk-top computer program-
ming language. The Apple video display provides a 40-column,
24~-line screen format. Printer output options are provided
in the programs, but a printer is not required.

The programs are somewhat system dependent, but Apple
"peculiar" commands and procedures are explained in the Pro-
grammer's Guide. The programs should support translation for
any system with 32,000 bytes of free memory, a disk drive, a
video display screen, and floating point BASIC.

The limitations of BASIC as an interpreted programming
language and the restrictions of free memory capacity forced
many conscious tradeoffs during program development. "Fool-
proofing” of programs was generally limited to the immediate
checking of inputs for range and mode errors, while many
commonly used but less significant statistical measures and
other features were initially omitted with hopes of addition
later.

The target user of this package is the individual manager,
analyst, or operations res:arch/management science student.
The user is expected to be familiar with basic quantitative

techniques but is fully prompted for all program inputs.

Software Package Description

The CAAMM software package currently implements the

techniques of regression analysis, linear programming, and
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the value matrix decision aid with a set of seven total pro-
grams. With the exception:- of the CAAMM MASTER program, which
runs automatically when the system is intialized, all programs
are normally "invisible" to the user. The CAAMM MASTER pro-
gram exercises overall package control. Analysis techniques
are selected directly from the CAAMM MASTER menu and return
control to CAAMM MASTER upon termination.

All programs are fully interactive, i.e. all inputs are
prompted from the video screen and entered under program con-
trol. Each program has its own data entry, disk storage/
retrieval, and editing functions. All data input is matrix
oriented and uses the flexible nature of video screen control
for logical format and "paper and pencil" style entry. All
output is screen page oriented to allow perusal of data until
the user is ready to continue. Multiple databases can be
entered, edited, saved to disk, and retrieved for later use.
While specific program routines are necessarily different, the
basic construction, logic, style, and major features of all
programs are parallel. The current programs of the CAAMM
software package are outlined in Table I.

CAAMM MASTER is the control program which automatically
runs when the system is initialized. It simply produces a
selection menu for the three basic analysis techniques--
regression analysis, linear programming, and the value matrix
decision aid.

Regression Analysis is initialized by program REGR DATA.

REGR DATA provides the data entry, storage, retrieval, and
13




editing routines necessary for both the BIVAR REGR and MULVAR
REGR programs. A menu at the end of the program allows selec-
tion of one of these programs for either bivariate regression

or multivariate regression.

TABLE I

CAAMM Software Package

Technique or Purpose Program
Overall Package Control CAAMM MASTER
Regression Data Management REGR DATA
Bivariate Regression ' BIVAR REGR
Bivariate Data/Curve Fit Plot BIVAR HIRES
Multivariate Regression MULVAR REGR
Linear Programming LINPROG
Value Matrix Decision Aid DECISION

BIVAR REGR provides regression analysis for any two
variables in a database entered or retrieved by REGR DATA,
using the method of least-squares curve fitting. The program
allows selection from among eight standard bivariate regres-
sion models, a user-defined model with transformations, and
an automatic curve fit for seven of the standard models. It
predicts model coefficients, calculates basic statistical

measures, produces a table of residuals, and allows inter-

polation and extrapolation. It additionally offers a high
14
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resolution graphics portrayal of the raw data and regression
line, implemented by the separate subprogram BIVAR HIRES.
Useful features not currently available in BIVAR REGR include
the t-statistic, the F-statistic, confidence limits on esti-
mates, and a preliminary scattergram to aid model selection.

MULVAR REGR provides regression analysis for any number
of variables in a database entered or retrieved by REGR DATA,
and also uses the method of least-squares curve fitting. The
program permits either a strict linear model or a user-defined,
multi-transformation, non~linear model. It predicts model
coefficients, calculates basic statistical measures, and
produces a table of residuals. Useful features not currently
available in MULVAR REGR include the F-statistic, confidence
limits on estimates, and elasticity coefficients.

The linear programming technique for optimizing alloca-
tion of limited resources is provided by program LINPROG. It
has various options for display of tableaux and intermediate
problem solutions. It solves both maximization and minimiza-
tion problems, but has not been tested for integer or mixed
integer programming. The only significant feature not current-
ly available in LINPROG is true parametric, sensitivity
analysis, although the edit functions provide the same ulti-
mate capability by allowing easy refinement of the model.

The value matrix decision aid is implemented by program
DECISION. DECISION provides a structured approach to compar-

ing the relative merit of various decision options, given

15
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different judgement criteria and uncertain states of nature. f
It is particularly well-suited to help the decision maker
iteratively formulate, solve and refine models with highly
subjective, but quantifiable parameters. The program permits
maximization or minimization of value and subsequent sensi- ﬁ

tivity analysis.

Documentation Note <

Because the User's Guide and Programmer's Guide are de-
signed to provide independent user and programmer documenta-
tion, detailed information on the programs, their use, and

their structure is deferred to the Appendices.
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IV CONCLUSIONS AND RECOMMENDATIONS

Conclusions

The analysis techniques implemented in the CAAMM soft-
ware package are complementary and mutually supportive for
well-rounded problem analysis and decision making. However,
users are cautioned against trying to "force fit" problems in
order to use a particular technique without considering other
approaches. The CAAMM package is not exhaustive. It does
not include every technique of value to the analyst, and the
analyst should not negléct other approaches simply because
they are inconvenient. Often the best methodology is to take
several independent approaches to a problem. Similar results
of analysis generate greater confidence; dissimilar results
probably indicate that the problem has not been properly
formulated. Sometimes a combination of techniques may be
appropriate for analyzing various aspects of the problem.
Classical "textbook" problems are rarely found outside
academia.

The current desk-top computer limitations of memory size,
processing speed, and the BASIC programming language are
significant, but transient. Recent advances in mass data
storage devices will soon exponentially increase both computer
memory and storage capacity. Processing speed already in-
creases with the debut of every new desk-top system. Further-

more, sophisticated programming languages such as FORTRAN and

17
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PASCAL are already available for some desk-top computers, with
other languages forthcoming. Desk-top computers may never
totally replace mainframe systems, but their low cost, port-
ability, flexibility, and other features increasingly promote
their widespread use for time-sensitive decision making and
analysis.

Finally, the CAAMM software package demonstrates that
desk-top computers can provide the responsive, flexible, and
easy-to-use computer support that military commanders and
managers must have for timely and accurate problem analysis

and decision making.

Recommendations

Despite current limitations, desk-top computers in gen-
eral and the CAAMM package specifically can be highly useful
analysis tools. But extensions and improvements can be made
to further enhance their utility.

Of the multitude of hardware devices currently available
for desk-top computers, there are several that would be of
particular value to analysts. X-Y plotters can provide excel-
lent, low-cost graphics "hard copy"; light sensitive devices
that enable the user to enter or read data by touching the
video screen would greatly speed program option selection and
interactive data manipulation; and a standard 80-column video
display would allow far more comprehensive screen output than

the Apple computer provides.
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CAAMM software would also be greatly enhanced by the
addition of more extensive error recovery subroutines that
would preclude the uncontrolled termination of programs due
to software or user errors. Furthermore, since the major
limitations on all desk-top computers are memory space and
processing speed, the use of compiled, high-level programming
languages and improved memory and data storage techniques
would significantly increase the capability to handle complex
problems. Finally, there are a great many useful analysis
techniques that should be but have not yet been adequately
implemented for desk-top computers. Such techniques include
forecasting, network analysis, goal programming, queuing,
inventory, cost analysis, multivariate statistics, and various
types of simulation.

The CAAMM package should be a useful tool for analysts,
but it is not a "cure all". With the additions and improve-
ments suggested above--plus the software maturity gained only
by countless hours of handling and modification--the CAAMM
package could become the completely integrated analysis soft-

ware package that military managers require for modern problem

analysis.
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Introduction

The Computer Assisted Analysis for Military Managers
(CAAMM) software package is designed to meet the needs of man-
agers and analysts through easy-to-use, time-sensitive compu-
ter support. The package currently implements regression
analysis, linear programming, and a value matrix decision aid.
It is specifically designed for desk-top computers to exploit
their responsiveness, convenient disk storage for data, and
versatile video screen displays.

The programs are all fully interactive, i.e. all inputs
are prompted from the video screen and entered under program
control. Each program has its own data entry, disk storage/
retrieval, and editing functions. All data input is matrix
oriented and uses the flexible nature of video screen con-
trol for logical format and "paper and pencil" style entry.
All output is screen page oriented to allow perusal of data
until the user is ready to continue. Multiple databases can
be entered, edited, saved to disk, and retrieved for later
use. While specific program routines are necessarily dif-
ferent, the basic construction, logic, style, and major
features of all programs are parallel. For detailed infor-
mation on program construction, see Appendix B, CAAMM Program-
mer's Guide. Note that all procedures outlined in the User's
Guide apply specifically to implementation on the standard
Apple II computer. Various procedures and capabilities may
be different if the programs are converted for use on other
systems. Appendix B includes information on Apple system-
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dependent language statements and features, to assist conver-
sion efforts.

Users should note the following common procedures and
warnings:

1) Please read the appropriate computer manuals. For
the Apple II you should read the Applesoft II Basic Program-
ming Manual (AS II Manual, Ref 3) and also the Disk Operating
System Instructional and Reference Manaual (DOS Manual, Ref 4).

2) Be careful to enter data or responses in the form
prompted; "foolproofing" routines are restricted because of
the computer's limited memory capacity. Do not use commas,
semicolons, or quotes in any data entry, alphanumeric name,
or prompted response, e.g. type "10000", not "10,000".

3) You must follow every completed keyboard entry by
depressing the {RETURN} key in order to register information
in program memory. Until {RETURN} is depressed, you can edit
the entry by left/right spacing with the cursor arrows and
retyping. When the entry has been corrected, press {RETURN}.
If you note entry errors after {RETURN}, continue with the
program--special editing options are automatically available
and can be invoked later.

4) If a program terminates early due to software or
user error, re-enter the program by typing the command 'RUN',
then press {RETURN}. This procedure restarts the entire
program and destroys all current data. If the program "hangs,"

i.e. output stops for an unusually long time, or if you need

to halt execution on an emergency basis, press the {RESET}
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key. If you press {RESET} either intentionally or accidental-
ly, you can attempt to re-enter the program by typing "3D0G"
{RETURN}, then "RUN" {RETURN}.

5) Be sure to insert the software diskette in the disk
drive, close the drive door, and initialize the system in
accordance with the DOS Manual. Do not open the door to the

disk drive until cycling of the disk has completely stopped.

Opening the door prematurely would disrupt the current pro- A
gram and possibly destroy stored data.

6) If you want printer output from a program, you must
not only select the printer output option when prompted by
the program, but must.physically turn on the printer. If you
do not have a printer, do not select a printer output option--

that could fatally "hang”" the program.

7) Finally note that all “"Yes/No" type prompts from the
screen, e.g. "Do you want output routed to the printer?" can
be answered affirmatively by "Yes" or "Y" and negatively by
"No", "N", or a simple {RETURN}. This allows the user to
quickly skip unnecessary parts of the program with minimum
actual inputs.

Each of the three analysis techniques represented in
the CAAMM package are discussed in detail in the sections

that follow.
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Section 1, Regression Analysis

Overview of Regression Analysis

Regression analysis is used to analyze the interrelation-
ships among two or more data variables, é.g. weight, height,
and age. Establishing such relationships enable the analyst A
to explain observed phenomena or data and to predict unobserved
phenomena or data. Specifically the technique builds a linear
or non-linear model by the method of least-squares curve fit-
ting. The variable for which values are to be predicted, e.g.
success in pilot training, is called the dependent variable or
criterion variable. The variables used to do the prediction,
e.g. age, time-in-service, and flight experience, are called
independent variables or predictor variables (Ref 13:4-1).

Regression analysis is useful for examining such complex
relationships as job satisfaction and soldier retention,
prediction of success indicators in training, cost/volume and
cost/profit, and predictions of spare part or ammunition

requirements for combat.

While most good statistics textbooks devote some coverage

to regression techniques, the following references are’pértic-

S N

ularly readable: Mc Nichols (Ref 13: chap 4), Affifi (Ref 1l:

chap 3), and Mason (Ref 12: chap 9).
S

Overview of Programs REGR DATA, BIVAR REGR, and MULVAR REGR

Regression analysis in the CAAMM package is handled
26




by three main programs: REGR DATA, BIVAR REGR, and MULVAR
REGR.

REGR DATA automatically runs upon selection of "Regress-
ion Analysis" on the CAAMM MASTER menu. It provides the
"housekeeping" functions of data entry, storage, retrieval,
display, and editing for both BIVAR REGR and MULVAR REGR. A
menu at the end of the program allows selection of either
bivariate or multivariate analysis. The dimensioned data
capacity is 20 variables with 80 observations. Multiple
databases can be maintained on disk and periodically updated
by REGR DATA.

BIVAR REGR accepts a database from REGR DATA, then allows
selection from among nine different regression models, shown
in Table II. A tenth option is an .automatic curve fit for
all of the first seven models, which may help the analyst
with no idea which model to select. Transformations for the
user-defined model are entered interactively, and once data
has been transformed, a linear regression is run. BIVAR REGR
allows the user to identify any variable as independent and
any variable as dependent. The program first calculates and
displays the means and unbiased standard deviations of the
two variables. Then it calculates and displays the regression
constant and coefficient for the model selected, followed by
various statistical measures. Statistical measures include
unadjusted R2 (coefficient of determination), the correlation
coefficient, the standard error and variance of the estimate,
and the degrees of freedom. The user then has the option to !
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TABLE II

Bivariate Regression Analysis Options

User-Defined

£(y)=

Model Form

Linear y = A + Bx

Power y = A+ xB

Exponential y = A + eBx

Logarithmic y = A + B log(x)

Hyperbolic 1 Yy = A+ B/x

Hyperbolic 2 y = 1/(A + Bx)

Hyperbolic 3 Yy = x/(A + Bx)

Nth Order Polynomial y = A + Bx + cx2 + Dx3 + ...

A + B £(x)
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list a table of residuals, to predict both 'x' and 'y' values,
and to produce a high resolution graphics picture of the
original data and curve fit model. The graphics option is
implemented by a small but separate program called BIVAR
HIRES. Finally the user is given the option to run another
regression using the same database, to edit the database,
enter a new database, or to quit the program.

MULVAR REGR accepts a database from REGR DATA, then
allows selection of either a multivariate linear model or a
user-defined model with interactive transformations. The user
can identify any number of variables as being independent, and
any remaining variable as dependent. The program first cal-
culates and optionally displays means and unbiased standard
deviations, then the simple correlation matrix. It then cal-
culates and displays the regression constant, coefficients,
and various statistical measures. Statistics include the
standard error and t-ratio for the constant and each coeffi-
cient, adjusted R2, the multiple correlation coefficient, the
standard error and variance of the estimate, degrees of free-
dom, and the Durbin-Watson statistic. It then optionally
displays the variance-covariance matrix and a table of resi-
duals. Then the user is allowed to predict values of the
dependent variable by specifying a value for each independent
variable. Finally the user is given the option to run another
regression using the same database, to edit the database, to

enter a new database, or to quit the program.
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Basic programming algorithms for BIVAR REGR linear, power,
exponential, and logarithmic models were modified from Garson
(Ref 6); the Nth order model was modified from Poole and
Borchers (Ref 15:151-153); all other models are original and
were derived analytically. The basic multivariate linear re-
gression algorithm used in MULVAR REGR was modified from Honey-
well (Ref 7:193-196). The user-defined transformation tech-
nique, program REGR DATA, program BIVAR HIRES, and the addi-
tional input and output routines of both regression programs

are all original.
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Section 2, Linear Programming

Overview of Linear Programming

Linear programming is a classical analysis tool used to
optimize the allocation of limited resources for competing
uses, e.g. the best procurement mix of strategic missiles.
Specifically it seeks to maximize or minimize the value of
a pre-defined linear function of decision alternatives, sub-
ject to the availability of pertinent resources. The decision
alternatives are called decision variables or activities,
while the limited resources are called constraints. The linear
function used to evaluate actual payoff is called the objective
function. The most popular linear programming method--"sim-
plex"--is an iterative process in which various linear combin-
ations of variables are tested for feasibility against the
different constraints and for optimum total payoff.

Linear programming is most commonly used for readily
quantified problems such as production modelslinvolving dollar
profit or cost, but it can also be used for subjective value
models such as cadre fill for newly constituted combat units,
allocation of intelligence assets for various parts of the
world, or research and development emphasis for new weapons.

Virtually all operations research textbooks include good
summaries of linear programming techniques. Among the more

readable references are Taha (Ref 18: chap 3-4) and Levin and

Kirkpatrick (Ref 10: chap 10).
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overview of Program LINPROG

CAAMM program LINPROG implements the simplex linear pro-
gramming method. It allows the user to create a linear pro-
gramming model by one of two interactive query methods or by
retrieving a model from storage on disk. O©f the two inter-
active query methods, one allows the naming of variables and
constraints while the other permits an abbreviated, strictly
mathematical format. Once the model has been entered, it can
be edited (to include additions and deletions as well as direct
changes), it can be displayed for perusal, or it can be saved
to disk storage for later use. The user has various solution
output options, to include the initial tableau, the interme-
diate solutions, and the final tableau. Regardless of inter-
mediate output, the optimal solution is displayed for both
basis variables and dual variables.

True sensitivity analysis is not provided in LINPROG,
but the model editing functions are extensive and provide
even greater effective sensitivity capability--changing, add-
ing, or deleting variables, constraints, and model coefficients.

Available computer memory restricts the linear program-
ming model to 20 -structural variables and 20 constraints.
Recommendations for changing this limitation can be found in
Appendix B, CAAMM Programmer's Guide.

The simplex aléorithm programming code was modified from
Honeywell (Ref 8: 86.1-86.5). All input/output and other data

management functions are original.
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Section 3, Value Matrix Decision Aid

Overview of Value Matrix Decision Aid

There are many forms of decision analysis, all designed
to structure decision problems with multiple alternatives or
options. Thercommon objective is to determine the optimum .
decision option or to at least provide a basis for comparison.
The matrix approach is specifically designed for problems that
can be structured as one decision with multiple options, mul-
tiple attributes or judgement criteria, and one primary uncer-
tainty with multiple states of nature. The matrix approach
uses a linear "additive weighting" technique. Each decision
option is weighted by both the relative importance of judge-
ment criteria and by the relative likelihood of the uncertain
states of nature, then summed for comparison with other options.

The matrix approach is useful for single decision problems
involving risk, such as contingency plané,.alert measures,
and procurement packages.

The primary source for the three-dimensional matrix
decision approach is Selvidge (Ref 16), although two-dimension-
al (non-risk) models are discussed by Spencer-Jones (Ref 17),

Morris (Ref 14: chap 1), and Whaley (Ref 19).

Overview of Program DECISION

CAAMM program DECISION implements the matrix approach

to decision analysis. It allows the user to retrieve a de-

-cision model from disk storage or to create one interactively.
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To create a model, the user enters the names of decision op-
tions he is considering, then enters the names of judgement
criteria. After assessing the relative importance or weight-
ing of the various judgement criteria, the user enters the
names and relative likelihoods or probabilities of the uncer-
tain states of nature, if uncertainty exists. Finally the
user assigns a subjective value to each option, relative to
each state of nature and judgement criterion. Intermediate
editing options throughout the process permit the user to
correct entries and readjust assessed values until he is
completely satisfied with the model. Judgement criterion
weightings and state probabilities are normalized to 1.00
automatically. Once the model has been entered, it can be
edited, displayed, or saved to disk storage for later use.
Once evaluation of the model begins, the user can elect to
find the optimum decision option by maximizing payoff or by
minimizing payoff.

The user should note that since all model numerical
inputs are subjective assessments, the "optimum" solution
should be used only for comparative analysis. Sensitivity
analysis is provided and demonstrates the effect of changing
either criterion weights or state probabilities. Additional
model editing can also be used for analyzing the effect of
actually adding, deleting, or changing options, judgement

criteria, or states of nature.

34




Available computer memory restricts the decision model
to 15 decision options, 20 judgement criteria, and 5 uncer-
tain states of nature. Recommendations for changing these
constraints can be found in Appendix B, Programmer's Guide.

The programming code for DECISION is entirely original,

but Selvidge (Ref 16) and Spencer-Jones (Ref 17) provided

valuable formatting ideas.
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Section 4, Sample Problems

Several sample problems have been selected to illustrate
use of the various CAAMM package programs. The sample prob-
lems demonstrate most of the program options and procedures,
but there is no substitute for actual computer time.

Study the problems sequentially, because the discussions

build upon each other. The first problem discussion is espe-

cially comprehensive and should be studied carefully.




Preliminary
The first step is to power up and initialize the system.

For the standard Apple II computer, you must:

Insert the CAAMM diskette into the disk drive

- Turn on the computer at the switch in the rear

Turn on the video monitor

Initialize the disk system from BASIC by typing "PR#7"
{RETURN}, where 7 is the slot number of the disk control card
inside the computer.

The CAAMM MASTER program will automatically run, display-

ing the title page pictured below:

* % ¥ B B B F B % ¥ * EERERENERE RN

* COMPUTER ASSISTED *
5 ANALYSTIS -
* FOR *
* MILITARY MANAGERS *
* *
® (caamm) 2
* BY *
- i ROBERT D. CONTE 3

L I K JEE BEE JNE R JEE R JEE JEE JEE BT IR JEE BN BN JER B

DO YOU WANT INTRODUCTORY REMARKS? Y

Type a "Y" or "YES," then {RETURN} for the introductory

remarks. If you do not need the edification of introductory
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remarks, type an "N" or "NO". NOTE: all complete data en-
tries must be followed by a {RETURN}! in order to register the
information in memory. From this point on, the {RETURN} will
seldom be specifically mentioned.

If you respond affirmatively to the first query, the

following will appear:

CAAMM SOFTWARE PACKAGE

———— S ———————— S——————
]

THE C.A.A.M.M. SOFTWARE PACKAGE IS
DESIGNED TO MEET THE NEEDS OF

MANAGERS AND ANALYSTS

FOR EASY-TO-USE, TIME~SENSITIVE COMPUTER
SUPPORT.,

THE PACKAGE DOES NOT INCLUDE EVERY
ANALYSIS TECHNIQUE, BUT IT DOES INCLUDE
THREE OF THE MOST USEFUL:

REGRESSION ANALYSIS
LINEAR PROGRAMMING
MATRIX DECISION AID

HIT 'RETURN’ TO PROCEED...

Simply hit {RETURN} to continue. Actually, depressing
any key except {RESET} will suffice, but use of the {RETURN}
key or space bar is a good habit. Pressing {RESET} will
fatally disrupt the program. If this happens, refer to the
warnings at the beginning of the User's Guide for recovery

procedures.
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## NOTE #=

FOR RAPID PROGRAM TRANSITIONS,

ALL 'YES/NO' TYPE QUESTIONS OR PROMPTS
CAN,BE ANSWERED BY 'Y’ FOR,'YES’ QR ,
BY 'N” OR A SIMPLE "RETURN’ FOR "NO'...

HIT 'RETURN’' TO PROCEED...

- NOTE: henceforth, all "YES/NO" type questions or
option prompts can be answered by "Y" for "Yes" or by an "N"
or simple {RETURN} for "No". In other words, the "default"
is "No". Other defaults will be highlighted as we continue.
Knowledge of the defaults will help you to quickly bypass
unnecessary parts of the program.

- The final screen page of CAAMM MASTER is the Master Menu:

CAAMM MASTER MENU

1., REGRESSION ANALYSIS

2, LINEAR PROGRAMMING

3. MATRIX DECISION AID

4, «## QUIT CAAMM PACKAGE ##«

WHICH SELECTION?

39
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- Enter the men; number of the analysis technique you plan
to use. Note théi the Regression Analysis programs are treated
as a consolid&ked package. Select Regression Analysis to run
REGR DATA, Linear Programming to run LINPROG, or Matrix Decision

~.

Aid to run DECISION.
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Problem 1, Bivariate Regression

The fleagle valve in a turbine blade extender pump used
on most commercial jet aircraft engines has exhibited the
following history of failure frequency per 1000 units in

operation (Ref 11):

TABLE III
Fleagle Valve Failure Rate A
HRS. OF HRS. OF
PERIOD OPERATION FAILURES | PERIOD OPERATION FAILURES
1 0-10 5 11 101-110 15
2 11-20 4 12 111-120 21
3 21-30 6 13 121-130 26
4 31-40 6 14 131-140 32
5 41-50 5 15 141-150 35
6 51-60 4 16 151-160 36
7 61-70 6 17 161-170 41
8 71-80 8 18 171-180 47
9 81-90 9 19 181-190 55
10 91-100 11 20 191-200 62

If you were responsible for budgeting funds and main-
tenance for these valves next year, you could use regression

analysis to predict the number of failures that will likely

41

e L e - - s — S—




occur over various durations of operation. To analyze the
problem using CAAMM software:
- Select Regression Analysis on the CAAMM MASTER Menu.

Program REGR DATA will run and soon present:

R R R R R R R R ERRER RN
REGRESSION
ANALYSTIS
BY
ROBERT D. CONTE

% % % B % ¥ ¥ % H ¥ X ® BB XX XXX

DO YOU WANT INTRODUCTORY REMARKS? Y

REGRESSION ANALYSIS IS USED TO EXAMINE
THE INTERRELATIONSHIPS AMONG TWO OR MORE
VARIABLES FOR WHICH DATA IS AVAILABLE.

THE PACKAGE INCLUDES 3 INTERCONNECTED
MAIN PROGRAMS TO PROVIDE:
DATABASE MANAGEMENT
BIVARIATE REGRESSION
MULTIVARIATE REGRESSION

HIT 'RETURN’ TO GO ON, OR ‘@’ TO QUIT
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- You now have a choice of options for entering problem
data. Since you currently have no files on disk, select

option 2.

TO ENTER DATA, YOU CAN:

1, READ EXISTING DATABASE FROM DISK j

2, CREATE DATABASE INTERACTIVELY ‘
WHICH METHOD! 2

INTERACTIVE DATABASE ENTRY
HOW MANY VARIABLES (2-20)? 2

MAX DIGITS PER ENTRY (1-15)? 3

NAME THE VARIABLES BELOW, WITH 1-6 CHAR:
vglg = HOURS

v(2) = FAILS

NEED TO MAKE CHANGES? N

= You must now enter the number of variables in your
database (maximum 20) and the maximum number of digits you

need for each entry. The "max digits" entry is important
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because it becomes the field width for data entry and format-
ting. The default field width (max digits) is five.

- Next enter names for your variables, using up to six
alphanumeric characters, including spaces. Do not enter
commas, semi-colons or quotes, because these characters are
used as delimiters. Names are automatically truncated if
longer than six characters. Remember that you may edit with
the left and right cursor arrows until you press {RETURN}. If
you need to make changes, you will be prompted for the variable
index number. When you hit {RETURN}, the cursor will automa-
tically position itself over the first letter of the name to
be changed.

- If you answer "Y" to the prompt for "Instructions?"

you will see:

~

THE DATA TABLEAU PERMITS EASY INPUT OF
DATA IN MATRIX FORMAT.

OBSERVATIONS DO NOT HAVE TO BE IN ANY
SPECIAL ORDER, BUT VARIABLE VALUES MUST
STAY GROUPED BY OBSERVATION.

LATER YOU WILL DESIGNATE ONE VARIABLE AS
BEING 'DEPENDENT FOR CURVE FITTING.

IF YOU MAKE AN ENTRY ERROR, GO AHEAD AND
FINISH...+ YOU CAN CORRECT IT LATER ON.

HIT 'RETURN’ TO PROCEED...
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- Next is the actual entry of data:

ENTER THE VALUE FOR EAGH OBSERVATION AND !
VARIABLE; HIT "RETURN AFTER EACH ENTRY 1
TO STOP INPUT, HIT 'RETURN’ W/0 ENTRY,

He peIN |

1 10 5 y
2 20 4
3 30 6

20
} 21

DATA ENTRY STOPPED. ..
TOTAL OF 20 COMPLETE OBSERVATIONS.

HIT 'RETURN’ TO PROCEED...

- Enter data values in the appropriate columns, obser-
vation by observation. Simply enter each value, then {RETURN}.
The program automatically repositions the cursor for input in
the next column. Observation index numbers are displayed for
convenience. Continue entering values until you have no more
observations (maximum 80) then press {RETURN} with no entry.
The display heading and variable names are protected and re-

main in view while the observation values scroll underneath.

The screen accommodates a maximum of five variables across;
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if there are more than five variables, data must be entered
in sequential blocks. If you make an entry error, you can
correct it later with the database editing functions. If you
accidently hit {RETURN} without an entry before completing
your observations, you have two choices~-start over, or add
data with the edit functions. NOTE: rather than assume zero
values for incomplete observations, the program truncates
your data set if you enter a partial observation.

- Next are the data management options:

DATA MANAGEMENT
1. DISPLAY DATABASE
2, EDIT DATABASE
3. SAVE DATABASE 70 DISK
4, ENTER ANOTHER DATABASE
5. QUIT PROGRAM
6. RUN REGRESSION ANALYSIS

WHICH OPTION? 1

- This is the Master or "crossroads" Menu for REGR DATA.
Each of the first four options returns to this menu after
execution so a typical sequence might be to first display the
database to ensure that it was correctly entered, then edit if
necessary, save to disk storage, and finally to enter another

database, leave the program, or start regression analysis.
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- There are three database display options:

1,

3.
4,

DATABASE DISPLAY OPTIONS

ENTIRE DATABASE

BY VARIABLE

BY OBSERVATION

RETURN TO LAST MENU J
WHICH? 1

- You may als
Remember that the
Do not select the
will fatally "hang

a non-existant per

o0 elect to route the display to a printer.
printer must first be physically powered up.
printer option if you have no printer--you
" the program while it vainly searches for

ipheral. Selecting option 1, you will see:

He O

1 10
2 20
3 30
4 40
5 50
6 60
7 70
8 80
9 90
10 10
11 11
12 12
X3 13
14 14
15 15

5
4
6
6
5
4
6
8
9
0 11
0 15
0 21
0 26
0 32
0 35

HIT 'RETURN’ TO PROCEED...
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- Observations are printed in blocks of five for easier
reading. No more than 15 observations or 5 variables will
appear at one time. Press {RETURN} for subsequent blocks of

' the database. Returning to the Master Menu:

DATA MANAGEMENT

1. DISPLAY DATABASE

2, EDIT DATABASE

3, SAVE DATABASE TO DISK
4, ENTER ANOTHER DATABASE
5. QUIT PROGRAM

6. RUN REGRESSION ANALYSIS
' WHICH OPTION? 2

- The Edit function menu appears below:

DATABASE EDIT FUNCTIONS:

1. DELETE A VARIABLE
2, DELETE AN OBSERVATION

3, ADD A VARIABLE
4, ADD AN OBSERVATION §

S. CHANGE DATA BY VARIABLE
6. CHANGE DATA BY OBSERVATION
7. CHANGE INDIVIDUAL DATA ENTRY

8, RETURN TO LAST MENU

WHICH? ¢
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- Should you decide to change the values of one observa-

tion, for example, you would select option 6 and then see:

CHANGE DATA BY OBSERVATION
WHICH OBSERVATION (1-20)?7 7
OBSERVATION 7

VARIABLE CURRENT CHANGE TO
v§1; HOURS 70 65
v(2) FAILS 6 7

EDIT ANOTHER ? N

l - You can default to the current value simply by pressing
{RETURN} and moving to the next input position.

- When you finish editing, you will return to the Master
Menu. You might now want to save the database to a disk file
for future use (and protect yourself from the ubiquitous power

failure or fatal program error).

SAVE DATABASE TO DISK

SAVE UNDER WHAT FILE NAME? BIDEMO

- You will be queried for a file name, which must not
exceed 30 characters in length and must start with a letter.

Any character may be used (including spaces, dashes, and
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colons) except the comma. Try to insure that there is suffi-
cient storage space on the disk you are using, and be careful
not to use a filename already in use. If in doubt, CATALOG
the diskette before starting the program. Typing "CATALOG"

{RETURN} will cause a display like this:

DISK VOLUME 254

011 CAAMM MASTER
085 DECISION
003 CHAIN

050 REGR DATA
067 BIVAR REGR
011 BIVAR HIRES
055 MULVAR REGR
093 LINPROG

002 BIDEMO

002 MULDEMO

002 LPDEMO

003 DECDEMO

>>

444> >P>>P>w

- Files denoted by an "A" are the CAAMM software programs,
files denoted by a "B" are assembly language programs, and
files denoted by a "T" are the data files or "text files".
Since the data files for regression analysis, linear program-
ming, and decision analysis are not compatible and disk stor-
age space is limited, it is recommended to segregate the dif-
ferent programs. You must ensure, however, that the four
regression analysis programs and the CHAIN program are located
on the same diskette (see Programmer's Guide for additional

details).
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- After saving the database to disk, we now proceed to
actual regression analysis by selecting option 6 or hitting

{RETURN} at the Master Menu:

DATA MANAGEMENT

1. DISPLAY DATABASE

2, EDIT DATABASE

3., SAVE DATABASE TO DISK

4, ENTER ANOTHER DATABASE

5. QUIT PROGRAM

6, RUN REGRESSION ANALYSIS
WHICH OPTION? 6

PLEASE SELECT ONE OF THE METHODS BELOW:

1, BIVARIATE REGRESSION ANALYSIS

(FOR DATA SETS OF ONE DEPENDENT
AND ONE INDEPENDENT VARIABLE

2, MULTIVARIATE REGRESSION ANALYSIS

(FOR DATA SETS OF ONE DEPENDENT
AND ONE OR MORE INDEP VARIABLES)

WHICH METHOD? 1

- Bear in mind that while the procedure may appear com-
plicated in writing, the program is fully automatic and prompts

for all inputs. Once a database has been stored on disk, you
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can later retrieve it and proceed directly to Regression
Analysis in just a few seconds.

- Recalling our original fleagle valve failure problem
with two variables, we should select Bivariate Regression
Analysis. We could use Multivariate Analysis, but it is much
slower and less flexible than the Bivariate program.

- The system will automatically load BIVAR REGR for
bivariate analysis. In a few seconds, the following bivariate

menu will appear:

BIVARIATE CURVE FITTING OPTIONS:

= A + (B*x)
= A+ (X"B)

1. LINEAR
2., POWER

3. EXPONENTIAL = A » EXP(B*X)
5. HYPERBOLIC 1 = A + (B/X)

6. HYPERBOLIC 2 = 1/(A + BxX)

Y
Y
Y

4, LOGARITHMIC Y = A + B*L0G(X)
Y
Y
Y = X/(A + B#X)

7. HYPERBOLIC 3
8. N'TH ORDER Y = A+ BsX + C#X"2 +,..,
9, USER-DEFINED MODEL

10, AUTOMATIC FIT USING MODELS 1-7 ABOVE

WHICH REGRESSION MODEL? 10

- At this point you may have no idea which model might
best fit the data, so select option 10 to get an automatic

curve fit using the first seven models.
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- Regardless which model you select, the display will

list all variables in your database:

CURRENT VARIABLES:

INDEX LABEL NAME

1 Vglg HOURS
2 v(2 FAILS

INDEX OF INDEPENDENT VARIABLE (x)? 1
INDEX OF DEPENDENT VARIABLE (v)? 2

#% DO YOU WANT TO MAKE CHANGES? N

DO YOU WANT OUTPUT ROUTED TO PRINTER? N

! - Enter the indices of the variables you select as inde-
pendent and dependent. Make changes if necessary. If you
want the analysis output routed to a printer, type "Y".
- The first display calculations are means, unbiased

variances, and unbiased standard deviations:

VAR JNBIASED UNBIASED
NAME  MEAN VARIANCE STD DEV
HOURS 105 3500 59.1608
FAILS 21.7 351.8 18,7563

HIT 'RETURN’ TQ CONTINUE...
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- Once the data has been fitted to all seven models, the
unadjusted R2 values are displayed. If a particular model
cannot fit the data because of zero or negative values, an

explanation will be printed.

MODEL UNADJUSTED R"2

1. LINEAR +878421181 A
2., POWER 722431823
3. EXPONENTIAL 1939526579
4, LOGARITHMIC 583309553
5, HYPERBOLIC 1 1239133026
6. HYPERBOLIC 2 1847665353
7. HYPERBOLIC 3 1399334913

ENTER THE MODEL NUYMBER IF YOU WANT ITS
EQUATION, OR HIT 'RETURN TO GO ON...

- For this problem, there is a wide spread of R2 values,
but the Exponential, Linear, and second Hyperbolic models
clearly fit the data more closely than the others. While R?
is not necessarily the best indicator of a good predictive
regression model, it is at least a commonly used gauge. If
you decide to examine details of the Exponential model, you

will see:
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EXPONENTIAL Y = A * EXP(B*X)

Y = 2.74619 * EXP( ,01579 * X)

UNADJUSTED R"2 = .,93953 {
CORRELATION COEFFICIENT = ,96929
STD ERROR OF ESTIMATE = 24343
VARIANCE QF ESTIMATE = .05926
DEGREES OF ‘FREEDOM = 18 ;
WITH X = HOURS AND Y = FAILS
HIT 'RETURN’ TO CONTINUE...
\»\\
- Coefficients and statistics$ are rounded to five decimal
places only for the display. Internél‘accuracy remains nine
digits. If you want the table of prediéfed values and resi-
duals, the screen will list: :
ACTUAL ACTUAL PREDICTED RESIDUAL
XV 1,1 1,1
X Y Y
1 10 5 3.2158 1.7842
2 20 4 3.7657 .2343
3 30 6 4.4096 1.5904
4 40 6 5.1637 .8363
R 5 6.0467 -1.0467
16 160 36 34.3281 1.6719
17 170 41 40.1982 .8018
18 180 47 47.0722 -.0722 1
19 190 55 55.1216 -.1216
20 200 62 64.5475 -2.5475

HIT 'RETURN’ TO CONTINUE...




- If you choose to interpolate or extrapolate for either

variable, simply follow the screen prompts:

DO YOU WANT TO PREDICT POINTS? Y ;
TO PREDICT X OR Y VALUES WITH THE MODEL
Y = 2,74619 * EXP( ,01579 * X)

! !

ENTER 'X= #

OR 'Y= #

TO PREDICT Y ﬂ

!

TO PREDICT X

OR TYPE 'RETURN’ WITH NO ENTRY TO GO ON.

. — 80
AT X = 80 Y = 9.70935683
Y= 20
A Y = 20 X = 125.777628

- Regardless how many values you predict, the regression
model and instructions remain protected at the top of the
screen. Bear in mind, however, that the regression model may

be valid only within the range of the observed data.

- Finally you are offered a high resolution color graphics
plot which depicts the original data points as well as the re-
gression curve. The graphics plot will help you visualize the
nature of the original data and provide a far better picture
of "just how close" the regression curve fits the data. Data ‘
is plotted with the independent variable horizontally and the

dependent variable vertically. The graph borders extend 15%
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beyond the original data points. The origin is represented

by cross-hairs if it falls within the data boundaries.
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~ Once the graphics plot is complete, you can save the
actual picture to disk storage for future retrieval. You will
be prompted for a storage file name. You can retrieve and dis-
play the graphics plot later by simply typing "HGR2" {RETURN},
then "BLOAD filename"” {RETURN}. You will not see the BLOAD '
command typed on the screen, but within a few seconds, the
graph will appear. Once the graph is finished, you can return

to normal programming by typing "TEXT" {RETURN}.
57 i




- Whether you elect to save the graphics plot or not,

you will soon return to the main program:

MODEL UNADJUSTED R"2
1. LINEAR 878421181
2, POWER 1722431823
3. EXPONENTIAL 1939526579
4, LOGARITHMIC 1583309553
5. HYPERBOLIC 1 1239133026
6. HYPERBOLIC 2 1847665353
7. HYPERBOLIC 3 399334913

ENTER THE MODEL NUMBER IF YOU WANT ITS
EQUATION, OR HIT 'RETURN TO GO ON...

- If you choose not to examine the details of other

regression models, then your final options are:

YOUR FINAL OPTIONS ARE:

1, ANOTHER REGRESSION W/ SAME DATABASE
2., ENTER A NEW DATABASE

3. EDIT CURRENT DATABASE

4, QUIT THE PROGRAM

WHICH? 1
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- Options 2 and 3 both return to the REGR DATA program
and its full range of data management options. Option 4
returns to the control program, CAAMM MASTER. Selecting the

first option returns us to the ten original Bivariate Model

options:

BIVARIATE CURVE FITTING OPTIONS:
____________________________ }

1. LINEAR Y = A+ (B*xx)

2, POWER Y=A=* (X"B)

3. EXPONENTIAL Y = A * EXP(B*X)

4, LOGARITHMIC Y = A + BxL0G(X)

5., HYPERBOLIC 1 Y = A+ (B/X)

l 6. HYPERBOLIC 2 Y = 1/(A + B*X)
7. HYPERBOLIC 3 Y = X/(A + BxX)
8, N’'TH ORDER Y = A + BxX + C*X"2 +,,,

9. USER-DEFINED MODEL
10. AUTOMATIC FIT USING MODELS 1-7 ABOVE

WHICH REGRESSION MODEL? 9

- If you are not satisfied with any of the standard
regression models, you can define your own model with a
transformation of variables. If you request instructions,

you will see:
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DEFINING A MODEL ALLOWS YOU TO FIT DATA
TO VIRTUALLY ANY ALGEBRAIC CURVE THAT
CAN BE EXPRESSED AS A TRANSFORMATION OF
THE BASIC LINEAR MODEL, I.E.

Y = A + B*X ===3 T(Y) = A + B+T(x)
YOUR DEFINED MODEL WILL USE 'TRANSFORM'

VARIABLES THAT ARE FUNCTIONS OF ONE OR
BOTH OF THE ORIGINAL DATA VARIABLES.

THIS MODEL, FOR EXAMPLE...
Log(v(2)) = A + BxLOG(v(1)"2)
REQUIRES THE TRANSFORM VARIABLES:

Tglg = Loegvglgﬁz)
T7(2) = Loc(v(2))
YOU MUST USE LEGAL FUNCTIONS AND SYNTAX.
NEED HELP? Y
FUNCTION COMMENTS
SIN(x
cos(x ,
TAN(X X CAN'T BE A MULTIPLE OF PI/2
ATN(X
ABS(x
SQR (X SQUARE ROOT; X MUST BE >= 0
EXP xg E' RAISED TO THE POWER OF X
LoG (x NATURAL LOG; X MUST BE > ¢

#* PARENTHESES MUST BE CLOSED
«+ EXPONENTIATE USING '*', E.G., 'x"2'

«x THE VALUE 'P1’' CAN BE ENTERED AS 'PI’
«+ TRIG FUNCTIONS EXPECT X IN RADIANS

HIT 'RETURN’ TO CONTINUE...
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- Please note the restrictions on arguments for the var-
ious intrinsic functions. If you want to try a cubic model
of the form "y = A + Bx3" then enter the transformation as

below:

ORIGINAL DATA VARIABLES

INDEX LABEL NAME

1 Vglg HOURS
2 v(2 FAILS

HOW MANY TRANSFORM VARIABLES (1-18)7 1
ENTER TRANSFORMS AS FUNCTIONS OF v(I):

T(1) = v(1)~3
DO YOU NEED TO CHANGE IT? N

- The transform itself may be as long as 255 characters,
but be certain to observe the proper syntax for closing
parentheses, spelling of functions, and use of "V(I)".

- The transform process requires considerable disk
interaction as files automatically pass back and forth.

Once the transformation of data is completed, you can name

the new variable:
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THESE TRANSFORMS HAVE BEEN CREATED:

VAR NAME
7(1) = v(1)~3 T-HOURS

HIT ‘RETURN’ TO CONTINUE...

- At this point, all current variables are listed, and

you once again identify the independent and dependent variables:

CURRENT VARIABLES:

INDEX LABEL NAME
1 v§1§ HOURS

FAILS
T-HOUR

INDEX OF INDEPENDENT VARIABLE (X)? 3
INDEX OF DEPENDENT VARIABLE (v)? 2
DO YOU WANT TO MAKE CHANGES? N
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- The regression now conducted is linear, but it operates
on the transformed data. The transform model statistics appear

below:

USER-DEFINED FAILS = A + B*#T-HOUR

Y = 5.34287 + 1E-05 » X

UNADJUSTED R"2 = ,98148
CORRELATION COEFFICIENT = ,99069
STD ERROR OF ESTIMATE = 2,62275
VARIANCE OF ESTIMATE = 6.8788
DEGREES OF FREEDOM = 18

WITH X = T HOUR AND Y = FAILS

- Again you must note that "X" in the model above is
actually "V(1)"3". The high resolution graphics plot would
of course reflect a straight line curve fit.

- If you are now satisfied with the quality of the curve
fit, you can print out residuals and predict values to help

in your budget analysis for fleagle valves.

YOUR FINAL OPTIONS ARE:

1. ANOTHER REGRESSION W/ SAME DATABASE
2. ENTER A NEW DATABASE

3. EDIT CURRENT DATABASE

4, QUIT THE PROGRAM

WHICH? 4
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Problem 2, Multivariate Regression

A new airborne weapons carrier is being considered for
development and has the following design specifications:
Maximum Highway Speed: 65 miles per hour
Load Capacity : 7.0 ton-miles per gallon of fuel
Weapon System Weight : 10,000 pounds
As cost analyst, you are asked to estimate the initial

tooling costs for the proposed vehicle (Ref 11). Table IV sum-

marizes related historical data for 14 similar weapon systems.

TABLE IV

Initial Tooling Cost and Various
Weapon System Characteristic Data

Weapon Initial Weapon System Max Speed

System Tooling Cost Weight Highway Load Capacity
Type (Millions $) (1006's of Lbs) (MPH) (Ton-miles/Gal)

1 28 27 43 1.8

2 35 28 48 2.0

3 40 29 50 A

4 60 35 65 2.0

5 50 32 70 5.0

6 55 40 100 2.6

7 90 45 110 4.5

8 70 60 43 17.0

9 285 135 45 29.0

10 130 70 100 21.0

11 105 90 43 9.0

12 80 70 23 9.0

13 40 40 40 7.0

14 185 110 45 6.8
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To analyze the problem using CAAMM software, select Re-
gression Analysis on the CAAMM MASTER Menu. Program REGR DATA
will then run and offer the options to read data from disk or
enter data interactively. Since we currently have no disk-
stored files for this problem, select the interactive data
entry option.

- As in Problem 1, we must now enter the basic variable

information:

INTERACTIVE DATABASE ENTRY

S E GGG e S Cseea -

HOW MANY VARIABLES (2-20)7? 4
MAX DIGITS PER ENTRY (1-15)?7 3
NAME THE VARIABLE BELOW, WITH 1-6 CHAR:

Vv 1% = TOOLS
v(2) = WPN WT
Vv 3; = SPPEED
v(4) = LOAD

NEED TO MAKE CHANGES? N

- Enter data as we did in Problem 1. The data field
width is small enoggh to permit all four variables on the
same screen page. Simply enter each value in the appropriate
variable solumn, treating each of the 14 historical weapon
systems as a separate observation:

- Add data until the observation counter reaches 15,

then hit {RETURN} to leave the entry mode.
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ENTER THE VALUE FOR EACH OBSERVATION AND
VARIABLE; HIT 'RETURN  AFTER EACH ENTRY
TO STOP INPUT, HIT 'RETURN' W/0 ENTRY,

v V@ VG Ve

1 ‘28 27 43 1.8

2 35 28 48 2

3 40 29 50 1.5

13 40 40 40 ‘,i;\\\\“‘-\\\\\\\
14 185 110 45 6.8

15

DATA ENTRY STOPPED...
TOTAL OF 14 COMPLETE OBSERVATIONS.,

HIT 'RETURN’ TO PROCEED...

- The

Master Menu now appears:

DATA MANAGEMENT

1. DISPLAY DATABASE

2. EDIT DATABASE

3. SAVE DATABASE TO DISK
4. ENTER ANOTHER DATABASE
5. QUIT PROGRAM

6. RUN REGRESSION ANALYSIS

WHICH OPTION? 1
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- Select option 1 to get a listing of the database:

v V" G v

1 28 27 43 1.8
2 35 28 48 2
3 40 29 50 1.5
4 60 35 65 2
5 50 32 70 5
6 55 40 100 2.6
7 90 45 110 4.5
8 70 60 43 17
9 285 135 45 29
10 130 70 100 21
11 105 90 43 9
12 80 70 23 9
13 40 40 40 7
14 185 110 45 6.8

HIT 'RETURN' TO PROCEED...

- There are no errors in the database, so upon return to

the Master menu, we can elect to save the database to disk:

SAVE DATABASE TO DISK

SAVE UNDER WHAT FILE NAME? MULDEMO

- Upon returning again to the Master Menu and selecting

the Regression Analysis option, we choose Multivariate

Regression:




PLEASE SELECT ONE OF THE METHODS BELOW:
1, BIVARIATE REGRESSION ANALYSIS

(FOR DATA SETS OF ONE DEPEND?NT
AND ONE INDEPENDENT VARIABLE

2. MULTIVARIATE REGRESSION ANALYSIS

(FOR DATA SETS OF ONE DEPENDENT
AND ONE OR MORE INDEP VARIABLES)

WHICH METHOD? 2

- Program MULVAR REGR now automatically runs and presents

the following:

MULTIVARIATE CURVE FITTING OPTIONS:

GGG GGG EE CrEE R G GE P GE G e S - e e = e =

1. LINEAR
VY = A + BxV1 + C*V2 + D*V3 + ...

2, USER DEFINED
TY = A + B*T1 + C*T2 + D*T3 + ...

WHICH REGRESSION MODEL? 1

- Since we currently have no basis for using a non-linear
model, we select option 1.

- The list of current variables soon appears and we must
identify the independent and dependent variables.

- Note that we do not have to use all of the variables.
We could choose to run different regressions using different
combinations of variables.
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CURRENT VARIABLES:

INDEX LABEL NAME

1 v(1) ToOLS :
2 v(2 WPN WT

3 w3 SPEED

4 V(g LOAD

YOU DON'T HAVE TO USE ALL THE VARIABLES, -
SELECT ONLY THOSE NEEDED FOR THIS FIT... A

HOW MANY INDEPENDENT VARIABLES? 3
INDEX OF INDEP VARIABLE 13 2
INDEX OF INDEP VARIABLE 25 3
INDEX OF INDEP VARIABLE 3¢ 4

INDEX OF DEPENDENT VARIABLE? 1
** DO YOU WANT TO MAKE CHANGES? N

- Next we are offered various output nptions:

OUTPUT OPTIONS (Y/N)

1, OUTPUT TO PRINTER? N
2, TABLE OF MEANS/ STD DEVIATIONS? Y
3, SIMPLE CORRELATION MATRIX? Y
4, VARIANCE-CORRELATION MATRIX? Y
5. TABLE OF RESIDUALS? Y

NEED TO CHANGE IT? N
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- All five options appear simultaneously, then the cursor
automatically positions itself for a "Y/N" response at each
one. Again, a simple {RETURN} defaults to "N".

- Since we did select Means and Standard Deviations, we

{
will shortly see:

VAR UNBIASED UNBIASED :
NAME MEAN STD DEV VARIANCE A
WPN WT 57.9286 33.5959 1128.6868
SPEED 58,9286 26,514 702,9945
LOAD 8.4429 8,301 68,9073
TOOLS 89.5 70,6919 4997,3462

HIT 'RETURN' TO CONTINUE...

- We also requested the Simple Correlation Matrix, so we

now get:

CORRELATION COEFFICIENTS

WPN WT SPEED LOAD TOOLS

WPN WT 1 =.232 17476 + 9405

SPEED ~-.232 1 =,058 =.0426
LOAD 17476 =.058 1 v 7744

TOOLS .9405 -.0426 7744 1

HIT 'RETURN’' TO CONTINUE... d




- Note that four variables fill the screen; if we use more
than four variables, the matrix is displayed in sequential
blocks of four.

~ Next the program calculates and automatically displays

the regression coefficients and basic statistics:

VAR ESTIMATED  STD ERROR !
NAME COEFF 'B OF COEFF T-RATIO 4

CONST -54,641 21,4985 -2,5416
WPN WT 1.8788 +2902 6.4731
SPEED .4566 12447 1.8664
LOAD 19946 1.1446 +869
ADJUSTED R"2 = ,89973
CORRELATION COEFFICIENT = .94854
VARIANCE OF ESTIMATE = 501,08665
STD ERROR OF ESTIMATE = 22,38496
DEGREES OF FREEDOM = 10
DURBIN-WATSON STATISTIC = 1,8771

- If the number of independent variables exceeds four,
the lower statistics are automatically listed separately,
following the model coefficients.

- We had originally requested the Variance-~Covariance

Matrix of Coefficients, so we now get the Var-Covar Matrix. 4

- The matrix is paged in sequential blocks because we

have more than three total variables.

- P—
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VARIANCE-COVARIANCE MATRIX OF COEFF

CONST WPN WT SPEED
CONST 462.1857 —3.9499 -4.2751 |
WPN WT -3.,9499 10842 10202
SPEED -4.2751 10202 10599

HIT 'RETURN’' TO CONTINUE...

LOAD 6:4366 ~:¢2512 =05

HIT 'RETURN’ TO CONTINUE...
LOAD
CONST  6.4366
WPN WT =-,2512
SPEED -.05

- e e e e e @ e wm e w @ = @ W@ @ = = e - -

HIT 'RETURN’ TO CONTINUE...

- We also had requested the Table of Residuals, which

appears on the following page.
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AGTYAL  PREDIGTED

RESIDUAL
1 28 17.5115 10.4885
2 35 21.8724 13.1276
3 40 24.1671 15.8329
4 60 42.7866 17.2134
5 50 42.4171 7.5829
11 105 143.036 -38.036
12 80 96.3277 -16.3277
13 40 45.7377 =5.7377
14 185 179.3369 5.6631

- e e e e e e e en e e E e @ e e e e e = -

HIT 'RETURN’ TO CONTINUE...

l - At this point we have all the primary information we
need, but if we want to predict the cost of initial tooling
given our original design specifications, we must "predict

values of TOOLS:"

DO YOU WANT TO PREDICT VALUES FOR
ToOoLS ? Y

ENTER VALUES FOR INDEPENDENT VARIABLES:

vzzg WPN WT 100
v(3) SPEED 65
v(4) LOAD 7

PREDICTED VALUE OF TOOLS = 169.8805

ANOTHER PREDICTION? N
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- This concludes the analysis, and we now reach the

final set of options:

YOUR FINAL OPTIONS ARE:

ANOTHER REGRESSION W/ SAME DATABASE
ENTER A NEW DATABASE

EDIT CURRENT DATABASE

QUIT THE PROGRAM

WHICH? 4

- NOTE:

the user-defined model optioa functions pre-

cisely the same in MULVAR REGR as it does in BIVAR REGR.
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Problem 3, Linear Programming

An experimental Army infantry unit is to be equipped
with a fleet of new personnel/cargo vehicles. The fleet must
be capable of carrying at least 2000 troops and 200 tons of
supplies. Additionally the fleet is limited to not more than
320 vehicles.

Three new vehicles are being considered, and the fleet

can be mixed. Capability and cost figures appear in Table

V below:
TABLE V
New Vehicle Capabilities and Costs
|
VEHICLE TROOPS SUPPLIES COST
|
Vehicle 1 5 1l ton $ 12,000 {
Vehicle 2 8 .5 ton $ 9,000
Vehicle 3 4 1 ton $ 10,000 |

As a procurement analyst, you are asked to determine
the mix of vehicles that will sati .fy transport requirements ‘

at the minimum cost (Ref 11).
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We can formulate the problem as follows:

Decision Variables:

X(l) = VEHl1 = number of vehicle 1l's to procure 1
X(2) = VEH2 = number of vehicle 2's to procure
X(3) = VEH3 = number of vehicle 3's to procure

Objective Function:

Minimize Cost = 12000VEH1l + 9000VEH2 + 10000VEH3

Subject To: The Constraints:
S5VEH1 + 8VEH2 + 4VEH3 2 2000 Troops
1VEH1l +.5VEH2 + 1lVEH3 2 200 Tons of Cargo

1VEH1 + 1VEH2 + 1lVEH3 £ 320 Total Fleet
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To analyze the problem using CAAMM software, select
Linear Programming on the CAAMM MASTER Menu. Program LINPROG

will subsequently run and present:

R OR R E R R R R R R R R RN
LINEAR
PROGRAMMING

BY
ROBERT D. CONTE
B R E R R R R R R R R R R E R E R

DO YOU WANT INTRODUCTORY REMARKS? Y

LINEAR PROGRAMMING IS USED TO DETERMINE
THE BEST ALLOCATION FOR SCARCE RESOURCES
IN ORDER TO

MAXIMIZE OR MINIMIZE

A LINEAR FUNCTION DEFINING AN OBJECTIVE
SUCH AS PROFIT, COST, TONNAGE, ETC.

HIT 'RETURN’ TO GO ON, OR '@’ TO QUITE

TO ENTER AN LP MODEL, YOU CAN:

- wEmemeses e e e - -

1. READ EXISTING MODEL FROM DISK

2. CREATE MODEL INTERACTIVELY
USING NAMED VARIABLES)

3, CREATE MODEL INTERACTIVELY
USING NUMBERS ONLY)

WHICH METHOD? 2
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Select option 2 to enter the model interactively with
variable names, then select the type of optimization and

identify the objective to be optimized:

TO SOLVE THE PROBLEM, YOU CAN:

1, MAXIMIZE THE OBJ FUNCTION
OR 2, MINIMIZE THE OBJ FUNCTION

WHICH? 2

WHAT OBJECTIVE DO YOU WANT TO MINIMIZE?
(E.G. CASUALTIES, COST, MATERIEL)

COST

- Now enter the names of the decision variables, remem-
bering to simply hit {RETURN} when you finish. Use the

"Changes?" option if necessary.

LIST THE VARIABLES (MAX 20) THAT AFFECT
COST, USING 1-6 CHAR DESCRIPTORS:

TO STOP INPUT, HIT 'RETURN’ W/0 ENTRY,

NEED TO MAKE CHANGES? N




- Next enter the names of the constraints in the same

manner:

LIST CONSTRAINTS (MAX 20) THAT AFFECT
COST, USING 1-6 CHAR DESCRIPTORS

TO STOP INPUT, HIT 'RETURN' W/0 ENTRY.

Célg = MEN
c(2) = ToONs
C§3§ = FLEET
c(q) =

NEED TO MAKE CHANGES?

- Now enter the Objective Function coefficients, directly

under the variable names as they appear, row-by-row:

OBJECTIVE FUNCTION - MINIMIZE COST ...

VEH 1 VEH 2 VEH 3
12000 9000 10000

- e wm ®m Em e e e Em e @ e e e e = wEw = o -

NEED TO MAKE CHANGES? N

- Thert enter the Constraint coefficients in similar
fashion. Note that non-negativity constraints are assumed,
and the sequence of entering constraints makes no difference,

i.e. "less~-than" constraints dc not necessarily have to
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precede "greater-than" or "equality" constraints. The

inequality symbol you enter can be:

<, <=, LT, or LE acceptable for "less than"
= or EQ acceptable for "equality"
>, >=, GT, or GE acceptable for "greater than"
Constraints with a negative Right Hand Side value are
automatically reversed.

- Constraint entries:

} CONSTRAINT TROOPS

VEH 1 VEH 2 VEH 3 < => RHS
5 8 4 > 2000

NEED TO MAKE CHANGES? N

CONSTRAINT FLEET

VEH 1l VEH 2 VEH 3 < = > RHS
1 1 1 < 320

NEED TO MAKE CHANGES? N
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CONSTRAINT TONS

VEH 1 VEH 2 VEH 3 < = > RHS
1 .5 1 > 200

NEED TO MAKE CHANGES? N

- NOTE: the third Model Entry option shown below is
almost identical in form to the procedure just described for
option 2, but it is faster because variable and constraint

names are not required.

TO ENTER AN LP MODEL, YOU CAN:

1, READ EXISTING MODEL FROM DISK

2, CREATE MODEL INTERACTIVELY
USING NAMED VARIABLES)

3, CREATE MODEL INTERACTIVELY
USING NUMBERS ONLY

- Regardless the form of data entry, the Master Menu

finally appears on the following page.

81




LP MODEL MANAGEMENT

1, DISPLAY CURRENT MODEL

2, EDIT CURRENT MODEL

3. SAVE CURRENT MODEL TO DISK

4. ENTER A NEW MODEL

5. QUIT PROGRAM

6. SOLVE THE PROBLEM ‘

WHICH OPTION? 1

- The Display option lets you check the modeli. Output

to the printer is optional.

CURRENT LP MODEL: MINIMIZE COST

== ===== ========

VEH 1 VEH 2 VEH 3 RHS

12000 9000 10000 0

1 1 1 < 320

1 .5 1 > 200

5 8 4 > 2000

HIT 'RETURN' TO CONTINUE...

- The Model Editing functions are extensive:
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LP MODEL EDIT FUNCTIONS:

1. DELETE A VARIABLE
2, DELETE A CONSTRAINT

3. ADD A VARIABLE
4. ADD A CONSTRAINT

5. CHANGE COEFFICIENTS BY VARIABLE '
6. CHANGE COEFFICIENTS BY CONSTRAINT /
7. CHANGE INDIVIDUAL COEFFICIENT

8. CHANGE RHS VALUES
9. CHANGE OBJECTIVE FUNCTION

10. RETURN TO LAST MENU

WHICH FUNCTION?

- If you were to select option 6, for example, you could

selectively change any element in any constraint:

CHANGE COEFFICIENTS BY CONSTRAINT

1 FLEET
2 TONS
3 TROOPS

WHICH CONSTRAINT (1-3)? 3

- As the cursor positions itself at each element, enter

a new value or hit {RETURN} to default to the current value.
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TROOPS

VARIABLE *CURRENT CHANGE TO
1 VEH ) 5 8

2 VEH 2 8

3 VEH 3 4

INEQUALITY >

RHS 2000

NEED TO MAKE CHANGES? N

- Once editing is completed, you can re-display the model,
save it to disk, enter a new model, or proceed to solve the
problem. If you elect to solve the problem now, you will have
various output options. As in program MULVAR REGR, they appear

simultaneouly:

OUTPUT OPTIONS (Y/N)

1. OUTPUT TO PRINTER?

2. INITIAL TABLEAU?

3, INTERMEDIATE BASIC SOLUTIONS?
4, FINAL TABLEAU?

< < < =

NEED TO MAKE CHANGES? N
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- Next the simplex variable table is displayed:

VARIABLE TABLE:

DECISION VARIABLES ARE =3
1 VEH 1
2 VEH 2
3 VEH 3
SURPLUS VARIABLES ARE 3~5
SLACK VARIABLES ARE 6-6

ARTIFICIAL VARIABLES ARE 7-8

HIT 'RETURN’ TO CONTINUE...

- We originally requested the Intial Simplex Tableau,

so it appears below, displaying in sequential pages:

INITIAL TABLEAU

-6 -8.5 =5 1 1
1 1 1 0 0
1 «5 1 -1 0
5 8 4 0 =il

HIT 'RETURN’ TO CONTINUE...




0 0 0 -2200
1 0 0 320

0 1 0 200

0 0 1 2000

HIT 'RETURN’ TO CONTINUE...

- We requested Intermediate Solutions, so they appear
sequentially, from iteration to iteration, until the optimal
solution is found ( which automatically displays whether you

select Intermediate Solutions or not) :

INITIAL BASIC FEASIBLE SOLUTION

— —— —— . s et s s . s e et e s s s i e s s s s .
P

INDEX VARIABLE VALUE

2 VEH 2 200
3 VEH 3 100
6 20

** COST = 2800000

x%*%* THIS SOLUTION IS MINIMAL #*=

HIT 'RETURN’ TO CONTINUE...

- That is followed by the Optimal Dual Solution:
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— S— e —
|
|
|
OPTIMAL DUAL SOLUTION
INDEX CONSTRAINT SHADOW PRICE
1 FLEET o (FREE GoOD)
2 TONS 7332.333
3 TROOPS 666.667
HIT 'RETURN’ TO CONTINUE...
- Following the solutions, the actual Optimal Tableau
appears, displaying in sequential blocks:
OPTIMAL TABLEAU
x(1) x(2) x(3) x(4) x(5)
1333.3330 0 7333.333666.667
.083 0 0 .667 .083
.917 0 1 -1.333 .083
.167 1 0 .667 -.167
HIT 'RETURN TO CONTINUE...
87
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x(6) x(7) x(8) RHS
0 -7333.333-666.667-2800000

1 -.667 -.083 20
0 1.333 -.083 100
0 -.667 .167 200

HIT "RETURN’ TO CONTINUE...

- Finally the program returns to the Master Menu where

it offers:

i LP MODEL MANAGEMENT

1, DISPLAY CURRENT MODEL

2, SENSITIVITY MODEL EDITING
3. SAVE CURRENT MODEL TO DISK
4, ENTER A NEW MODEL

5. QUIT PROGRAM

6. SOLVE THE PROBLEM

WHiCH OPTION? 2

- The Sensitivity Model Editing option does not provide
true sensitivity analysis, but it accomplishes the same ocbject-

ive by providing the full range of normal Edit functions to
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evaluate the effect of changing, adding, or deleting

parameters:

LP MODEL EDIT FUNCTIONS:

o
2,
4,
5,
§e
7.

8,
9.

10.

e Gt e . . - - -

DELETE A VARIABLE
DELETE A CONSTRAINT

ADD A VARIABLE
ADD A CONSTRAINT

CHANGE COEFFICIENTS BY VARIABLE
CHANGE COEFFICIENTS BY CONSTRAINT
CHANGE INDIVIDUAL COEFFICIENT

CHANGE RHS VALUES
CHANGE OBJECTIVE FUNCTION

RETURN TO LAST MENU

WHICH FUNCTION?
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Problem 4, Value Matrix Decision Aid

American forces in Europe are constantly faced by the
threat of a Warsaw Pact attack. Of continual concern are
decisions pertaining to alert status. Placing troops at any
level of alert costs money, whether the Pact attacks or not.
Certainly there is political cost as well--both nationally
and internationally. But obviously the military risk is of
paramount importance--is it not?

Unfortunately, intelligence cannot state with certainty
that the Pact is planning an attack--or is not planning an
attack. The result is a highly subjective decision environ-
ment which we must try to structure and quantify in order to
logically evaluate and compdre alternatives.

There are many sophisticated forms of decision analysis
and complex simulation, but often the decision maker simply
needs a quick aid to help "sort out" the alternatives and
other considerations. With this objective, perhaps the Value
Matrix Decision Aid as implemented in CAAMM program DECISION
could be of use. Since the Decision Aid accommodates only
the three major decision components--alternatives, judgement
criteria, and risk--the first step must be to simplify the
decision environment to a set of these three discrete para-
meters. Table VI (Ref 16) provides a reasonable, but cer-

tainly not the only approach to structuring the problem.
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TABLE VI

Subjective Decision Situation

DECISION OPTIONS: Maintain Status Quo
Military Vigilance
Simple Alert

Reinforced Alert

JUDGEMENT CRITERIA: Alert Cost
Political Cost

Military Risk

UNCERTAIN STATES OF NATURE: Pact Planning Attack?

Pact Not Planning Attack?
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To analyze the problem using CAAMM software, select

Matrix Decision Aid on the CAAMM MASTER Menu. Program DECISION

will subsequently run and present:

* % % ¥ % F % B X B % % K X ¥ H E R RN

VALUE MATRIX
DECISION
AINALYSIS

BY
ROBERT D. CONTE

#* % % B X B B K % K K E R RN NN

DO YOU WANT INTRODUCTORY REMARKS? Y

MATRIX DECISION ANALYSIS

DECISION ANALYSIS PROVIDES A STRUCTURED
APPROACH TO COMPARING THE RELATIVE MERIT
OF VARIOUS ALTERNATIVES OR OPTIONS.

REGARDLESS WHETHER AN ACTUAL DECISION IS
MADE, THE ANALYSIS CAN ILLUMINATE PARTS
OF THE PROBLEM PREVIOUSLY UNCONSIDERED
AND CAN PROVIDE THE BASIS FOR ELABORATE
SUBSEQUENT STUDIES.

AMONG THE VARIOUS FORMS OF QUANTITATIVE
DECISION ANALYSIS ARE:

DECISION TREES
COST/BENEFIT ANALYSIS
UTILITY THEORY
PROCESS DIAGRAMS

HIT 'RETURN' TO GO ON, OR '@’ TO QuIT
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And continues:

THE MATRIX DECISION ALGORITHM USES THE
ADDITIVE WEIGHTING OF PARAMETERS AND IS
USEFUL FOR QUICK INITIAL ANALYSIS OF
HIGHLY SUBJECTIVE, MULTI-ATTRIBUTE PROB-
LEMS.,

THIS PROGRAM 1S BASED ON THE TECHNIQUE

DESCRIBED IN DECISIONS AND DESIGNS, INC,

TECHNICAL REPORT 76-12, RAPID SCREENING ;
OF DECISION OPTIONS  BY JUDITH SELVIDGE.

THE TECHNIQUE ALLOWS:

ONE DECISION (MULTIP%E OPTIONS)
ONE UNCERTAIN EVENT (MULTIPLE STATES)
MULTIPLE JUDGEMENT CRITERIA

HIT '"RETURN’ TO GO ON, OR '@’ TO QuIT

TO ENTER A MODEL, YOU CAN:
1. READ EXISTING MODEL FROM DISK
2, CREATE MODEL INTERACTIVELY
WHICH? 2

- Select option 2 for interactive entry.
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- The section is introduced by:

DECISION MATRIX DATA ENTRY !

mEEmammammes eEmmEEEme ST e

THE DECISION MATRIX ALLOWS 3 ELEMENTS:

DECISION OPTIONS / ALTERNATIVES
JUDGEMENT CRITERIA / ATTRIBUTES
UNCERTAIN STATES OF NATURE (OPTIONAL)

NEED HELP? Y

D, PSS

OPTIONS:

THE OPTIONS OR ALTERNATIVES ARE THE
DIFFERENT POSSIBLE COURSES OF ACTION THE
DECISION-MAKER IS CONSIDERING, THEY MUST
BE INDEPENDENT AND NON-REDUNDANT.

CRITERIA:

JUDGEMENT CR!TERIA (OR ATTRIBUTES OR
DECISION CRITERIA) ARE USED TO COMPARE
THE RELATIVE VALUE OF DIFFERENT OPTIONS,.
THEY MUST INCLUDE ALL RELEVANT CONCERNS
AND SHOULD BE NON-REDUNDANT.

STATES:
STATES OF NATURE REFER TO THE SET OF
UNCERTAIN OUTCOMES THAT CAN RESULT FROM

AN EVENT OVER WHICH WE HAVE LITTLE OR
NO CONTROL .

HIT 'RETURN’ TO PROCEED...
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- Next enter the names of our Decision Options. As in

S i

the other programs, press {RETURN} without entry to leave the
input mode. Remember that for results to be meaningful, the
various Decision Options must be distinctly separateiand should
encompass all possibile alternatives. In more compiex problems, |
several Options could be classified together, thereby reducing 1
the total. If editing is necessary, it is easily accomplished !

by entering the index of the item to be changed. /

LI?T DECISION OPTIONS BEING CONSIDERED
MAX 15), USING 1-9 CHARACTER NAMES. f

1 STATUSQUO
2 MIL VIGIL
3 SIM ALERT
4 REIN ALERT
-

NEED TO MAKE CHANGES? N

- Now enter the Judgement Criteria in similar fashion.
Remember that the Judgement Criteria, or "attributes" as they
are frequently called, are the primary means of discriminating
among options. Consequently they must be comprehensive, non-

redundant, and they must be capable of discriminating among

Options.
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LI?T JUDGEMENT CRITERIA BEING CONSIDERED
MAX 20), USING 1-8 CHARACTER NAMES.

TO STOP INPUT, HIT 'RETURN’ W/0 ENTRY.
1 ALERTCST 1

2 POL COST
3 MIL RISK

NEED TO MAKE CHANGES? N

- Now we must assess the relative importance of the various
Judgement Criteria. Do not simply provide an ordinal ranking
but actually weight the criteria using paired-comparison or any
other procedure. Use any suitable positive numbers, as the
weights will be automatically normalized to 1.60 for the eval-

uation later.

ASSESS RELATIVE IMPORTANCE OF JUDGEMENT
CRITERIA BY ENTERING WEIGHT FACTORS.

WEIGHTS WILL BE NORMALIZED AUTOMATICALLY
1 ALERTCST 10
2 POL COST 30
3  MIL RISK 60

NEED TO MAKE CHANGES? N

** NORMALIZED CRITERION WEIGHTS **
1 ALERTCST .1
2 PpPOL COST .3
3 MIL RIST .6

NEED TO READJUST VALUES? N
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- Once you see the normalized weights, you might decide
to readjust the original weightings. The preceding text page
will then reappear, complete with the current weights. To
readjust figures, simply type over the old values. Once you
are satisfied with the final weightings, press {RETURN} to
continue.

- Next enter the Uncertain States of Nature which affect

the problem: A

IS YOUR DECISION AFFECTED BY UNCERTAIN
STATES OF NATURE? Y

LIST STATES OF NATURE BEING CONSIDERED
MAX 5), USING 1-8 CHARACTER NAMES,

TO STOP INPUT, HIT 'RETURN’ W/0 ENTRY,

1  PACTATTCK
2 NO ATTACK

NEED TO MAKE CHANGES? N

- Then enter the estimated likelihood or probability of

each state in the same fashion as before:

ESTIMATE THE PROBABILITY OR LIKELIHOOD
OF EACH OF THE UNCERTAIN OUTCOMES.

NUMBERS WILL BE NORMALIZED AUTOMATICALLY

1  PACTATTC 10
2 NO ATTAC 90

NEED TO MAKE CHANGES? N
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** NORMALIZED STATE PROBABILITIES =**

1  PACTATTC .1
2 NO ATTAC .9

NEED TO READJUST VALUES? N

- After the likelihoods are normalized and adjustments : i

made, we must now assess values for the actual value matrices: !

** VALUE MATRIX DATA ENTRY **

TO USE THE VALUE MATRIX, YOU MUST
QUANTIFY YOUR SUBJECTIVE ESTIMATE OF THE
VALUE OF EACH OPTION, RELATIVE TO EACH
JUDGEMENT CRITERION AND STATE OF NATURE.

VALUES MUST BE CORRELATED AMONG THE
OPTIONS, CRITERIA, AND STATES OF NATURE
FOR RESULTS TO BE MEANINGFUL, SO TAKE
ADVANTAGE OF THE OPTIONS FOR CHANGING
INPUT DATA. :

VALUES MAY BE POSITIVE OR NEGATIVE,
THE RECOMMENDED SCALES BEING -100 TO 0
OR 0 TO 100. LATER YOU WILL HAVE THE
OPTION TO MAXIMIZE OR MINIMIZE.

HIT 'RETURN’ TO PROCEED...

- Note that we must assume total independence among the

various options, states, and judgement critera.

- The composition of value matrices must be deliberate
and iterative. Take full advantage of local editing options, 1
which--as before--are screen position oriented to preclude
re-entering the entire matrix. The object is to subjectively

evaluate each option in the context of a particular State of
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Nature and a specific Judgement Criterion. The type question
that should stimulate evaluation is "what relative value can
we place on the military risk if we remain at STATUS QUO and
the Pact does plan to attack?" A reverse approach is the
"regret" technique associated with "how much is the regret if
we remain at STATUS QUO and the Pact plans to attack?" The
regret approach is fully treated in Selvidge (Ref 16) and is
illustrated in this problem. /
- The evaluation must be consistent from State to State
and Criterion to Criterion. Use any range of values, e.g.
0 to 100 or -100 to 0, but be consistent. The entire matrix
framework is displayed on the screen prior to positioning the
cursor for the first evaluation. Note that the criterion
weighting is depicted on each page, along with indices of
all parameters. Only three States of Nature will fit on the
screen at one time, so paging is necessary. Now let us assess

and enter the values for each matrix:

CRITERION 1: ALERTCST WEIGHTING: .1
STATES --> PACTATTC NO ATTAC

OPTIONS 1 2
1 STATUSQUO O 0
2 MIL VIGIL =30 -30
3 SIM ALERT =70 -70
4 REINALERT =100 -100

NEED TO MAKE CHANGES? N
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CRITERION 3: MIL RISK WEIGHTING: .6

STATES --> PACTATTC NO ATTAC
OPTIONS 1 2

1 STATUSQuo -100 0
2 MIL VIGIL -45 0
3 SIM ALERT -15 0
4 REINALERT 0 0

NEED TO MAKE CHANGES? N

! CRITERION 2: POL COST  WEIGHTING: .3
STATES --> PACTATTC NO ATTAC
OPTIONS I 2
1 STATUSQUO -100 0
2 MIL VIGIL -35 -20
3 SIM ALERT -10 -50
4 REINALERT 0 -100

NEED TO MAKE CHANGES? N
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- Following completion of the value matrices, we arrive
at the Master Menu (reached directly if we had loaded a model

from disk):

DATA MANAGEMENT

1. DISPLAY MODEL

2. EDIT MODEL )
3. SAVE MODEL TO DISK

4. ENTER ANOTHER MODEL

5. CONTINUE PROGRAM

6. QUIT PROGRAM

} WHICH OPTION? 1

- The Display Option offers:

DISPLAY MODEL OPTIONS:
1. DECISION OPTIONS
2. JUDGEMENT CRITERIA AND WEIGHTS
3. STATES OF NATURE AND PROBABILITIES
4. VALUE MATRICS
5. RETURN TO LAST MENU '

WHICH OPTION?
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- Output can be routed to the printer, and Display option

4 results in:

CRITERION 1: ALERTCST WEIGHTING: .1
STATES --> PACTATTC NO ATTAC

OPTIONS 1 2
1 STATUSQUO 0 ]
2 MIL VIGIL -30 -30
3 SIM ALERT -70 =70
4 REINALERT -100 -100

IT 'RETURN’ TO GO ON, OR 'S’ TO sTOP

=

- Returning to the Master Menu, we may select the Edit

option:

DECISION MODEL EDIT FUNCTIONS:

DO YOU NEED INSTRUCTIONS? Y
THE EDIT MODE ALLOWS YOU TO RESHAPE YOUR
DECISION MODEL TO MEET CHANGING NEEDS.
YOU CAN ADD OR DELETE PARAMETERS, AND
YOU CAN CHANGE CRITERION WEIGHTS, STATE
PROBABILITIES, AND MATRIX VALUES.

NUMBERS WILL BE RENORMALIZED AFTER YOU
FINISH EDITING.,

** NOTE =»=*

DON'T FORGET TO ADD OR CHANGE WEIGHTINGS
AND/OR PROBABILITIES AND MATRIX VALUES
IF YOU ADD/DELETE PARAMETERS:. OTHERWISE
YOUR RESULTS MAY NOT BE MEANINGFUL !1!!
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DECISION MODEL EDIT FUNCTIONS:

1. DELETE ANY PARAMETER

2. ADD ANY PARAMETER

3. CHANGE AN OPTION

4. CHANGE CRITERION AND/OR WEIGHTING
5. CHANGE STATE AND/OR PROBABILITY
6. CHANGE VALUE MATRIX

7. RETURN TO LAST MENU

WHICH?

l - The Edit procedures are similar to the original data
entry and local editing technique.
- If we elect to proceed to evaluation of the Decision

Options, we soon get the option for optimization:

TO DETERMINE THE OPTIMUM DECISION OPTION

1. MAXIMIZE THE DECISION VALUE
2. MINIMIZE THE DECISION VALUE

WHICH? 1
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- We should choose to maximize the evaluation, which is

equivalent to minimizing "regret". The expected value of the

"optimum" option is displayed, followed by the entire Expected

Value Table:

**x*  WHEN DECISION VALUE IS MAXIMIZED...

THE OPTIMUM OPTION IS ** STATUSQUO **
WITH AN EXPECTED VALUE OF -9

HIT 'RETURN’ TO PROCEED. ..

EXPECTED VALUE TABLE

1 STATUSQUO
2 MIL VIGIL
3 SIM ALERT
4 REINALERT

VALUE
-9
-12.15
=21.7
=37

- Sensitivity Analysis options are now offered and should

be executed:

104

o PRl

R s AR G L A e




SENSITIVITY ANALYSIS

SENSITIVITY ANALYSIS SHOWS THE VARIATION
IN THE EXPECTED VALUE OF ANY OPTION WHEN
EITHER STATE PROBABILITIES OR CRITERION
WEIGHTS ARE VARIED WITHIN A SPECIFIED
RANGE

IF YOU SPECIFY A DEVIATION RANGE OF 20%.,
THE DEVIATION FACTOR WOULD RUN FROM .80
TO 1.20 \A MULTIgLE OF ORIGINAL WEIGHTS
OR PROBABILITIES).

THE ACTUAL RANGE IN WEIGHTING OR PROBA-
BILITY, HOWEVER, WILL DIFFER FOR EACH
PARAMETER BECAUSE THE ORIGINAL VALUES
ARE DIFFERENT AND WILL BE RENORMALIZED.

YOUR CHOICES ARE:

1. VARY CRITERION WEIGHTS
2. VARY STATE PROBABILITIES
3. RETURN TO LAST MENU

WHICH? 1

WHAT RANGE DEVIATION (1-100%)? 20
WHICH DECISION OPTION (1-4)? 1

- The range deviation default is 20%; the Decision'0ption

default is the current optimum Option.
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SENSITIVITY DUE TO CRITERION WEIGHTS

DEV (.1) (.3) (.6)
FAC ALERTC POL CO MIL RI

.8 -9.18 -8.94 -8.86
.84 =-9.15 -8.95 -8.89
.88 =9.11 -8.96 -8.92
.92 -9.07 -8.98 -8.95
.96 -9.04 -8.99 -8.98

1 =9 =9 =9

1.04 -8.96 -9.01 -9.02
1.08 -8.93 -9.02 -9.05
1.12 -8.93 -9.03 -9.07
1.16 -8.86 -9.05 =95.09
1.2 -8.82 -9.06 -9.11

- After we view the sensitivity analysis, we maf have
greater or lesser confidence in our problem formulation or

h assessment of values. We now return to the Master Menu and

can Edit the model in any fashion we desire--to include addi-

tions, deletions, or changes. The iterative process can con-

tinue indefinitely, until we are satisfied with the model:

DATA MANAGEMENT
1. DISPLAY MODEL
2. EDIT MODEL
3. SAVE MODEL TO DISK
4. ENTER ANOTHER MODEL
5. QUIT THE PROGRAM
6. EVALUATE DECISION OPTIONS

WHICH?
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APPENDIX B

CAAMM Programmer's Guide

Introduction

The Programmer's Guide is intended to provide program-
mers the basic information they need to quickly locate and
analyze sections of program cocde for modification or trans-
lation. One section is devoted to each individual program,
and the final section is devoted to explaining the functions
of ccmﬁands and procedures that are not "standard" BASIC.

Programmers should consult the appropriate operatar
manuals for their own computer as well as the Applesoft and
Disk Operating System manuals for the Apple computer.

All of the CAAMM programs are structured in parallel
fashion. All have similar data input, editing, and output
capabilities and procedures. The most important general
techniques are outlined below:

1) The data input routines for all programs are matrix
formatted and totally interactive. The routines use variable
positioning of the screen cursor to permit logical, easy-to-
follow input of data. The user need only remember to press
{RETURN} after each entry because the program automatically
repositions the cursor for the next input. The same basic
technique applies to the edit functions of each program, per-

mitting the interactive addition, deletion, or change of any
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database element. The method is enhanced in most of the edit
routines by the addition of variable sizing and positioning
of the text scrolling window, permitting position-oriented
editing as opposed to data-oriented editing.

2) The database display functions and other output rou-
tines are structured for "paging" of output. Each logical
segment of output is displayed and remains in view until the
user is ready to continue output. If a model or database is
too large for a single screen, it is displayed in logically
sequential blocks until completed. The Apple II permits only
a 40x24 position text format, so programmers with 80-column
screen displays should modify the output routines to take
advantage of the greater coverage.

3) Sequential disk files are used for permanent data
storage and for creating the user-defined function transform-
ations used in both BIVAR REGR and MULVAR REGR. The function
transformations are generated by using disk text files to
create a transformation subroutine while the program is run-
ning. The technique is an extension of Kirschner (Ref 9).
Disk files could be used to provide "virtual" memory, thereby
considerably expanding potential data handling capacity, but
current disk drives are too slow for extensive interaction.

4) All the programs primarily use fixed dimensioning of
data arrays. While not as economical as variable<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>