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The final report for the Office of Naval Research Con-

tract NOOOl4-77-C-O~~Th , A Study of the Singly Truncated

Normal Distribution , consists of’ three papers . “Theory

and Application of the Truncated Norma l D±strihut l n ” was

an invited paper at the Workshop on Interpretation of

Remotely Sensed Data sponsored by the Institute for Atmos-

pheric Optics and Remote Sensing . The paper will appear n

the proceedings which will be published under the title

Remote Sensing of the Atmosphere and Ocean by Academic Press.

The second paper, “A Sequential Procedure for Estimating

Clear Radiance ,” will appear In the preprint volume of the

0 * 
Sixth Conference on ProbabIlity and Statistics in Atmospheric

Science published by the American Meteorological Society ,

“Estimating Cloud Parameters Using Truncated Distributions ”

was given at the COSPAR Symposium on Remote Sounding of the

Atmosphere from Space. An abstract of this paper appeared

in the Proceedings of the Symposium published by Pergamon

Press .
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THEORY AND APPLICATION OF THE TRUNCATED NORMA L

DISTRIBUTION FOR REMOTELY SENSED DATA1

David S Crosby
National Oceanic and Atmospheric Administration

The American University

D. J. DePriest
Office of Naval Research

I. INTRODUCTION

A fundamental problem in measuring the infrared

rad~at~on emitted from the surface or lower atmosphere

of’ the earth is the presence of clouds. The usual effect

of clouds in an instrument field-of-view is to 1o~er the

measured radi~tion . In order to be able to use many of

the techniques of remote sensing it is necessary to have

an estimate of the emitted radiance from a clear or cloud-

free field-of-view . The technique which is developed in

this paper uses the measured radiances from a large number

of neighboring small fields-of-view. If a sufficient

number of these small fields-of-view are cloud -free, then

a technique which uses the theory of the truncated normal

distribution can be applied to the data to obtain an esti-

the clear radiance (Crosby and Glasser, 1976).

~‘Part of this paper was written while Dr. Crosby wassupported by the Office of Naval Research Contract N000lk-
77C-062k.
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Since the technique developed is a max imum likelihood pro- —

cedure , standard statistical procedures can be used to

determine if the distribution in the tail is approximately

normal . This allows for a simple decision procedure to

check If the model is satisfied (DePriest 1976, Crosby and

DePriest 1977). These decision procedures use classical

statistIcal goodness-of-fIt tests . Finally, one dIfficulty

wIth the application of this procedure has been an objective

method of determining a truncation point. A sequentIal

procedure for determining this truncation point is outlined.

I I .  THE MODEL

In order to  apply the technique of the truncated normal

the following conditions must be satisfied . (1) There are

a number of reighborin~ measurements where the radiances in

the absence of clouds would be the ame. (2) The presence

of clouds lowers the radiance in the field-of-view . (3) Some

of the fields-of-view are cloud-free . (i4) The difference

between the measured radlances from two cloud-free fields-o r-

view is due only to instrument noise , whose distribution Is

assume d to be normal.
It Is assumed that the density of the measured radi-

ances from all the fields-of-view in a set takes the form

Ij 
*

LI ~~~~~~~~~~~~ ~~~~~~~~~~~~~~~ ~~~~~~~~ 
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h (x) = Uf (~~) + (1 - 

~~
) ~(x). (i)

In equa t ion  1, ~ i s equal to the pr or~ ion of fields-of-

view which are cloud -free ,

f(x) = (l/ )~ cxp (- (x-si~~ )- ’~~~), ( : )

and g (x) is some unkn own density function . It is further

assumed that there is some T such that

g (x) = 0 x > T. (~
)

That is for the values of x above T, the density curve h~ o

the form of a normal density curve with parameters p. and a~ .

The parameter ~i is the true clear radiance. That is p is

the radiance that would be measured from a clear field-of-

view if  there were no instrument noise. The variance , ~~~,

-of th.~ instrument noise is as~uned to be known . The

probler~ is to obtain a good estimate of p.

III . THE ESTIMATION PROCEDURE

The statistical technique outlined in this section is

well kn own and is available in the literature . See, for

example , Crosby and Glasser 197E.

If the radiance data above some truncation point T

is from a truncated normal distribution , that is it has

the form given by equation 2 , and if it has known variance

then the maximum likelihood estimate for the mean p

is a monotonic function of the arithmetic mean of the

• - 3 - .
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observat-~ons above that truncation poInt .

Let I~~(! 1, “‘, n)  be the mea sured radiance va 1ur~-

above some truncat~~ n p~~n t T. Let

(Ia, — T) ~ 
( - - )

and let
A Ay . (T - p) ~ . (~~

)

Reoail that T Is a Known truncation pc.~nt , ~ Is the known

instrument n oise ,  and is the estimate of t h c  clear

ra d iance . Let

n
~~~—~~

- :, (t ~)

• 1-=1

A
then v Is given by the so l u t i on  t o  the equat ~. -~n

c-to

-~~ + ( ex r(4 2)  / ~ 
exp ( - x .~~d\ )  =~~~~ .

Onc e s known , ~i is foun d  by the ~ ny c rs e c’ f equa t ~ on ‘~ 
-

A A
L I S T  — V

Since the fun o t i on ~ i yen in equat  on s monot on c and

smooth , so is its Inverse . It is pos~ i b ~ e t o  find a ~.ood

rationa l polynomial appr ox im at ion  to the inverse fu n c t i o n

which gives as a function of ~
‘

. 
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As an example this procedure has been applied to the

10.5 - 12 .5 pm infrared channel of the Scann ing Radiometer

of the NOAA satellites . Table 1 gives the upper tail of

one such data set. The measurements are in counts and

have been transformed in order to keep the example as

simple as possible .

TABLE 1

Data from the lO .~ - - 12.5 urn infrared channel of the

Scanning Radiometer .

Counts requency Estimated Mean
C f1

7~ 2
72 3
71 8
70 12
69 22
68 31 65.0

For the data In Table 1, T = 67.5, ~ = 3 and hence

= .~ 6O . Then = .833 and = 67. 5 - ( ( . 833)3) =

The value for ~ is found from independent data and is

found from ~ by solving equation 7.

IV. GOODNESS-OF-FIT TESTS

• The procedures outlined In section III depend on the

assumption that the upper tail of the d is t r ibu t ion  has the



- 
~~~~~~~~~~~~ .-.h ~~~~~~~~ S~~~~~~~~~r ’~

shape of a truncated normal distribution . If the shape is

not normal it may indIcate that few, if any, of’ the fields-

of-view are completely cloud -free. Hence the shape of the

data from the tai l may be used to screen out si tuations of

this type .

The test which is recommended is the chi-square

goodness-of-fi t test . For a description of other possible

tests see DePrlest 1976. The chi-square test is well

known . See , for example, Cochran 1952. However, for com-

pleteness , a short description of the procedure will be

given here .

Given n observations grouped into K mutually exclu-

sIve categories let 01 and E1 (I = 1, 2 , . . . , k)  denote

respectively the observed and expected frequencies for

the K categories . The statistic is

Kx2 
= 

~~ 
(o~ - E1)

2/E1 • (9)
1=1

Since the estimate of the parameter ~i , ~~~, is a maximum

likelihood estimate the asymptotic dI s t r ibu t ion  of the

stat ist ic X2 will be chi-square with K - 2 degrees of

freedom . Since the radiance values are already grouped ,

this natural grouping is used in the computation of the

- 6 -  
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statistic. To ~.ilustrate the t e chn ique , tw~’ examples are

provIded .

For the data In  Tables f and 3 I t  was assumed that

a = :. Th i s value was de te rmine d  fron ~ Independe nt  measure-

ments .

TA3LE 2

Data Fror~ the Scanning Radior~etcr

The data are in counts . The estimated mean uses the data In

the taI above and including the corresponding count .

~‘ounts Frequency Estimated Mean
A

22

,-~~~.

For the data in Table i’ a t runcat ion.  polr.t of n~~•~ was

t ar .-- This gives an estimate of p, n- .~~. The numb er
- 

~ s was taken to be equal to 9. The data associated

_ .? .~

_ _ _ _ _ _ _ _  ~-- - -- -  
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WI tn and ~ counts  are grouped ~n~o a sin~~ e class. Thc~

the  c h l- s q u a r e  s t a t i s t  ~c w :ii have deg rees  ~ f freedom . l~

is foun d that  .V ~~~~~~~~ . T hi s  value in d I c a t e s  a good f i t .

The r dc i  g i v e n  i n  Se ct  ion  II i r  rea ’~on n t ~j e .

TAY ~L~ •~

Data Frc~ the ~i~cnnni r .g Rad

‘~~ data are in  c ou n t  - Tho est imat ed ne~u~ uses t h e  d a t v .

In the tail above and in c l u d in g ,  the corresponding count .

C ou n t s  Frequency E s t im a t e d  Mean
Ap

—

For the data in.  t’ah~.c 3. a truncation point of ~~~ was

taker. and • . .-. . GroupIng the counts  ~O and ~~°

one class , there are ~ classes . The eh i- square  s t a ti s t ic

has ~ degrees of  freed om . The value is  foun d t o  be I.’ .~~~~ .

The f i t  Is not ve ry good and the mo~ie~ of an upper t a i l

which is normal is re~cctcd . 



V. DETER?~aNING THE TRUNCATI ON P O I N T

F GIven a truncat ion. p oint T, the rr- :ei-~rc outlined in

the earlier sections wlfl estimate ~i an : e~ : if the tall

is norma i . However onc di: tou t’.’ ~iti. th~ a li~ a~ 1~~r. of

these techn i ques has been a deter~ mn.a:i~ -r. o:~ a go~~. trur.-

cation point . The fo~~ owmn.r pr3cedure Is rc r.nen~ cd . I~

is assuzned that the data is gr~ uped. Then ~he count  datt.

:‘rom the instrument wili oc in the format represented by

Ta~ le

TA BLE ~4

Class Class Mi dpoInt Class Frequency

= (k1+k0
)/2

~i~~~2 m -  = (k 2+k1)/

= (~z . + k ~~~~)/2 f.

The minimun-. number of classes used in the technique should

cover approximately 2 standard deviations . In the examples

which have been presented ~ was equal to 3, and a minimum

of’ 7 classes was used . The adjusted mean of the data above

and including class j is

• - 9 -  
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Z~ : (m 1-k~ ) . 

~ / ~~ Z f 1) . ( 10)
‘- 1=1 ‘-~

A
Then is found usinc equation 7 or an ap~ roximat~on to

this  equation . If > 0, compute a Z ,~~1. Repeat this

process until < 0. The data above the point km is then

checked using the goodness-of-fit criteria of section

If the data does not f i t  the tail of a normal distr i bution

the process is terminated and the retr ieval  discarded .

At this stage of the process the truncation point is

kr,. The truncation point should be selected to includ e

as much of the data as possible . The reason for thIs is

seen in Table ~~~. Table gives the asymptotic standard

deviat~ on of ( (~ 
- p)v~~

/
~~for various values of T. In

this table N is equal to the total sample size if there

were no truncation , ~ is the known standard deviation , and

is the estimate of p found using the maximum likelihood

technique of section 3. It is seen from this table that

there is a significant reduction in the standard error of

estimate for i f  the truncation point changes from p to

two standard deviations below p.

- 10-
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TABLE 1

A s y m p t o t i c  Standard Deviat  ~on of ( (
~ 

- p)
~l) “~~

T~ Asympt otic Standard Dev iatlm

C .

l. 17~-

-3. 1.007

(In Table T~ = (T - p )  ‘~~. )

A sequen tial procedure Is used to determine If the

truncation point should be moved , Let I~~~, I~~~, ~~~
• •

~~~

be the rad~ance measurements above some T1 and let

~~~ I~~ . • .  - , ~~~~ • , ~~~ he the radiance measure—

i;~~’nt s al eve sonic T~, (T , < T1) . A decis en must. he math’

whet  her  t .o move t h e  t -runc al  en point -  to T., and hence Increase

the nunher of measurements used to estimate p. The dcci si on

process I s based up on the  rrsul t that  U S I n L ’, the Ir, forma t on

t’roni the values  ~ A1~ ‘A~~’ 
• ‘Ar.l~ 

.1 t I s possi hic to

estima te n,,. Th~ s e s t i m a t e  Is called ~-t . . It. can also b~

shown tha t (
~

, — n2 ) / n ) I s  a s ymp t o t i c a l  normal w i t h  me a n

C and es t  Imatabi e  standard d e v i a t i o n . It ’ (
~~ 

- ii , )  n~~~ I s

Ui in c e r t a i n  bc~unci s then th e  t ru t -t e a t  on pe ut  I s  e x t  ended

to T._. . I 
~

‘ (
~~

. — n-s ) /~~ ,, I s out side  these hounds , then

L~~~~~~~~~~ 
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P1 Is used as the t r u n c a t i on  p~~I n t  and 
~~~~~~

, the e s t I m a t e

based or the v a r i a b l es  I • I~~. 
. ‘ ‘Ai 1 1 s used as

the e s t i m a t e  r fo r  p. The p recess Is rcpc~ I ed using T,.

In p lace T~ and s O’ 20 1’ (T ~ < ‘1 . )  n p 1 ace  ~~ T ..  Ph

procedure Is repea ted with a sequence of s u n t i l

~~ 
— 

~ : )  ‘flj I s  outs de of the bounds or unt I

T’ ( ( T  — u) ‘
~ ) 

Is less than
A

Let be t h e  e s t i m a t or of  p hase~I on N measure-

ments above P1. Let

A - ‘  r
F~~(T 1, ~~~~. ~

‘ ) (1 ~~~~ ) [ c’~p ( - ( x - ti~ 
‘
~~~~“ ) d x . ( l 1 ~P

1t~cn an est  Imater e ‘ n..., Is

t~~ 
/
~F (T 1. 

~~~~~~
‘ ~~~~~~~ 

‘
~~0

ti’
:’ ~~~~~~~

, c’))]

where (y  deno tes  t h e  nea t  es n te~ er less than or equn 1

to y . Let n , he the ac tua l  numb er  of measurer.wn above

T . .  As sum r-t~ t h a t  I A ¼ ’ eme t’ roi~ a oru -

lat ton wh .i C?’  S n 1 t-r ~n w~ ft mean ~i ~nd v a r ?  atn-c ~ 1

the asytnp t~ t Ic v R r ~~nn ce of  (Ps.. — r~~) n Is ~vcn by
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(F~~(T2 ,p)~
I (T 1,p)_F ~~(T1,p) qI (T2 41)) 2

F~ (T2 ,p)  (F0 (T 1,p)) H ( T 1,p)

- F~ (Ti,p ) 
(lfl

F
~
(T1,p)

where

W (T,p) = (l/2~r)~~ exp-(T - p)
2/2 (lw)

( 1/27r )~~~ ~~

‘ 

exp-(x - p) 2 ’2dx (l~ )

H ( T 13p) F~~(T 1,p) + (T1-u) Fc (T 11p ) W ( T 1,p) -~4I(T,,p~

Table ~ gives the asymptot ic  standard deviations for some

vaL,e:: of T1 and T2 when p 0.

TA BLE

The Asymptotic Standard Deviations of (n2 - rn,)

P1 T2 S

1.0 .3 7  l .0~~0.~ .17 .h3?~
0.0 - .33 .~~32

.k60
-1.0 -1.33 .316
-1.5 -1.83 .202
-2. 0 -2.33 .119

—2. 83 .06k

-

. 

- -  .~~ ~~~ - -
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This sequential procedure has been applied to data

from the l0 .~ - 12.5 ~.zm channel of the Scanning Radiometer .

Table 7 gives the upper tail of such a data set. The data

are in counts.

TABLE 7

Data From the Scanning Radiometer

Counts Frequency Estimated Mean (n2-n2)/n2~ S

86 1
67 3
86 11
85 16 76 .3
8~4 31 79. 0

• 63 247 79.3
62 ~7 79i~El . i~~ 79.7
60 71 79 .9~ ,57
79 75 79. 8 -.10 .246
76 60 79.9 .13 .37
77 57 79. 6 - .52 .29
76 245 79.7 - .240 .23
75 79~ 1~ - .89 .16 H

724 28 79.3
73 22 79.2
72 16 79.1
71 26 76 .8
70 21 78 .5
69 9
68 21
67 20
66 13

is less than zero .
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For th i s  example  ~ = 3. The e s t ima te  of p . uses the data

in the tail above and including the cerrespondin ~ counts .

For example the estImate corresp”nding to &C’ uses a trun-

ca tL-’n point of T°.5. This is the fI rst estimate where

i s  less than ~ere . The sequen t i a l  procedure is then apr~~~e~~.

For the other entries corresponding to EZ) T1 = ~~~~~~ T._

a. ~~T, 32 and n1 = 214 6 . Note that

(~~~4 - n~) ‘n~~ is not large compared to S and hence ~- he

t runca t ion  poin t  would be moved to T,. or ~~~~~ Cont I n u i n o

thIs  process , if a conservative rule were used the process

would terminate at T = 7~~. 5 which would yield an es t imate

of = ~~~~~ By any reasonable rule the process would

termIna te at T = 7 14 .5 which gives a = 79. 4 . No te f or

this last entry the value of the s ta t i s t i c  (
~ 2 - n2)/n2~

is greater than four standard deviations from 0.

VI. CONCLUSIONS

In this paper a procedure which uses standard and new

statistical techniques to estimate clear radiances fer a

high spacial resolution , multiple field-of—view infrared

instrument has been developed . The technique does not cor-

pletely solve the cloud problem . For example , it will not

distinguish between a low level uniform cloud layer and the

surface . Also, certain types of Inversions In the

- 15- 
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temperature profile will cause difficulty . However, the

technique is computatlonal ly simple and can easily be used

with other types of procedures . This technique has been

applied to real data and seems to work very well.

— lo —
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A SEQUEN TIAL PROCEDURE FOR ES TI MA TING CLEAR RADIANCE

David S . Crosby
National  Environmental  Satell i te Service , NOAA

The American Unive r s I ty , Washington , DC

Yuslf Shakir Farsakh
The American University, Washington , DC

1. INTRODUCTION

A fundamental problem in measuring the infrared radiation

emitted from the surface or lower atmosphere of the earth from

space is the presence of clouds . The usual effect of clouds

in an instrument field-of-vIew Is to lower the emitted radi- -
t

ance. In order to use many of the techniques of remote sen-

sing it is necessary to have an estimate of the emitted radi-

ance from a clear or cloud-free field-of-view . One technique

which has been used successfully is to measure the radiation

emitted from a large number of neighboring small fields-of-

view . If a sufficient number of these small fields-of-view

— are cloud-free , then a technique which uses the theory of

the truncated normal distribution can be applied to the data

to obtain an estimate of the clear radiance (Crosby and

Glasser , 1978). One difficulty with the application of this

— 1 —  
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technique has been determ ing an objective method of selecting

the truncation point. In this paper a sequential procedure

for determining the truncation point Is developed .

2. THE MODEL

In order to apply the technique of the truncated normal

the following conditions must be satisfied. (1) There are

a number of neighboring measurements where the radiances in

the absence of clouds would be the same. (2) The presence

of clouds lowers the radiance in the field-of-view . (3) Some

of trie fields-of-view are cloud-free . (24) The difference

b~tw~an the measured radiances from two cloud-free fields-of-

view is due only to instrument noise, whose distribution is

assumed to be normal .

It is assumed that the density of the measured radiances

fro~r. t’~o cloud-free fields-of-view is due only to instrument

noise , whose distribution is assumed to be normal.-

I t  is assumed that the density of the measured radiances

from all the fields-of-view In a set takes the form

h (x) = (. f (x) + (l-~~ g ( x ) .  (1)

In equation 1, ~~is equal to the proportion of fields-of-

v-~e~ Lch are cloud-free ,

f(x) = (1/2,r~~)
1 exp(-(x-p)2)/2e~ ) ,  ( 2 )



—

and g(x) is some unknown density function . It is furthe r

assumed that there is some T such that-

g(x) = 0 x > T. (~
)

That Is for the values of x above T, the dens~ ty  c u rve  has

the form of a normal densliy curve wIth parameters ~ and

The parameter p Is the t rue clear radiance . That is p is

the radiance that wou ld  be measured from a clear field-o f—

vIew if there were no instrument noise . The variance , ~~~~~~~~~

of the instrument noise is assumed to be known. The problem

is to obtaIn a good estimate of p. If T is known then Stan-

dard results can be applied to obtain an estimate of ~~~~.

(Crosby and Glasser , l 7~$). The point T is ifl general

uakn-cwn~ however , it is assumed there Is a known T1(T1 > T)

such that g(x) 0 for x > T1. The T in equation 3 is the

optimal truncation po~nt .

3. SEQUENTIAL PROCEDURE FOR ESTI MA TI NG T

Let X1, X2, . . . , X~ be a random sample from the popu-

lation with the densIty in equation (1). Let X11, X1~,

~~~
• X1~ be the values from the sample which are above the

1
known T1 (T1 is defined in section 2). A T. (T~ < T1) is

selec ted . The values X , X ,-.,, • . . , X 1 are use d t-~11 L. fl
1

estimate p. Let the maximum likelihood estimator be 
~~~~~~

. Let.
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FC(TI, ~~~
, ~~

) = (l~~~ o~)
1 5 e p (- (x-~ )’2~

2
)dx. ( i .)

Given the values X11, X 1- ,, . • , X 1~ and g~~, an estimator of

* 
1

the nur~ber of measurenent~ n., above T—~, assu~tin~ that  the

distribution above T— . is normal , Is given by

‘
I = [n 11-”(F c (T1, 11, . 

~~
) / FC (T~ , 

~~~~~~~ 

~~~~~ (.
~

where fy] denotes the greatest integer less than y. L~ t n.

be the actual number of values above T2. If the dlstrlbut on

is normal above T2 then It is possible to show that

- )  / (n

is asymptotically normal , where thIs normal has mean 0 ar.d

known standard deviation .

If (
~ 2 

— n -~) ,‘ (n,,~) ~ is outside of  c e r t a i n  bounds as

determined by the asymptoti c theory, then is used as T

an d is used as the estimator of ~i .  If (L - n~ ) /
/ (n~~ ~

is wIth in  these bounds , then T2 is used as a t r u n cat i on

point and a T
3
(T.~ ( T~ ) Is selected and the process repe ated

with T2 replacing T1 and T.~ replacing T~, .  The process ~s

repeated until the (~j 
- n 1) / (n1)~ is outside the bounds

or until (T1 - u) / ~ Is less than some C.

— k -
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A~Y?’T VTI C THEC~ Y

The r~’s u 1 t s  o~’ t h i s  se~~ on are baseo n the t h e o r ;  
~
‘ .

in a scr~ es o: ’ 
~a~ ers  L -  Sanathanan (l~~72a , l~ 77)

I-c t X ,,  \ , . . . , X~. be N ~‘a~ucs of a va~~~a H t -  X i~~~~ne~
sa~~- :e i  :‘ r~n~ a ~1is t  r b u t  i o n  F~ x )  . As sume t h a t  t w . ~ ~ou—

stants are ~~veu au~i T: (T~ < T1) s~~oh tha~ the d .str .—

:t I-~u ~~~ has -
~~~

-
~~~~~~ : .  : n o t i c u a  form F~ x;~.\ to  t h e  r~~ ht  of

u - . e~ ua t h e  ~~r~~e ~ of va r a ~1e s - ‘ ~ he r c- T. .

the a r ~-unen~ wh~ :‘o 1. l o w s  n . ~ s co~~-~ dere~ ~~~~~ be a ~a ’a —

r~et ~’r . Consi~ er the d i s t r i b u t i o n  o~’ the var !ab~ es ab ove T

This i s  a r unoat  ~ui di  r i  b u -  on w i t h  d e u s i  tv  f u n . ’t ion

f ( x ;  i~)

~h er c  f ( x ~ ~) is the  d e n s i t y  o:’ F~~<~ )~
‘
~ 

and Y j T ~~ ~~

- F ( T ~ ; 
~

) .  Ca i l  t h i s  d i s t r hu t  i on  fu n c t i o n  
~ ~~~~ 

Th~’

cY s~ ri ~ut ion t’unc t  i on  ~ f the variables abov e T , can  be con-

s ciered as a t r u nc a t e d  d i s t r i b u t i o n  of  t h e  di st ~ibutiou i”:();~

The densit’c function of this di strit ’utic’ u w i l l  have  :‘orr

_ f lx ;  p)
f ( x :  ~

) 
~~~~~~~~ j~) _________

F~~(T i~ J~ 

— F,(r~, p~

F~ (T— ~.~ ;i)

_ _ _  

_ - - -



F (T1; p)
Note that = P(~~) is the conditional probabilityF~~(T ~- ;  ~i)

that  X.  is above T g i v e n  t h a t  It  is  above T,- .

~~~t X,, X , . .. , X ,~ be a rand om number of o b s e r v a t i on s

n.  rn. as-cve T, .  The l i~ceh i h o od  f u n c t i o n  is  g iven  by

L(n2 ; p) L1( n . ~ P(~~) )  L~ (,~) ( 7 )  
—

where

L1(n2 ; P ( p ) )  = 2 
(~~(~~) ) n1(1 - p(~ ) ) fl2-fl.

n 1! ~n2 — n1)!

(Es )

ana
n -~

— ir g(x~~: p). ( - ‘~
.)

i= 1. -

Only the case where (~~2, ~
) is maximized f i r s t  by eh t a in i n 5-

as the value of p which  rnaxirni :ed  L~ (p )  and then m a x i m i : i n~:

L1(n~ , P(p)) with respect to n,-. is considered . Thi s e s timat e

~ i’ i s g iven by ~~12 = n1 ~1 where fy ]  denotes  the

greatest integer less than y. Then as shown by Sanathanan

( 1977 ) if at every admissible va.lue of p (p is a r-dimens i onal

vector of parameters) P(p) admits continuous first-order

partial derivatives and f(x, p) admits continuous first and

second order partial derivatives almost everywhere with

- 6 -
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respect to X then

* A( 
~~~

- , u, P(~i))-9(l, p. P ( p ) )  a .s.

and

(n~ (
~ 

- u); 
~~~~ 

(
~ 2 

- n2) )

is asymptotically normal N(0, ~:) where is the ( r  + 1) x (r + 1)

matrix given below .

Let the partial derivatives of P(p) and log g(x, p) with

respect to 
~~~~~, 
(the 1

th component of p) be denoted by P~(~ )~

, p). Then set

a = 
F~ (p) 

~~~~~ + P(p) (10)jm p(~~) (1 - P(p))

E (g. (x ; p) g~ (x~ p f l .

(The expected values are t.aken with respect to g (x; p)).

P (
~

)
a m
om l-P (p)

aoo 
~ 

P~~) . (if)

The inverse of the m a t r i x  ~ I s  g iven  by

- 7 -
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For (‘u r t h e  r dl  cu ss “ ii ari d development.  sce t h~ papers by

i f  the above t h e or y  I app lie d t o  the  s I rig lo pi~ramete r

t runes t ed norma l w i t h  var Ian e • t found I. ha the

asytnpt ot  ¶ c v a r i an c e  of (~~~~
, — n )  n I s  ~ y en by

(F’~~(T~-,: p) ’(~~ 1’:~~ p~ — 
F ,i~T1 ; p))’t’~, T;~~ p)Y

F~ ( T, ; ~i) (F , ( T1 ; p) ) H ( T1 ; 
p)

F ,( T ,~ p) -~ ‘~,(‘r~ p)

F (  
~~

%%~h(’ “ I ’

‘I’(T; p) (1 - ; ‘ -I~- ) . ~ e’q’ — ( T  — p ) ’  ~ ~

F .(’r ~ p) - ( 1  . ‘ r )  5 ~~~~~~~~ 

- (‘ - , -
~~~~ (l ’ ~

H(T~ ; jz) F~~(T
1
; p) -

~ (T 1 — g i )  . F~.(T.~; ~i)~~T1 : fl~
_
~~ (T1~ ,j Y ,

(17)

Table 1 gives thi s  asymp totie vari ance for some value s

of T1 and T2. Note that tn the sp p l t t ’a t l o n  p ~ estimat ed 
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and hence so is the asymptotic variance .

TABLE 1
The Asymptotic Variance of (

~ 2 - n2)n 2 ~

T T,-, S’~1
1.0 o. r~ 2 .39

0. 1.33
0 . -0.~ 0.700
-0.1 -1.0 O .3~40-1 .0 — i . ~ - 0.113k
-1. 5 -2 .0 0. 057

-2 .5 0.019
-2 .5 -3. 0 0.005

5. EXA~~ LE

The procedure has been applied to the 10.5 - 12.5  wr
infrared channel of the Scanning Radiometer on the NOAA

sa te l lites . The data appears in blocks of lO2~4 measure-

ments. Table 2 gives the upper tail of one such data Set .

The measurements are in counts and have been transformed in

order to keep the example as simple as possible .

For this example it is assumed ~ = 3. ThIs value

was determined from independent measurements. It is clear

from an examination of the data that a reasonable trunca-

tion point for this data is 57,r~,

- 9 -



TABLE 2

Data From the Scanning Radiometer

The data are in counts . The estimated mean uses the data

in the tat]. above and including the correspond ing count .

Counts Frequency Estimated
Keen

C

73 2
72
71
70 12 614 .9
69 22 614.9

66 31 65.0
67 142 65.0

- j  66 34 65.3
65 37 65.5
64 149 65.3
63 42 6~.i62 39 64.
61 29 64 .

60 12 64 .7
59 14 64.5
58 8 64,6
57 11 64.4
56 114 64 .1

Let T1 — 63.5 and T2 — 62.5. Then n1 — 245 and —65.3. The estimated ssymptot~ ~~rd deviat ion of

- n2/n2
1 is .45. In this case t~ )/n~~ — - .53.

Move to T2 and repeat the process . Let T1 — 57.5 and

T2 — 56.5. Then n1 — 393 and — 6 1 4.6. The estimated

asymptotic standard deviation of (P~ - n2)/n~~ l.a ,o8.
In this case (

~2 
- n2)/n2

4 — - .144. Stop at and use

— 64 , 6 as the estimate .

— 1 0 —

L 
_
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Data From the Scanni ng Radiometer

The data are in counts . The estimated mean uses the data
- 

I in the tail above and including the corresponding count .

Counts Frequency Estimated
Mean

C f1 p
73 2
72 3
71 8
70 12 614.9
69 22 614.9
68 31 65.0
67 142 65.0
66 34 65.3
65 37 65.5

• 64 149 65.3
63 142 6~ .i
62 39 64.

- 61 29 64.
60 12 64.7
59 14 64 .5
58 8 64 .6
57 11 64 .4
56 14 614.1

Let T1 = 63.5 and T2 — 62.5. Then n1 — 2k5 and~~1 —

65.3. The estima ted asymptotic standard deviation of

~~~~ 
- n2/n2~ is .145. In this case (

~2 
- n~)/r~~ — -.53.

Move to T
2 

and repeat the process . Let T
1 

— 57.5 and

— 56.5. Then n1 — 393 and — 64.6. The estimated

asymptotic standard deviation of - n2)/n~~ is .08.

In this cas e - n2)/n~ — -.1414. Stop at T1 and use
— 614.6 as the estimate .

- 10 -
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t5. CONC LUSIONS

The technique presented in this paper gives a simple
objective method for fi nd ing a truncation point f~ r a dis-
tribution which is contaminated over part of its range.

For large samples wi th the sIngle parameter normal It seems
to work very well .

AC1C~OWLE DGMEN T

Part of this paper was written while the author was

supported by the Office of Naval Research Contract N0O01~+-~
77C-062k.
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ESTIMATING CLOUD PARAMETERS
US ING TRUNCA TED DISTRI SUTIC ’N 3

Da v d S C ro s ~ y

NOAA , N ationa l Env~ ronmerital ~3~ te~~~ te Serv i ce
and The Amer ic an  Ur.!vers~ ty, WashIngton , D.C.

ABSTRACT

When est ~ mat i r~ a tmospherL ’  and surfa~c parameters ~‘ror~ satel-

l~ te ~~~suremcnts or In f ra red  rai 1.an - ’e , o~ e o:’ the ~o:~
cult problems is that o-~’ cloud efI’ects . it has bee:: sh ~~
th~’ t~ ‘ :‘y of truncated t~robah? I t~ d~ ~~t r~ but~ ~~ can ~‘e u~ co

to est~ mate olea r  rad iances in ccrta n s ua t~~on:~. i n  ~1

paper ~~~. ~s shown that the same techniques can be used to o~’-

tam bound s on c e r t a i n  cloud parameters , These param c~ ers ~n-

d ude cloud-top temperature’ z~nd cloud am ou n t .  If the atm.-’s-

~mperature profi le is assumed known , then bounds on

- - :~ ht can be obta i ned . These bounds can then be used

to improve results for certain temperature retrieval technique s .

Part ~f thi s paper was w r i t t e n  w h i l e  the author was sut~p o r t e~by the Office of Naval Research Contract N0C~C 1 4 -~~ C-0:’2 k .
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David S Crosby

INTR ODU CTI ON

The p r im a r y  d i f f i c u l ty  associa ted  w i t h  r emot - e sensing . of atm-

spheri c or surface parameters U S i f lf~ s a t el l i t e  measured ~n f r a rcJ

rad~ at i -or. ~s the pr esence of c louds . In a p r e v i o u s  paper , a

technique which uses the theory of the truncated normal dis~ r1-

butlon to e~-t-imate cloud-free radiances has beer. deveioped . Set ’

Crcs~’y [~~
Y - -  . In th I s  paper the t echnique of uSIf l (  the tran-

oatec nor~:c . o : s tr ~ but ’. or; I s  usea to c’bta~ n bounds or~ ce rui’n

cloud parame ter s. These parameters include cloud-top tempera-

ture and cloud amount . If the atmospheric temperature profile

• is assumed known , bounds on cloud he ight can a lso he ob ta ine d .

The techni que uses a large number of small fields-of-view

(f-o-v ’s) and assumes that the noise of the instrument has

approxImately  a normal d i s t r ibu t ion . It is also assumed tha t

atmospheri c temperature Is a decrea s ing f u n c t io n  of hei~~ht . 1: ’

these assumptions are satisfied , it is then possible to obtain

an upper hound on cloud-top temperature and upper and lower

bounds on cloud amount for the highest layer of cloud s in  a

composI te f-o-v .

TUE MODEL

There are assum ed t o  be n small r—o-v ’s ~n the composite

f-a-v . Let R 1, R,.~, ~~
‘
, R~ be the measured radianc es from these

smal l f-o-v ’s . If f-o-v I has more of the higher level cloud

_ _  _ _ _ _ __ _ _ _ _ _ _ _ _ _ _  A
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Es ima t n: Cloud  Pa r a m e t er s  Us i  n .  T r un : a t e d  Ei s t r  L u ~.i Th~

than f— ’-v-  ~ and the c~~fe’t of n o i s e  i s  neo l ec ted  the! .

< R~ . That i s , a f — o — v  wL ch ~s c - cc re~i u; more of the

hi~~her  level  c l ou d  ~s a - ~~ed to have a lowe r t rue rad~an.-~~.

If severa l  f — c - — v ’s arc t o t a l l y  cloud cove red  the:. t~.c d i

be t ; :o~~ . t h~ r :neas ~red ra-d ance alueo s as owned o be -

meas ur et ~.e::t e r ror  wh ich  is assumed to h ave  ap~ r~ x i m a te y a

norma l d i s t r ib u t i o n .

Let- h ( r )  iie the theoretical hist-o~ ram or density from an arr~;:

of radlances which meet - the above conditIons . Then the lower

part of the hi sto -~:ran will have the shape of a normal curve .

• That is, there is a K such. tha t I f  r < K

L (r) ~ exç (- (r-u~~~”~~~ ) ( 1 )
s”: r~~

In equa t ion  (1) U S the standard deviati on of the in strur :cn~
n o i se  and is the t rue  rad iance em i t t e d  f r o r .  a cloud cove~-c~

f-c-v . It ~s assumed In the d iscussion that. follows that ~~ is

~riowr., hut  th is  is not  a necessary assu.mt~t i on , It- wi l l  a l so  o~
assumed ti:at K > ~~~~. Given that  the da~ a s a ti s f i e s  these ccn~ i-

t lons the techn iques  for ob ta in Ing  an estimate of ~ are well

developed and have been successfully applIed to the problem of

estiratin~ sea-surface temperature . See, far example , Cros by

(l97~~1. For a dIscuss ion of the trunca ted norma l see Johnson

and i~Ot Z C1970).
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-• Da\’Id S Cro sby

TECHNI ~UE

As w 1 1  ~‘c seen ir .  t h e :t. l lcw~ n~ d i s cu ~ si on , the t e ch n i  ~~
s i mr l t - t o  a~~o ly  and c-o u ’J ea si i y  be ca rr~ ed ou~ by a LIcr cPr o e z s ’r

on the  sat e~~i : e . In ~r de r  t o  ~eer the ~i e’cc ~~~~rt ar- s in ’- ’ -

as r -~~~ ib ’ e the fo i l  ~wi r :  a s su m p t i o n s  a~ e n ade :  tn-

- —

- r e :L :-ce ca1~~c r at i ~~n ( i o h  c o u n t s  l~ ’;-.- ~‘ n i ~~:~ -~~~.

d a t n  t c  oc nncl :.- :eu w~ II  uc on thc  upp er  or lef t tail of

the hist ~ ran ,

c — un ~ da~a ron the in ruc:ent w i l l  eo in the fcrr:.a t r eo”~- —

L \  Tht - l e  1.

Ta~~lc I

class ni~.d ~~m i : - t  c lass :‘r~ - c - :

=

( + k ,)  ‘~

C’ C’ C’
C’ C C

C’ C’ C

—~ 
—

~~~~~ 
( 4 h

i—i ) 
‘_

ii Gi ve:i tha t  the da t a I s n th~ forma t the  pro cedure  ~ s as

f oll~ wo . Select a mIn Imum number - of  classc~ t o  usc . A 

_ 
- - --~~~ - - ~~ - 

_
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Es’. :n a t  no Cl ou d  Pa ram e te r s  Usi n ; T r u n c a t e d  t’I st  r i t u t i  ons

reasonabl e  numb er of c ~aoscs to use as th e  min imum should cov er

appro xima :c y two s t a n d a r d  dcv~ at1o: .s . For example , I f  the

standard iev a t l ~~n ~s t h v c c  an! t s  and each class is  one un i t  I:.

le r - . t h , then  usc a ni o :‘ si  x cl asses . Porn t-h~- ad ,~us ted

i:’.ea:-~ of the data above and I n c  ThdI  n , - class j ,

Then . ~~~~ n~ v . :,ro:
~~~

a 

. ( :)

~~~~~~~~~
~ .00 .01 .02 .03 .04 .05 .06 .07 .08 .09

.3 2.77 2.65 2.53 2.42 2.31 2.21 2.12 2.03 1.94 1.86

.4 1.778 1.702 1.629 1.559 1.491 1.426 1.363 1.302 1. 43 1.187

.5 1.132 1.078 1.026 .976 .927 .880 .834 .789 .745 .702

.6 .661 .620 .581 .542 .504 .467 .43]. .396 .361 .327

.7 .294 .262 .230 .198 .168 .138 .108 .079 .050 .02

.8 — .006 — .033 — .060 — .086 —.112 — .138 — .163 — .188 — .212 — .23 E ~

.9 — .260 — .283 —.307 — .329 — .352 — .374 — .396 — .418 — .439 — .4c c

- 
ii Z c 4

.0 .1 .2 .3 .4 .5 .6 .7 .8 .9

1 — .481 — .678 — .856 —1.020 — 1.172 —1 . 314 —1.449 — 1.578 — 1.702 — 1 .8 2 1

2 ~1.937 —2.050 2.161 —2 .269 —2 .376 —2 . 481 —2.586 —2. 689 —2 . 79 2  -2.694

3 —2.995 —3.097 —3 .198 —3.298 —3 .399 —3.499 —3.599 —3. 700 — 3 . 800 —3 .90 0

If V. > 0, repeat , us In~’i class !4l . Cont inue  until Vm < ~

_  _ _  _
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Then the estImate for the counts from a to ta l ly  cloud covered

f-o—v is given ~y

C = k - V Q-~
This C can be converted to radiance or to temperature oy the

ca lib ra t ion  curve of the inst rument . Given the assumption that

temperature decreases with helzht this number wil l  be an upper

bound for  the cloud-top temperature . If the temperature p ro f i l e

is ass~~~ed known as a f u n c t io n  of he i Cht then it  is ocv iou s  hc~

to use this temperature to obtain a bound on cloud height .

To estimate the number of f-o-v ’s which are totally covered by

clouds the following procedure is used.

Let

N ( k m ) = 

1
~~
i
fi (

~
)

where m is the number of classes used to estimate C in  Eo .

N( h ~,.) i s  the number of measurements above Then an e s tima te

for the number of f -a-v ’s which are totally covered by clouds

c’ —~~ -e~ b ’’ —

w ( f l (~~~~~
:/2 2 ) d~).N(~~~) (

~~
)

and N = [W ] ,  where (W ~ is the smallest integer greater than or

equal to W. To obtain a lowe r bound on the proportion of the

composite f-o-v covered by cloud , set

(N/M)

_ _  
_ _  

j
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where M is the number of small f-o-v ’s in the co~iposite f-o-v .

To obtain an upper bound on the proportion covered by the higher

level clouds the same technique is applied to the tail of data

associated with the higher radiances or lower counts .

EXAMPLES

1 1 I I 1 7 I I 1 1 1 1 7 7

kemo T.SZY.4 11
•S~~~~~~~~ .O(~~~S~~~~~36S
a. .s

SO -

40 -

SO

1%

0 I I ~fl I I I I _I I I I & I

MO 130 MO MO MO MO UD MO r~o i?o ISO MO MO 136
1 5~~ 042 DI ill

Fit . 1. Histogram of count data from Scanning ~~diometer.

The procedure has been app lied to data from the 10.5 - 12.5 
~~

infrared channel of the Scanning Radiometer. The technique was

applied to data blocks of 102~4 measur ements. Figs. 1 and 2 are

II_ ~- — -------—- - ---—-- — -.-- -- - - - - - - - -- 
~~~~~~~~~~~~~~~~ -~

- 
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6 David S Crosby

histograms of such data . The examples are from the Pacific

Ocea n regi on for July 12, l97~ .

In each figure K is the truncation point used (K — km)’ 
T is the

temperature estimated for a completely cloud covered f-o-v , the

assumed standard deviation of the instrument was three counts ,

the heavy black curve is the theoretical density (norma l distri-

cution) of completely cloud covered f-o-v ’s. For example, in

Fig. 1, the truncation point was 180 counts , the temperature
- - was 227.40 K, at least 35 per cent of the f—o-v ’s were covered

by the clouds and at least 11 per cent were c loud free (at least

of the higher level clouds).

~~I0,UO~O37

S O -  K 1 .~ 49 9.. o.s ii -

k,.mo

SO ca .usI
37S~~QO%.ES~~7S
‘ .3

40

SO

SO

m _ _  
-

hO SO ISO SO ISO
‘Si.,

Fig. 2. HistOgram of count data from Scanning Radiometer.

~
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Es I ma t ii ~
-

. C loud Ia r ame t c r~; Us ~ Trw u . L 3 ~ s t r : - -~ . -

In - ‘
~~ . ‘ t h-cc 3 :e r e~ t runca  I ‘n ~~‘ -~~ ~r K ’ wer e  u~~

Note the sma l -~ char  e ht- - tem~cra we vu -

CC~ :i~U~;T Cr ~:

A t c c h n ~ que has t ’ec~. r r e~ en~ t -d wh~ ch  ~~. ~‘ee s im p  ~e and . a - ~~e~~ :

es t m a t e s  o - - bow 3 on cc r ta r c oud parame te r~~. I ma ~

a~ i o n s  t h e  e c h n ~ - rn. m ay not  e. i VC rt ’S u i  S Wh : ch  W t d’ ~ i : : d i - n o n —

de~ ~.
- use ful . flow..- ye i- , h ey  can be use d as s ta rti n~- po - c-

checks on situations of the radiative transfe r equation . The

pess b I c  va lue  o ’ the t echn~ que comes from t h e  i’e I  low~ n~ eon —

s I de rat ¶ - w t fi he c loud da a ~
-

. yen by t h t e-.- hr  I que cc r —

• t a l , .  tech.. -~ Ut ’~’- f - ’r r e t  ~n e~ i r s - . a~ n .~sn!’e r i  c parameters wb ~-h t ’a’.~~

not  been t~ra ct  ica l In the t~as~- may r- ’w be pra ctical sIn ce the

techn que s so s mt ’ le i t  could be I nw I emen ed on t he sat  c l i

and hence w o u l d  solve many of t he  d a t a  ~ i ow p r o b l e m s  asso~-~ a t c . ~
w~ t-h sr~iall — o— v I n s t  r u m er t  s
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