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an invited paper at the Workshop on Interpretation of
Remotely Sensed Data sponsored by the Institute for Atmos-
pheric Optics and Remote Sensing. The paper will appear in
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Remote Sensing of the Atmosphere and Ocean by Academic Press.

The second paper, "A Sequential Procedure for Estimating
Clear Radiance," will appear in the preprint volume of the
Sixth Conference on Probability and Statistics in Atmospheric
Science published by the American Meteorological Society.
"Estimating Cloud Parameters Using Truncated Distributions"
was given at the COSPAR Symposium on Remote Sounding of the
Atmosphere from Space. An abstract of this paper appeared

in the Proceedings of the Symposium published by Pergamon

Press,
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THEORY AND APPLICATION OF THE TRUNCATED NORMAL

DISTRIBUTION FOR REMOTELY SENSED DAIAl

David S Crosby
National Oceanic and Atmospheric Administration
The American University

D. J. DePriest
Office of Naval Research
I. INTRODUCTION
A fundamental problem in measuring the infrared
radiation emitted from the surface or lower atmosphere
of the earth is the presence of clouds. The usual effect
of clouds in an instrument field-of-view is to lower the
measured radietion. In order to be able to use many of
the techniques of remote sensing it is necessary to have
an estimate of the emitted radiance from a.clear or cloud-
free field-of-view. The technique which is developed in
this raper uses the measured radiances from a large number
of neighboring small fields-of-view. If a sufficient
number of these small fields-of-view are cloud-free, then
a technique which uses the theory of the truncated normal
distribution can be applied to the data to obtain an esti-
mai the clear radiance (Crosby and Glasser, 1978).

lPart of this paper was written while Dr. Crosby was

supported by the Office of Naval Research Contract NOOOl4-
77C-0624,
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Since the technique developed is a maximum likelihood pro-
cedure, standard statistical procedures can be used to
determine if the distribution in the tail is approximately
normal, This allows for a simple decision procedure to
check if the model is satisfied (DePriest 1976, Crosby and
DePriest 1977). These decision procedures use classical
statistical goodness-of-fit tests, inally, one difficulty
with the application of this procedure has been an objective
method of determining a truncation point. A sequential

procedure for determining this truncation point is outlined.

II. THE MODEL

In order to apply the technique of the truncated normal
the following conditions must be satisfied. (1) There are
a number of reighboring measurements where the radiances in
the absence of clouds would be the same. (2) The presence
of clouds lowers the radiance in the field-of-view. (3) Some
of the fields-of-view are cloud-free. (4) The difference
between the measured radiances from two cloud-free fields-of-
view is due only to instrument noise, whose distribution is
assumed to be normal,

It is assumed that the density of the measured radi-

ances from all the fields-of-view in a set takes the form
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h(x) = ®€f(x) + (1 - a) g(x). (1)
In equation 1, € is equal to the proportion of fields-of-
view which are cloud-free,
«; ~ ~
£(x) = (1/270°) “exp(- (x-n)) /207), ()

and g(x) is some unknown density function., It is further

assumed that there is some T such that

g(x) =0 252 (

ol

)
That is for the values of x above T, the density curve has
the form of a normal density curve with parameters u and o?.
The parameter p is the true clear radiance. That is g is
the radiance that would be measured from a clear field-of-

~

view if there were no instrument noise. The variance, o,

-~

of the instrument nolse is assumed to be known. The

problem is to obtain a good estimate of .

III. THE ESTIMATION PROCEDURE

The statistical technique outlined in this section is
well known and is available in the literature. See, for
example, Crosby and Glasser 197€&,

If the radiance data above some truncation point T

is from a truncated normal distribution, that is it has

the form given by equation 2, and if it has known variance
02, then the maximum likelihood estimate for the mean u

is a monotonic function of the arithmetic mean of the
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observations above that truncation point,
Let I,,(1 =1, *++, n) be the measured radiance values

above some truncation point T. Let

2y = (Iny - T)/o (%)
and let

v = (T.®). (£)
Recall that T is a known truncation point, @ is the known
instrument noise, and a is the estimate of the clear
radiance, Let

n
Ta3x g (0)
i=1

A
then v is given by the solution to the equation

QQ
A “: /N :/,\ - .
-v + (exp(-v"/2) exp(-x“/2)dx) = & . (7)
\V
A : A 4
Once v is known, M is found by the inverse of equation (%)
A A ;
n=T-veEe . (:)

Since the function given in equation & is monotonic and
smooth, so is its inverse., It is possible to find a good
rational polynomial approximation to the inverse function

which gives ¢ as a function of T,

Rt B A N o TR




As an example this procedure has been applied to the
10.5 - 12.5 um infrared channel of the Scanning Radiometer
of the NOAA satellites, Table 1 gives the upper tail of
one such data set. The measurements are in counts and
have been transformed in order to keep the examrle as

simple as possible.

TABLE 1
Data from the 10.5 - 12.5 um infrared channel of the

Scanning Radiometer.

Counts Frequency Estimated Mean
A
C fl u
73 e
7e 2
TL 8
70 12
o2 22
6¢& 3 65.0

For the data in Table 1, T = 67.5, ¢ = 3 and hence
- A %
7 = .560. Then ¥ = .833 and n = 67.5 - ((.833)3) = 65.0,
The value for @ is found from independent data and G is

found from Z by solving eguation 7.

IV. GOODNESS-OF-FIT TESTS
The procedures outlined in section III depend on the

assumption that the upper tail of the distribution has the

-8 a
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shape of a truncated normal distribution, If the shape is

not normal it may indicate that few, if any, of the fields-

of-view are completely cloud-free. Hence the shape of the
data from the tail may be used to screen out situations of
this type.

The test which is recommended is the chi-square
goodness-of-fit test. For a description of other possible
tests see DePriest 1976, The chi-square test is well
known, See, for example, Cochran 1952. However, for com-
pleteness, a short description of the procedure will be
given here,

Given n observations grouped into K mutually exclu-
sive categories let 0, and E; (i =1, 2, «.+, k) denote
respectively the observed and expected frequencies for

the K categories. The statistic is

K
. S i

2
: 1 - E)/Ep (

dl
A

Since the estimate of the parameter u, |9, is a maximum

likelihood estimate the asymptotic distribution of the

statistic x2 will be chi-square with K - 2 degrees of

freedom. Since the radiance values are already grouped,

this natural grouping is used in the computation of the




statistic, To illustrate the technique, two examples are

provided,

L gt ey w b Lo el

For the data in Tables £ and 3 it was assumed that
=3, This value was determined from independent measure-

ments,

TABLE 2

ta From the Scanning Radiometer

The data are in counts., The estimated mean uses the data in

the tail above and including the corresponding count,

Counts Frequenc Estimated Mean
v A
C fi u
7> e
e 3
71 8
70 2
(S18) 22
a8 =1
bT ’4.’.‘
oo 24
05 b §
ok La 65.3

For the data in Table 2 a truncation point of 03,5 was

A ¥
taler This gives an estimate of u, u = 05,3, The number

off © 'ps was taken to be equal to G, The data associated




with 72 and 73 counts are grouped into a single class. Then
the chi-square statistic will have 7 degrees of freedom. It
is found that X = 4,5, This value indicates a good fit,

The model given in section II is reasonable.

TABLE 3

Data From the Scanning Radiometer

The data are in counts. The estimated mean uses the data

in the tail adove and including the corresponding count,

Counts Frequency Estimated Mean
~ o~ A
< {
3 B
50 1
N it
47 =
4o O
= &
4y o 45,4

-

For the data in Table 3, a truncation point of 43.% was
taken and a = 45,4, Grouping the counts S0 and 49 into
one class, there are o classes. The chi-square statistic
has 4 degrees of freedom. The value is found to be 10,73,
The fit is not very good and the model of an upper tail

which is normal is rejected.

n




V. DETERMINING THE TRUNCATION POINT

Given a truncation point T, the procedure outlined in
the earlier sections will estimate u anc test if the tail
is normal, However one difficulty with the application of
these techniques has been a determinaticn of a good trun-

cation point, The following procedure is recommended. It

is assumed that the data is grouped. Then the count datsa

from the instrument will be in the format represented by
Table 4,
TABLE 4
Class Class Midpoint Class Frequency
LS my = (kl+ko)/2 , 48
-k = 2 £
ky-ky m, (k2+kl)/ £,
Ky 17Ky m, = (ki+ki_])/2 £y

The minimum number of classes used in the technique should
cover approximately 2 standard deviations. In the examples
which have been presented o was equal to 3, and a minimum
of 7 classes was used, The adjusted mean of the data above

and including class j is
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2= x . =K. P o £ ’ 30
= sy -ng / £ ) (20)

~

Then 3{ is found using equation 7 or an approximation to
this equation, 1If GJ > 0, compute a zj+l' Repeat this
process until Om < 0. The data above the point km is then
checked using the goodness-of-fit criteria of section &4,

T the data does not fit the tail of a normal distribution
the process is terminated and the retrieval discarded.

At this stage of the process the truncation point is

km. The truncation point should be selected to include
as much of the data as possible. The reason for this is
seen in Table 5, Table 5 gives the asymptotic standard
deviation of ((ﬁ - p)VN)/ofor various values of T, 1In
this table N is equal to the total sample size if there
were no truncation, o is the known standard deviation, &nd
ﬁ is the estimate of p found using the maximum likelihood
technique of section 3, It is seen from this table that
there is a significant redpction in the standard error of

A
estimate for m if the truncation point changes from p to

two standard deviations below u.

- 10 -
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TABLE §
Asymptotic Standard Deviation of ((a - wWR) /o

i ¥ Asymptotic Standard Deviation

? 0.5 3L UTU

: 0. 2.346

f ‘O-S\ 1-37-; :

: -1.5 1.176 :

| -2, 1,074 ;
-3. 1.007 ‘

(In Table & T" = (T - p)/6.)

i LA A TN i 16

A sequential procedure is used to determine if the
truncation point should be moved. Let IAl’ 1)2, cen, IAnl

be the radiance measurements above some T1 and let

1 I

a1 Iaoe ‘s Iznl’ +++y Iype be the radlance measure-

ments atove some T-(T. < T,). A decision must be made
« & l

whether to move the truncation point to T, and hence increase
«

the number of measurements used to estimate w., The decision
process is based upon the result that using the information
from the values IAl’ IX:’ v, IAnl’ it is possible to
estimate N This estimate 1s called gz' It can also be
shown that (ﬁz - nz)/ns is asymptotical normal with mean

0 and estimatable standard deviation., I (a: - n.)/n,y is
within certain bounds then the truncation point 18 extended

4
to T,. 1If (ﬁﬂ - nﬂ)/nz‘ i{s outside these bounds, then

. &
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A
'I‘1 is used as the truncation point and vy, the estimate
based on the variables Ikl’ IA?’ $eA Iknl {8 used as
the estimator for pu. The process is repeated using T,

in place of T, and some T,(T; < T,) !n place of T,. Th!

o

procedure is repeated with a sequence of Ti's until
A
(ny - ni) ,/nis is outside of the bounds or until
™ = ((T - u)/0) is less than -2,
A
Let “1 be the estimator of p based on the measure-

ments above Tl. Let

A 2 74 o4 ‘ Ay ) P
F(Ty, W, 07) = (172me") . exp(=(x - p)/2e" )dx,
i

Then an estimator of n. is
B, = (ny Z(F.(Tys Oy, 0°)/F (Tay &, o))
- AR v b B s g PN S T !

where ([y] denotes the greatest integer less than or equal
to ¥y. Let n. be the actual number of measurements adbove

TC' Assuming that Ihl’ IAC’ B A1 IAnP come {rom a popus

lation which !s normal with mean p and variance ¢ = 1,

the asymptotic variance of (Am - n,)’n is given by

(1)

(1)
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(Fo (Tom) W (Ty,0)-Fo (T),0) Y (T,,u0))°

5 .
' FC(TQ:") (Fc(Tl,ll)) H(T]_:“)
{ F.(T.0) - P AT, i
1 3 o (Toum) o(T1,m) o §
{ FC(T]_:“) g
FE where g
P(Tp) = (1/em) 7 exp-(T - )22 (14) s
| 4 %
F(T,m) = (1/27m)" 3 é’ exp-(x - p)°/2dx (15) ‘
H(T ,n) = Fi(Tl,u) + (Tl‘“) ; FC(Tls")“’(Tlﬁu -¥( 1:“

Table = gives the asymptotic standard deviations for some

values of Tl and T2 when g = 0,

L e = ey

TABLE ©
i The Asymptotic Standard Deviations of (n2 - ng)fnzi
Tl T2 S
1.0 07 1,004
0.5 017 1813
0.0 b 33 0035
-0.5 -.83 400
-l.O -1033 316
"1-5 "l 83 20(
=2.0 -2.33 119
«2.5 -2.83 L0064




This sequentiel procedure has been applied to data

from the 10.5 - 12.5 um chennel of the Scanning Radiometer.
Table 7 gives the upper tail of such a data set, The data

are in counts.

TABLE 7
Data From the Scanning Radiometer
Counts Frequency Estimated Mean (n2-n2)/n2% S
28 1
i 3
85 33
€5 18 78.3
84 S 79.0
€3 L7 79.3
g2 67 79.4
€1 o& 79.7
) 71 79.9% 57 58
79 15 79.6 -.10 L4k
7€ 50 79.9 LD sl
7 S5 79.8 -.52 .29
7o 45 T97 -.40 Ao
75 4E 79,k -.89 .16
T4 2¢ T9.5
&, 22 79.2
T2 15 T9.4
T 25 78.8&
70 21 78.5
69 9
68 21
57 20
66 13

A
¥V is less than zero,

. 1 g
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For this example & = 3. The estimate of p, ﬁ uses the data
in the tail above and including the corresponding counts,

For example the estimate corresponding to 80 uses a trun-
cation point of 798.%, This is the first estimate where G

is less than zero. The sequential procedure is then applied.

For the other entries corresponding to &0 T, =79.5, T, =
A

78.5, n, = 317, n, = 327 and n; = 246, Note that

A /n.d

n, - nﬁ)vn2 is not large compared to S and hence the
“

(
truncation point would be moved to T2 or 79.5. Continuing
this process, if a conservative rule were used the process
would terminate at T = 75.5 which would yield an estimate
of ﬁ = 79.7. By any reasonable rule the process would
terminate at T = 74.5 which gives a a = 79.4, Note for
this last entry the value of the statistic (32 - ng)/nzi

is greater than four standard deviations from O.

VI. CONCLUSIONS

In this paper a procedure which uses standard and new
statistical techniques to estimate clear radiances for a
high spacial resolution, multiple field-of-view infrared
instrument has been developed. The technique does not com-
pletely solve the cloud problem, For example, it will not
distinguish between a low level uniform cloud layer and the

surface., Also, certain types of inversions in the

- 15 -




temperature profile will cause difficulty. However, the
technique is computationally simple and can easily be used
with other types of procedures., This technique has been

applied to real data and seems to work very well,

§
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A SEQUENTIAL PROCEDURE FOR ESTIMATING CLEAR RADIANCE

David S. Crosby
National Environmental Satellite Service, NOAA
The American University, Washington, DC

Yusif Shakir Farsakh
The American University, Washington, DC

1. INTRODUCTION

A fundamental problem in measuring the infrared radiation
emitted from the surface or lower atmosphere of the earth from
space is the presence of clouds. The usual effect of clouds
in an instrument field-of-view is to lower the emitted radi-
ance. In order to use many of the techniques of remote sen-
sing it is necessary to have an estimate of the emitted radi-
ance from a clear or cloud-free field-of-view, One technique
which has been used successfully is tc¢ measure the radiation
emitted from a large number of neighboring small fields-of-
view, If a sufficient number of these small fields-of-view
are cloud-free, then a technique which uses the theory of
the truncated normal distribution can be aprlied to the data
to obtain an estimate of the clear radiance (Crosby and

Glasser, 1978). One difficulty with the application of this




technique has been determing an objective method of selecting
the truncation point, 1In this paper a sequential procedure

for determining the truncation point is developed.

2. THE MODEL
In order to apply the technique of the truncated normal

the following conditions must be satisfied. (1) There are

a number of neighboring measurements where the radiances in
the absence of clouds would be the same. (2) The presence
of clouds lowers the radiance in the field-of-view. (3) Some
of the fields-of-view are cloud-free. (4) The difference
between the measured radiances from two cloud-free fields-of-
view is due only to instrument noise, whose distribution is
assumed to be normal.

It is assumed that the density of the measured radiances
from two cloud-free fields-of-view is due only to instrument
noise, whose distribution is assumed to be normal.

It is assumed that the density of the measured radiances

from 211 the fields-of-view in a set takes the form

h(x) = € £(x) + (1-d) &(x). (1)

In equation 1, € is equal to the proportion of fields-of-

view ich are cloud-free,

£(x) = (L/2rP)  exp(-(x-n)2)/26R), 2)

n

-2-
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and g(x) is some unknown density function, It is further

assumed that there is some T such that
glx) =0 %) 7. (%)

That is for the values of x above T, the density curve has
the form of a normal density curve with parameters p and l.'rz.
The parameter p is the true clear radiance. That is p is
the radiance that would be measured from a clear field-of-
view if there were no instrument noise, The variance, & 2,
of the instrument noise is assumed to be known. The problem
is to obtain a good estimate of pu. If T is known then stan-
dard results can be applied to obtain an estimate of p.
(Crosby and Glasser, 1978). The point T is in general
unknown; however, it is assumed there is a known Tl(Tl o B

such that g(x) = 0 for x > Tl' The T in equation 3 is the

optimal truncation point.

3. SEQUENTIAL PROCEDURE FOR ESTIMATING T
Let Xl, Xg, ey, xn be a random sample from the popu-
letion with the density in equation (1). Let X110 Xyas
" xlnl be the values from the sample which are above the
known T, ('I‘l is defined in section 2). A T, (T, < Tl) is

selected. The values xll’ xlg, ey xlnl are used to

estimate p. Let the maximum likelihood estimator be ﬁl' Let

Se—ee——_—
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o)
F (T, A oF) = (1/emed)d f exo(-(x-R)/2cf)ax. (¥
%
Given the values xll’ Xlﬁ, LB xln and ﬁ,, an estimator of
2 1 1

. A ;
the number of measurements n, above Te, assuming that the

distribution above T, is normal, is given by
A = [n, AF ATy, B, &) / F AT, &, )] (5)
2 1/ Felfye By / Tellor By ' %
where [y] denotes the greatest integer less than y. lLet n
be the actual number of values above Te. If the distribution
is normal above T. then it is possible to show that

R -n) [/ (ny?

<

is asymptotically normal, where this normal has mean 0 and
rnown standard deviation,

% § (32 - ng),/ (n,;)é is outside of certain bounds as
determined by the asymptotic theory, then ’I‘l is used as T
and ﬁl is used as the estimator of p. If (32 - n,) ,/ (n.) :
is within these bounds, then T2 is used as a truncation
point and a TB(TB < Té) is selected and the process repeated
with T2 replacing Tl and T} replacing TQ‘ The process is
repeated until the (ﬁi - n;) /(ni)5 is outside the bounds

or until (Ty - ﬁ) / o 1is less than some C.




4. ASYMPTOTIC THEORY
The results of this section are based on the theory glven
in a series of papers by Sanathanan (1972a, 1977).

Let X,, X., +:+., X,, be N values of a variable X independ-

1 < N
ently sampled from distribution F(x). Assume that two con-

stants are given Tl and T

~
«

(T, < Tl) such that the distri-
bution F(x) has known functional form F(x;m) to the right of

5 =l - i olglsa el S . — y
.. Let n, equal the number of variables to the right oi
e

.

In the argument which follows n. is considered to be a vnara-

meter, Consider the distribution of the variables above T..

on

poe

This is a truncated distribution with density funct

where f(x; p) is the density of F(x; p) and F_(T.: p) =
- . :
1 - F(T,; p). Call this distribution function F, (p). The

~

p
ution function of the variables above T, can be con-

fto
o

distr
sidered as a truncated distribution of the distribution F. (p).

The density function of this distribution will have form

fix: p
£(x; R

F.(Ty: B) el
Fo(Tai B)




F (T35 B)
F (T p)

that X, is above T, elven that it is above T..

Note that = P(p) is the conditional probability

Let Xl, Xos v+2y XP be a random number of observations
“ ¢l

ny < n. above Tl' The likelihood function is given by
&

L(ng; Rp) = Ll(ng: P(R)) LE(P) (7)
where
n,!
L (ng; P(p)) = = (P(R)"1(1 - P(p))"2™™2
n,! {n, - n;)!
(%)
ana
cho
L:(P) iy 'Tr'l_ g(xi; P)° (C)
i=

A
Only the case where (nz, ﬁ) is maximized first by obtaining

ﬁ as the value of p which maximized LQ(P) and then maximizing

dads
b

Ly(ny, P(p)) with respect to n, is considered. This estimate
of n, is given by ﬁz = {nl i P[ﬁ]] where [y] denotes the
greatest integer less than y. Then as shown by Sanathanan
(1977) if at every admissible value of p (p is a r-dimensional
vector of parameters) P(p) admits continuous first-order
partial derivatives and f(x, p) admits continuous first and

second order partial derivatives almost everywhere with




respect to x then

A
(m > & P, p, B(p)) a.s.

and

t

(nd (& - w); n,t (R - n,))

1 is the (r +1) x (r + 1)

is asymptotically normal N(O, 3) where 5~
matrix given below,

Let the partial derivatives of P(n) and log g(x, p) with
respect to By (the 3 component of p) be denoted by PJ(p),

gJ(x » B). Then set

. » Ml e

, P(p) - (10
L o

E(e. (x5 p) gn(xs p)).

(The expected values are taken with respect to g(x;: p)).

PR
om TG . (11)

Moo " l——-é%)"—_? T . (12)

The inverse of the matrix ¥ is given by

«T =




(a4n)  (8gp)

W o WY [ (13)

For further discussion and development sece the papers by
Sanathanan,

1 the above theory is applied to the single parameter
truncated normal with variance 1, it is found that the

asymptotic variance of (ﬁ‘ - fa) N ‘is glven by

g2 _ (Fo(Tor m¥(Tys p) - Fo(Tys mIW(Tys )
Fo(Tas p) (F(Tys p)) BTy p)

Fo(Tas B) = Fo(Tyi p)

+ (14)
FC(Tl; r)
whe re
V(T: p) = (l/:w)'é exp = (T - p)n’ﬂ (1%)
oi (8. 8) “
F(Ts p) = (V/ar)™* j exp = (x = p)*/odx (10)
-

H(T s B) = F(Tys p) 4 (1) = )+ F(ys YTy p) =W (T 0

(A7)

Table 1 gives this asymptotic variance for some values

of TI and Tg. Note that in the application p is estimated

- 8 -




and hence so is the asymptotic variance,

TABLE 1
The Asymptotic Variance of (32 - nz)ne' 3

82

2039

P 3

0.700
0.340
0.14&
(0906 L3
0.019
0.005

-3

wmo ¥
-3

v o

[
r 2
WO OOO
o oOwmowm

!
MOHHFOOOHK

o owm
U

5. EXAMPLE

The procedure has been applied to the 10.5 - 12.5 um
inlrared channel of the Scanning Radiometer on the NOAA
satellites. The data appears in blocks of 1024 measure-
ments., Table 2 gives the upper tail of one such data set,
The measurements are in counts and have been transformed in
order to keep the example &s simple as possible,

For this example it is assumed ® = 3, This value
was determined from independent measurements, It is clear
from an examination of the data that a reasonable trunca-

tion point for this data is 57.5.




TABLE 2
Data From the Scanning Radiometer
The data are in counts, The estimated mean uses the data

in the tail above and including the corresponding count.

Counts Frequency EBstimated
Mean
(o fl #
72 :
7 8
70 12 64.9
6 22 64.9
6 31 65.0
67 42 65.0
66 34 65.3
65 1 65.5
64 49 65.3
63 42 65.1
62 39 GM.g
61 29 64,
60 12 64.7
5 14 64.5
5 8 64.6
Lo 11 64.4
56 14 64.1

let T, = 63.5 and T, = 62.5. Then n, = 245 and 3 -

65.3. The estimated asymptoti . ‘ard deviation of

(32 - n2/n2i is .45. 1In this case ‘. 02)/n2‘ - -.53.
Move to Tb and repeat the process, Let 'I‘l = 57.5 and

T, = 56.5. Then n, = 393 and Gl = 64,6, The estimated
asymptotic standard deviation of (ﬁa - ne)/n2§ is .08,
In this case (ﬂ.‘, - n2)/n§ = -.84, Stop at T, and use
b, = 64,6 as the estimate.

« J0»

:
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TABLE 2
Data From the Scanning Radiometer
The data are in counts, The estimated mean uses the data

in the tail above and including the corresponding count.

Counts Frequency Estimated
Mean
c £y [}
7 5
71 8
70 12 64.9
6 31 65.0
67 42 65.0
66 S4 65.3
65 a0 65.5
64 49 65.3
63 42 65.1
62 39 64.8
61 29 64,
60 12 64.7
5 14 64.5
5 8 64.6
57 il 64,4
56 14 64.1

Let T, = 63.5 and T, = 62.5. Then n, = 245 and 3, =

65.3. The estimated asymptotic standard deviation of

(32 - ne/nei is .45, In this case (32 - n2)/n2§ = -,53.
Move to Té and repeat the process, Let T = 57.5 and

T, = 56.5. Then n, = 393 and &, = 64.6. The estimated
asymptotic standard deviation of (ﬁe - na)/h2§ is .08,
In this case (ﬁ2 - n2)/n;,t = -84, Stop at T, and use
B, = 64.6 as the estimate.




©. CONCLUSIONS

The technique presented in this paper gives a simple
objective method for finding a truncation point for a dis-
tribution which is contaminated over part of its range.

For large samples with the single parameter normal it seems

to work very well,
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ESTIMATING CLOUD PARAMETERS
USING TRUNCATED DISTRIBUTIONS

David S Crosby

NOAA, National Environmental Satellite Service
and The American University, Washington, D.C.

ABSTRACT

When estimating atmospheric and surface parameters from satel-
lite measurements of infrared radiance, one of the most daiffi-
cult problems is that of cloud effects. It has been shown that
the thesry of truncated probability distributions can be used

to estimate clear radiances in certain situations., In thi

/7]

m

paper it ie shown that the same techniques can be used to ob-
tain bounds on certain cloud parameters, These paramcters in-
clude cloud-top temperature and cloud amount, If the atmos-
pher! "mperature profile is assumed known, then bounds on

clour . ight can be obtained. These bounds can then be used

to improve results for certain temperature retrieval techniques.

Part of this paper was written while the author was sunported
by the COffice of Naval Research Contract NOOQ14-77C-0024%,
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'; INTRODUCTION

The primary difficulty associated with remote sensing of atmo-

spheric or surface parameters using satellite measured infrared

radiation is the presence of clouds, In a previous paper, &
technigque which uses the theory of the truncated normal distri-
bution to estimate cloud-free radiances has been developed. See

Crosby [197% . In this paper the technique of using the trun-

e T T T

cated normel distribution is used to obtain bounds on certain
cloud parameters, These parameters include cloud-top tempera-
ture and cloud amount. If the atmospheric temperature profile

is assumed known, bounds on cloud height can also be obtained.

The technique uses a large number of small fields-of-view
(f-o-v's) and assumes that the noise of the instrument has
approximately a normal distribution, It is also assumed that
atmospheric temperature is a decreasing function of height., I¢
these assumptions are satisfied, it is then possible to obdtain
an upper bound on cloud-top temperature and upper and lower
bounds on cloud amount for the highest layer of clouds in &

composite f-o-v,

TiHE MODEL

There are assumed to be n small f-o0-v's in the composite

f-0-v, Let Rl’ RQ, Sy Rh be the measured radiances from these

small f-o-v's, If f-0-v { has more of the higher level cloud
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Estimating Cloud Parameters Using Truncated Distributions %
than f-o-v- j and if the effect of noise is neglected then
Ry < R;. That is, a f-0o-v which is covered by more of the
<
higher level cloud is assumed to have & lower true radiance,

If several f-o-v'!s are totally cloud covered then the difference

betweern: their measured radiance values is assumed to be due t»

= R e

measurement error which is assumed to have approximately a

normal distribution.

Let h(r) be the theoretical histogram or density from an array

G e o SRR TN (BTN

of radiances which meet the above conditions. Then the lower

part of the histogram will have the shapve of a normal curve,

1 That 1is, there is a K such that If r < X
- 1 e ;
h(r) = exp(-(r-u)-/ce) (1)
ver e

In equation (1) @ is the standard deviation of the instrument

noise and u is the true radiance emitted from a cloud govered

©m

f-o-v, It is assumed in the discussion that follows that & i
known, but this is not a necessary assumption, It will alsc be
assumed that K > p. Given that the data satisfies these condi-
ions the techniques for obtaining an estimate of p are well
developed and have been successfully applied to the problem of

estirmating sea-surface temperature. See, for example, Crosby

i [1975]. For a discussion of the truncated normal see Johnson

and otz (1970].
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TECHNIQUE

As will be seen in the following discussion, the technique :s
simple to apoly and could easily be carried out by a microprocessor
on the satellite, In order to keep the development as simnle

as possible the following assumptions are made: <the date ‘s
grouped or digzitized; the data is in counts; and the instru-.

ment has a reverse calibration (high counts = low radiance)

yzed will be on the upper or left tail of

Table 1
class class midpoint class freguenc;
Ya ., ‘. 1 /n -
K=Ky My = (K 4Ky} /€ S
0 d 1 ( l 0) " 4
Yo 3 S /r "
(L Bt 17 MA = NAa X~
1 . < ( L.+kl) 5 <
C &

&)
S OO
O

- i g e ¢ o
Li_l-ni mi = (ki + ki_l).s : §

[

Given that the data is In this format the procedure is as

follows., Select a minimum number of classes to use. A




3 P"“"““"“«"ﬁ-“--“ e

Estimating Cloud Parameters Using Truncated Distributions
reasonable number of classes to use as the minimum should cover
approximately two standard deviations. For example, if the
= standard deviation is three units and each class is one unit in
length, then use & minimum of six classes. Form the adjusted

the data above and including class Jj,

3

2, = 43 £, (mg=k,) (PR FE (2)

Then find V., from Table €.

TABLEZ2 V vs ¥
-.35_5 < ]
i 00 .01 .02 .03 .04 .05 .06 .07 .08 .09
, S 2 2.6 1% .6 M 3 202 203 1MW 1.86 ‘
= .4 1.778  1.702 1.629 1.559 1.491  1.426 1.363 1.302 1.143 1.187
' .5 1.132 1.078 1.026 .976 .927 .880 .834 .789 .745 .702
.6 .66l .620 .58l .542 .504 .467 .431  .396  .361 .327
7 .294 .262 .230 .198 .168 .138 .108 .079 .050 .022

.8 =.006 -.033 -.060 -.086 -.112 -.138 -.163 -.188 =-.212 -.23¢6
.9 =.260 -.283 -.307 -.329 -.352 -.374 -.396 =-.418 =-.439 -.460
1< zZ<4q

g .0 a1 .2 .3 .4 .5 .6 .7 .8 .9

1 -.480 ~.678 -.856 =1.020 =1.172 -1.314 -1.449 -1.578 -1.702 =-1.821
2
3

=1,937 =2.050 2.161 =2.269 -2.376 =-2.481 -2.586 =-2.689 -2.792 -2.894
«2.995 =3.097 =-3.198 <=3.298 =3.399 -3.499 -3.599 -3.700 -3.800 =3.900

8 7% ¥ VT > 0, repeat, using class I+1, Continue until Vm < O,
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Then the estimate for the counts from a totally cloud covered
f-o-v is given by

C = xm-vm o
This C can be converted to radiance or to temperature by the
calibration curve of the instrument, Given the assumption that
temperature decreases with height this number will be an upper
pound for the cloud-top temperature. If the temperature profile
is assumed known as & function of height then it is obvious how

to use this temperature to obtain a bound on cloud height.

To estimate the number of f-o-v's which are totally covered by
clouds the following procedure is used.

Let

m
N(kp) = I % (%)

0

where m is the number of classes used to estimate C in Eq. 2.
N(km) is the number of measurementis above S Then an estimate

for the number of f-o-v's which are totally covered by clouds

is given by o0
1 2 jnnf s =
oo //;éﬁfjf;exp((x-c)‘/EO-) dx J-N(%.) (5)
k
m

and N = [W], where [W] is the smallest integer greater than or
equal to W. To obtain a lower bound on the proportion of the
composite f-o-v covered by cloud, set
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where M is the number of small f-o-v's in the composite f-o-v,

To obtain an upper bound on the proportion covered by the higher s
level clouds the same technique is applied to the tail of data

associated with the higher radiances or lower counts,

EXAMPLES

Al g i J Lk \J M Ll A S

G ® = o I L] v

KeiB0O Te=22740
% 2 AOUDS 2 I8 %
o3

i SR
5wl - AR 54

Fi¢g. 1. Histogram of count data from Scanning Radiometer,.
The procedure has been applied to data from the 10.5 - 12.5 u
infrared channel of the Scanning Radiometer, The technique was

applied to data blocks of 1024 measurements, Figs. 1 and 2 are
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histograms of such data. The examples are from the Pacific

Ocean region for July 12, 1975.

In each figure K 1s the truncation point used (K = k), T 1s the
temperature estimated for a completely cloud covered f-o-v, the
assumed standard deviation of the instrument was three counts,
the heavy black curve is the theoretical density (normal distri-
cution) of completely cloud covered f-o-v's, For example, in
Fig. 1, the truncation point was 180 counts, the temperature

was 227.4° K, at least 35 per cent of the f-o-v's were covered
by the clouds and at least 11 per cent were cloud free (at least

of the higher level clouds),

™ n’”‘qm."v v v v

ool K, * 49 ﬁ ° 2006
Kg * 180 9.-&0.5%

8ot K« 18I 9.-30.0“
ST% 2 CLOUDS 2 T%
o3

€0 eG3%

200

”P

[ ] 3

N - A :J
" 0 0 0 )
Y

Fig. 2. Histogram of count data from Scanning Radiometer,.
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In Fig. © three different truncation points or K's were used,

Note the small change in the temperature values,

CONCLUSIONS

A technique has been presented which gives simple and objective
estimates of bounds on certain cloud parameters, In many situ-
ations the technique may nct give results which will be indepen-
dentl¥ useful, However, they can be used as starting pointe cor
checks on situations of the radiative transfer equation, The
possible value of the technique comes from the following con-
siderations: with the cloud data given by this technique cer-
tain techniques for retrieving atmospheric parameters which have
not been practical in the past may now be practical; since the
technique is so simple it could be implemented on the satellite,

and hence would solve many of the data flow problems associatea

with small f-0-v instruments.
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