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Preface

In the last two decades there has been a great deal of research focused
on finding efficient source encoding procedures for imagery. During that
same period there has been a second large research effort to develop error cor-
recting channel codes. This work attempts to show that the results of these
previous research efforts can be combined into a source/channel encoded im-
agery transmission system which can efficiently transmit good quality imagery
over even very noisy communication links.

My interest in this research was sparked 3 years ago while I was assigned
to Rome Air Development Center (RADC). At the time I was a Project Engineer
for an experimental image trénsmission system. The system was designed to
transmit imagery over 3KHz bandwidth voice channels. One of the tests we at-
tempted with the system was a transmission over the RADC TRC-97 Troposcatter
Test Range. After 2 weeks of "tweaking" this permanently installed communica-
tion link, the best error rate achieved was 5 x 10-“. At that rate we were
able to transmit 1 usable image. Not until I came to AFIT and was enlightened
by (then Capt and AFIT instructor) Gregg Vaughn about error correcting codes
did I see any possibility of ever reliably transmitting imagery over such
noisy communication links.

I would like to take this opportunity to recognize several people for
their support during the course of this research. First, I would like to thank
my advisor Major Joseph W. Carl for his guidance and for his patience in wait-
ing for some concrete results to emerge from this research. I would also
like to thank Debbie Galle who spent many hours typing this thesis. Finally
I would like to thank my wife Marie and my son Andrew for their understanding
during this time.

Robert A. Duryea
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Abstract

The performance of an image transmission system which combines an
image source encoding technique with communication channel codes is theo-
retically calculated and measured by simulation. The theoretical and
simulated results show that replacing source data bits with error correction
coding bits can reduce the distortion in the received image. The mag-
nitude of the reduction depends on the transmission rate, the code rate
(N/K) of the channel code, the procedures used to apply the channel code
and the error rate of the communication channel. The image source encoding
technique used is the two dimensional Discrete Cosine Transform. This
technique is combined with both block and convolutional channel codes to
form the source/channel encoded imagery transmission system. The distortion
in the received image is measured using a weighted mean square error
criterion in which the weighting is related to the frequency sensitivity

characteristics of the human visual system.
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PERFORMANCE OF A SOURCE/CHANNEL ENCODED
IMAGERY TRANSMISSION SYSTEM

I. Introduction

The Air Force is currently involved in several programs which call
for the transmission of images or video data. For example, video data
links will be required for Remotely Piloted Vehicles and for TV guided
bombs. In addition, programs such as the TRITAC Tactical Digital Facsimile
call for the transmission of single frames of imagery from reconnaissance
sources to strategic and tactical users. In most cases, the communications
channels available for imagery transmission are limited in bandwidth and
subject to high noise environments, including jamming. These communication
channel characteristics are in direct conflict with imagery characteristics.
An image produces a tremendous number of bits of data when converted
to a digital format. It is also the nature of imagery that much of this
data is redundant. When an image is scanned, as in a television system,
one line of the image data is very likely to be similar to the next. There-
fore, much research emphasis has been placed on finding source encoding
techniques which eliminate this redundance and reduce the bandwidth require-
ments for imagery transmission. However, little consideration has been given
to the performance of these source encoding techniques in high communication
noise environments. Under some of these image compression techniques a single
bit error can destroy an entire line or block of image data. Most image com-
pression techniques simply will not operate effectively in high noise environments.
The objective of this thesis is to determine if standard imagery source

encoding procedures can be combined with standard channel encoding methods

to provide improved imagery transmission performance. That is, if some of




the source data bits are traded off for error correction coding bits, can
the overall level of degradation in the received image be reduced?

In order to measure the performance improvement, a criteria for image
fidelity must be established. A secondary goal of this thesis is to ex- |
plore the ramifications of measuring image distortion in terms of weighted
mean square error, where the weighting is related to the frequency sensi-
tivity of the human visual system. By using the frequency weighted distortion
measure to drive the design of the source/channel encoder, it may be pos-
sible to shift the distortion in the image to the spatial frequencies
where the eye-brain system has the least sensitivity. In this way, the

perceived quality of the received image may be improved.

Background

Research in the field of imagery transmission has taken two paths over
the last two decades. The first path has lead to a continuing search for
procedures to achieve higher and higher levels of image compression, while
maintaining reasonable distortion levels. This line of research is moti-
vated by the need to transmit imagery over narrowband communication chan-
nels in a reasonable time frame. It is also motivated by requirements to
store imagery in a compact form. The second line of research has concen-

trated on finding channel encoding procedures which allow error free trans-

mission of imagery over noisy communication links. Much of this research
has been conducted in support of space programs such as Mariner and Viking.

Channel encoding procedures are also being routinely applied to television

signals, which are transmitted over communications satellites. The objec-

tive of both lines of research is to achieve performance as close as possible

to the theoretical limits.




The theoretical performance limits for data communications are given

L~

by information theory. In 1948 Claude E. Shannon laid the foundation
of informaticn theory in his classic article "A Mathematical Theory of
Communication" (Ref 37). In this paper, Shannon established what is known

. as the '"channel coding theorem'. This theorem states that as long as the

transmission rate does not exceed the capacity of the communications chan-
nel, “appropriate" channel encoding procedures can be found to make the

probability of an error occurring in the received data stream as small as
desired. This result has lead to a large scale search for the appropriate

error correcting codes. The application of channel codes to imagery trans-

mission is only one small part of this much broader research effort.

In 1959, Shannon turned his attention from how to transmit data re-
liably to what data should be transmitted. In his article "Coding Theorems
for a Discrete Source with a Fidelity Criterion" (Ref 38), Shannon estab-
lished the basic theorems for rate distortion theory. This theory deals
with how the data source should be encoded to reduce the redundancy in the
transmitted information. Rate distortion theory has been found to be

particularly applicable to imagery transmission, due to the high level of

redundancy in pictorial information.

Rate distortion theory also provides a method to calculate a bound

[}
for source encoder performance. This bound is known as the rate distortion
function R(D). The R(D) function is normally interpreted as giving the

. minimum transmission rate required in order to achieve a desired average

distortion level D. For the purposes of this thesis, it will be advantageous
to think of this bound as a distortion-rate function. That is, given a

fixed transmission rate (R), what is the lowest achievable average distortion

(D)? Interpreting the rate distortion function in this manner will allow




a straightforward comparison of the source/channel encoder performance to
the theoretical limit.

In order to calculate a rate distortion function, the distortion cri-
teria must be defined. Most previous image compression studies have used
mean square error (MSE) as the distortion measure. However, most researchers
agree that MSE is not an appropriate measure for the fidelity of imagery.
Several authors have postulated that a better measure would be frequency
weighted mean square error (WMSE). That is, the contribution of an error
to the total measured distortion would depend on the spatial frequency
of the image data in which the error occurs. The actual weights in the
WMSE distortion measure are related to the frequency response characteristics
of the human visual system. The spatial frequencies which the eye-brain
system is the most sensitive to are weighted heavily. By using the WMSE
distortion criteria in the design of the source channel encoder, the fre-
quencies that carry the greatest weight will be accurately reproduced, thus

providing an improved quality image.

Organization of the Thesis

The research for this thesis was conducted in two phases. First, a
theoretical analysis was performed based on a statistical image model to
design the source/channel encoder and calculate its performance. Then,
the source/channel encoder was simulated on a digital computer. The sim-
ulated system was used to "transmit" real images and measure the distortion
in the received image.

In order to establish a standard to judge the performance of the source/
channel encoder, the rate distortion function for an image was calculated.

This required the development of a statistical model for an image and a




definition of the distortion measure. The research focused on transmitting
single frames of imagery, since this covers all requirements if video is
considered to be a series of individual images. The statistical model for

an individual image and the distortion measure are described in Chapter II.
The calculation procedures for the rate distortion function and the calculated
R(D) curves are also presented in Chapter II.

Since the primary objective of the research was to determine the ef-
fect of adding channel encoding to the imagery transmission system, only
one source encoding technique was used. The technique selected is the two
dimensional discrete cosine transform (DCT). Chapter III gives the reasons
for selecting the DCT source encoder, describes how it is implemented and
presents a theoretical performance calculation for it.

Chapter IV presents the theoretical results of trading off source data
bits for error correction coding bits. The chapter begins by describing
the channel codes used in the research. Both block and convolutional codes
were investigated. Then, the procedures for applying the channel codes
are discussed. Finally, a number of graphs are presented to show the perfor-
mance improvement available through the application of channel codes.

In order to confirm the theoretical calculations, an image transmission
simulation was performed. The simulation is the subject of Chapter V. The
hardware and software used in the simulation are described, and the simulated
results are presented in a set of images and graphs.

Finally, Chapter VI summarizes the theoretical calculations and sim-

ulated results and gives recommendations for further work.




II. Rate Distortion Curve for an Imagery Source

The rate distortion function, R(D), gives the minimum rate (R)
required to represent a source symbol if an average distortion (D)
is allowable (Ref 25:73). The rate distortion function will be used
as a standard against which the performance of the imagery source/
channel coding methods will be compared. In order to calculate an
R(D) curve the statistics of the data source must be known. Also, the
functional form of the distortion measure (D) must be given. These

two topics are examined in the next two sections of this paper.

Image Model

The primary concern of this thesis is the transmission of "still"
or single frame monochrome images. Further, it will be assumed that
the image has been converted to a digital form using sampling procedures
which minimize any distortion effects due to aliasing. Therefore the
"source" or original input to the coding procedure is considered to
be a set of digitized samples of an analog image. These samples are
commonly referred to as pixels.

Image data is inherently two dimensional. For simplicity of
calculation (and for compatibility with the image processing hardware
used in the image transmission simulation discussed in Chapter V), the

original image will be defined to be an M x M square array of pixels

where M is a power of 2. This definition in no way limits the applicability

of the results derived.

Statistical Properties of Imagery. While the form of the original

image is easily defined, the content or statistical properties of it are




not so easily determined. Histograms of digitized real world images
vary greatly from one another and do not appear to consistently fit a
known probability distribution. As an example of this, several of the
original images used in the simulation along with their histograms are
presented in Figures 2.1-2.3. Several authors have noted one common
trait shared by most images (Ref 17;32;39). There is normally a
significant amount of correlation between adjacent pixels of real
pictures. For this reason images are often modeled as two dimensional
auto-regressive fields (Ref 16;26;39).

That is, if £(i,]) represents the intensity or gray scale value of

the (i,j) pixel, then

X A
£(i,3) = Z Z a(k,1)f(i-k,3-1) + Wi, 1) (2.1)
k=0 1=0

where the prime (') indicates that the k=l=0 point is not included in
the sum and wiiere W(i,j) is a two dimensional, zero mean sequence

of independently, identically distributed random variables. In order
f ; to completely characterize the image, the values of K, L and the
weights a(k,l) must be known and the distribution of the W(i,j) must

be given.

Again, turning to existing research literature, several authors
have shown that imagery can be successfully modeled as a two dimensional

homogeneous Markov process (Ref 16;17;28;39)., That is, K and L can

ATt b Sy o

both be set equal to 1 and the a(k,l) can be defined in terms of the
row and column correlation coefficients R and Pa
f(i,j) = er(i-l.j) + rcf(i.j-il - rRrCf(i-l.j—J) + Wi, 1 (2.2)

{ The final ingredient needed to define the image statistics is the
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distribution of the error terms, W(i,j). At this point, it is necessary
to take a look forward to determine the intended use of the image model.
The first thing seen is a calculation of a rate distortion function. The
calculation of R(D) for sources with memory is extremely difficult and
in fact has only been carried out for Gaussian sources. Therefore in
order to continue with the analysis an assumption must be made that the
W(i,j) are Gaussian.

On the surface, this assumption appears to have little support
other than analytical tractability, since in general real world images
are not Gaussian. Sakrison and Algazi (Ref 36:387) have noted that this
assumption is useful in that it results in the calculation of the
"worst case'" rate distortion curve. Consider a class A of sources
(homogeneous random fields with identical power spectral densities). The
rate distortion function of the class RA(D) is the minimum rate required
by any single encoder that guarantees that the average distortion for
each probability distribution p in the class will be less than or equal
to D. That is

RA(D) > sup Rp(D) (2.3)

PEA

where Rp(D) is the rate distortion function for the source with distribu-
tion p. For the squared error distortion measure it can be shown that
RA(D) = RG(D) where R.(D) is the rate distortion function of a Gaussian
random field. Therefore, assuming that the W(i,j) are Gaussian distributed
guarantees that the actual level of distortion (MSE) achievable for
any fixed value of R is less than or equal to the calculated value.

Correlation and Power Spectral Density of the Image Model. Under

11




the assumption that the image data comes from a homogeneous Gauss-

Markov Process, the auto correlation functicn, R(i,j), is given by

R(i,3) = ofzrnl‘i'rclﬂ (2.4)

where ofz is the common variance of the f(j,k). The corresponding
power spectral density can be shown to be (Ref 5:113)

0.2(1-r_2)(1-r 2)
s(wl.w2) = £ = £ (2.5)

= 2 o 2
(1 2chosw1+rR )(1 2rccosw2+rc )

Both of these equations assume that the mean of the image samples is
zero. This can be accomplished by determining a sample mean of the
£(i,j) and subtracting it from the pixel values. Figure 2.4 shows a

perspective plot of the power spectral density of the image model.

Distortion Measure

In addition to a statistical model for the imagery, the other
element needed to calculate a rate distortion function is the error
metric. The distortion measure most often used in image coding studies

is mean square error (MSE).

-1 M-1 2
MSE = E Z [f(i,j) . g(i,ji (2.6)
i=0 j=0
where
f(i,j) = original pixel values prior to transmission
g(i,j) = received and reconstructed pixel values

This quantity is often normalized by the total energy in the original

image.
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E [f(i,j) E g(i,jaz
; NMSE = _(i=0 §=0 i
M-1 M-1 2 (2.7)
E Z[f(i,]ﬂ
i=0 3=0

o e s

The beauty of the MSE distortion measure lies in its analytic tracta-

bility and in the extensive amount of work which has been accomplished in

calculating R(D) for it. However, MSE is not a good distortion measure
for image studies because it is a global measure and gives no information
on the spatial structure or frequency distribution of the errors within
the image (Ref 40:31). The human eye-brain system is known to be very
sensitive to image frequencies in the range of 4 to 10 cycles/degree of
visual field at normal photopic levels of brightness. It is very insen-
sitive to frequencies above 30 cycles/degree (Ref 6;123u41).

In order to account for the characteristics of human vision the distor-

tion measure used in this report will be a weighted mean square error criteria.

M-1 M-1
2
WMSE = E Z Z[a(i,j) #{£(1,9) - g(i,j)i] (2.8)
= =0

where a(i,j) is the weighting function in the spatial domain and the
asterisk indicates convolution.
The actual form of the weighting function has been the subject of

several papers (Andrews and Hall; Hall and Hall; Mannos and Sakrison;

Ref 3;18;23). In general these authors have postulated weighting functions

based on the experimental measurement of the contrast sensitivity of

the human visual system conducted by a number of researchers (Campbell
and Robson; VanNess and Bouman; Dipalma and Lowry; Ref 6;12;u1). i

The experimental evidence shows that the eye has a distinctive




e b

contrast threshold which varies with the frequency of the image informa-
tion. Figure 2.5 gives an example of the measured contrast threshold func-
tion, C(f). Campbell and Robson also found some evidence to indicate that
the human visual system could be modeled as a set of linearly operating
independent mechanisms selectively sensitive to limited ranges of spatial
frequencies (Ref 6:551). On the basis ¢f this evidence, the human
visual system can be treated as a band-pass filter with a transfer func-
tion A(f) proportional to 1/C(f).

Two A(f) functions in particular were investigated for application
as the weighting criteria in the WMSE distortion measure. Both functions
assume that the contrast sensitivity of the eye is radially symmetric.
Therefore they are expressed as a function of radial frequency, fr’ in
units of cycles/degree of visual field. The first of these functions

was proposed by Mannos and Sakrison and is given by (Ref 23:79)

n % |
AS(fr) = 2.6(0.0192 + 0.0llhfr) exp [—(0.11ufr) ‘} (2.9)

The second weighting function discussed by Ratliff as well as others

(Ref 33) has the following form
A(£) = K, exp{~(f 0,)°} - K, exp {-(£f 0.)%) (2.10)
R r 1 r’1 2 r’2 3

where the values of Kl’ K2 and oy and 9, depend on the ambient lighting

conditions. Carl has studied the functional dependence of these para-

meters on luminance and found (Ref 7)

=
1]

272.516 + 70.362 Loglo (B)
t2.51)

=
"

225.900 + 65.4585 L0510 (B)

—
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Figure 2.5 Measured Contrast Threshold of the Human Visual System
(Ref 6:554)
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-0.1147

0.1279 B , B < 2500
01 =
0.0521302 , B> 2500
(2.11)
01 o - I |
0, =4 0.685 - 0.557 b T S S
0.526671 , B> 2500

where B = average luminance in Trolands.

The two A(f) functions, normalized to have a peak value of 1,
are plotted in Figure 2.6. The Sakrison function is based on data taken
at an average luminance of 2000 Trolands. The corresponding curve for
the Ratliff model can be seen to closely approximate the Sakrison curve.
Both functions peak in the 4 to 10 cycles/degree range and fall off
sharply above 30 cycles/degree. Because of the close correspondence
between the two curves only the Ratliff model was used throughout the
remainder of the thesis research and will be designated simply by A(fr)
henceforth.

In calculating the rate distortion function the weighting curve
must be expressed as a function of w1 and wz. the two dimensional
frequency components of the image power spectral density. These
frequency terms have units of radians per pixel width while fr has
units of cycles/degree of visual field. To convert to the new units the
conditions under which the image will be viewed must be known.

The industry standard viewing conditions for images on graphics
and television displays are a twelve inch square picture viewed at a
distance of thirty inches with a resolution of no less than sixty lines

per inch (Ref 13:S3). After some basic geometrical considerations this

translates to thirty lines of resolution (or pixel widths) per visual

o

e i iy
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Figure 2.6 Models for Human Visual System Transfer Function
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degree. Therefore

cycles 5 adiani] 3_[§xcles pixels ]
n] "r [T}ixel X Zn x 30 —| (2.12a)

r Ldeg of visio adian eg of visio
and
W, w12 + w22 (2.12b)
So
5 = w12 + w22 15
" T (2.12¢)

Substitution of (2.12) into (2.10) gives

2 2 2
% -(w,” + w.,7)225 o
A(wl,wz) = Kl exp{ 1 2 1 }
"2
(2.13)

Image Rate Distortion Function

Rate Distortion Function for MSE Distortion Criteria. The rate

distortion function of a Gaussian process with a mean square error distor-
tion criteria has been thoroughly investigated. For a memoryless Gaussian
source with arbitrary mean and variance 02, the R(D) function is given

by the well known equation (Ref 5:99)

1 2
5logg—. 0<Dc<o?
R(D) = (2.14)
. 0 s, D> o2




Berger has shown that for a one dimensional auto-regressive
Gaussian source with power spectral density S(w) the rate distortion
function for the MSE distortion criteria is given parametrically by

(Ref 5:112)

n

D(Q) = %jmin [Q,S(w)] dw
-1
R[D(Q)] [max [0.2 log e")] dw

(2.15)

The procedure for calculating D(Q) is illustrated in Figure 2.7 for
the one dimensional Gauss-Markov case in which S(w) = 1-r2/1-2rcosw~rr2 .
D(Q) is calculated by integrating the area under the bold line from
-m to n. Similarly, R{D(Q)} is calculated by integrating 1/2log{S(w)/Q}
from =¥ to Wy

Stuller and Kurz expanded Berger's analysis to show that for a two

dimensional auto-regressive Gaussian source (such as that given by

(2.1)) the MSE rate distortion function becomes (Ref 33:490)

"o
2
gl :
D(Q) = (5-') [ﬁ[ﬂmm [Q’S("1’"2)J dw:l dw2

(2.16)

R [p(@)] = ,)If {0.2 g[f(_"%:"jl]}dwl dw,

where S(wi,wz) is the two dimensional power spectral density of the

source process.
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Rate Distortion Function for Weighted MSE Criteria. The rate

distortion function of a Gaussian source for the weighted mean square
error criterion defined by (2.8) turns out to be very similar in form
to the unweighted version. According to the development given by
Sakrison and Algazi the parametric representation of the rate distortion

function for WMSE is (Ref 36:390)

T |

2

D(Q) =(%") [ [min [Q,Az(wl,wz)s(wl,wz)] dw:1 dw2
" J-n
o " T - '
!
R[D(Q)] =(5“) / [ max {o.llog["‘ (“1’"2;'5(“1’“2):]}“1 o,
-nJ-n

where A(wl,w2) is the Fourier transform of the function a(i,j) in

(2.17)

equation (2.8). For the weighting function used in this report, A("1’“2)
was determined experimentally and is defined by equation (2.13).

Comparing equations (2.17) and (2.16) it can be seen that the

R(D) function for the WMSE case is equivalent to calculating an MSE

rate distortion function for a process with power spectral density
Az(wi,w2)8(w1,w2). By rearranging the terms in (2.17) slightly, a

more physical interpretation can be developed. Defining Q' = Q/A2(w1,w2).

the equations of (2.17) become

D(Q') = 2") [n[mln [A (w Wy ! .A ("1'" )S(wl,w )]dw dw
S(w ™y
[D(Q )] 2') max 0.2103[ T )] dw, dw,

(2.18)




Since Az(wl,wz) > 0, the distortion equation can be rewritten as

2 n n
AR 1- 2 , ;
D(Q') = (21:) ["[: ("1’"2)'"”‘ [Q ’S(wi’"2)] dwi dw2 (2.19)

The distortion is now clearly a frequency weighted error.

A comparison of the rate equation of (2.18) with the corresponding
MSE version given in (2.16) reveals that the two are identical in
structure. The only difference is the threshold Q' is a function of
the frequency. In fact Q' can be shown to be a very specific frequency
function. Q' is defined in terms of A(wi,wz) which was derived by a
change in units from A(f). In turn A(f) was proposed to be proportional
to the inverse of the contrast threshold function, C(f), of the human

visual system. Therefore, the threshold Q' is given by
Q' = k%) (2.20)

where K is a proportionality constant. This implies that the rate of
the source for the weighted MSE criteria is calculated by forming the
ratio of the power spectral density of the source process to the square
of the contrast threshold. Figure 2.8 gives a one dimensional view of

this calculation procedure.

Numerical Calculation of the Image Rate Distortion Function. Due

to the form of the weighting function and power spectral density in
equation (2.17) no effort was made to find a closed form solution of the
rate distortion equation. Instead the integrals were calculated numer-

ically. The results are presented in graphical form in Figures 2.9
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through 2.12.

The first set of curves (Figure 2.9) gives the mean square error

R(D) function of a two dimensional Gauss-Markov source with °f2 - G

The row and column correlation coefficients are different for each curve.

Because the process is assumed to have unit variance (i.e. the total
average power of the source is equal to 1) the maximum value that the

distortion can take on is also 1.

2 3 2 : 5
Dmax "y . (EG) e -‘S(wl.wz) dw1 dw2 =1 (2.21) ;

Figure 2.9 shows that as the correlation between picture elements

decreases the rate required to achieve a fixed distortion level increases.
A comparison of weighted and unweighted mean square error R(D)
functions is presented in Figure 2.10. The weighted distortion curve is
presented in two forms. First the R(D) function was calculated by
normalizing the weighting fuction A(w1,w2) so the total weighted power

in the signal was equal to 1.

"o
2 -
["I; Ap (wl.w2)S(w1,w2) ¢:lw:l dw2 =1 (2.

2
A (Wiaw2)

r
"
D
N

(2.23)

2 "
Ap (wl ’w2) = n 28 2
v hyh (“1’w2)5(w1’w2) dw1 dw2

The rate distortion equations of (2.17) were then calculated using this
power normalized weighting function, Ap(ul,w2). The resulting curve lies
entirely above the mean square error curve. This implies that for any

fixed level of distortion more bits are required to represent the weighted

25

ERFPRRINSSETI RN Y



T9POW 93BW] AO}JBR-SSNEY (J-Z 943 JOJ UOTIOUNJ UCTILOIST( 8384 §°¢ a4NB1jg

Jd0dd] oJdenbs Ues) pezl[BWwdoy
oo TO——PP.LL Lo g u..Om_-»[ IO (| &lor..b. 111 |r10~ o
o
> o
m.ouo&nm& ﬁu.v
an
o
; &
G'0="4a w *
Ry '3 ™ lwm e ~
8°0="4 m o
Pl
P
0
»
i
[N
3
g+ 0="a=04d ol
[<1]
o
.vs
b o
o
e
[« 1]
(=]




SUOT3OuUNJ UOTIJOISTQ 33IFY JSW PUP JSWM JO uosTaedwo) ([°*Z aan1g

UOT3J03STQ

-noﬁ_:__- TE LuoO—_:... g i .nuOﬁ_:.-. 1 FF'..Dﬁ

Joaag saenbs ubsy pazITRUWION

Jaoaag saenbg uesy pajyl3Tom PIZTTRWION J9MOJ

000T=4

m.OuoLnxa

TopoW @deu]

AOXJBW-SSNEY

Joaag

aaenbs ueay psly3rTap
pazTTeWaON 2pn3TTduy

00°0

e1ey

(TeXTd/S3Tq)

27




unity power source than the unweighted unity power source. Conversely,

given a fixed rate the distortion,as measured in a weighted sense, will

exceed that for the unweighted case. The reason for this is the strong

accentuation of the mid-frequency ranges provided by the weighting function.

Figure 2.10 also presents a second view of the frequency weighted
R(D) function. If instead of using the weighting function to accentuate
the mid-frequencies, we use it to deemphasize the low and high frequency
content, which the eye is less sensitive to, we may be able to save
transmission bits. This effect is demonstrated by normalizing A(wl,w2)
such that its peak magnitude (which occurs in the mid-frequency band)
is set équal to 1.

A(w1 ,w2)

AWy W) = R W, (2.24)

Figure 2.10 shows that using this amplitude normalized weighting function
does result in the corresponding R(D) curve falliﬁg below the MSE result.
This too is to be expected since the total power in the An(wl’w2) weighted
source is less than that for the unweighted source.

The final two sets of rate distortion curves show the effect of
variation in the average luminance (B) under which the image is to be
viewed. Since the frequency weighting function depends on B some
variation in the R(D) functions is to be expected. Figures 2.11 and
2.12 show that the sensitivity of the R(D) function to variations in B is
small for values of B in the range of 300 to 2000 Trolands. This range
covers most viewing conditions from normal office level lighting to
very bright illumination such as that needed for photo interpretation.
Since the sensifivity of R(D) with respect to variations of B is small

one value of B (1000 Trolands) is used in all further calculations.
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III. Performance of a Source Encoded Imagery Transmission System

Knowing the rate distortion function for a particular data source
is useful in that it can provide a bench mark against which coding pro-
cedures for that source can be judged. Unfortunately, calculating the
rate distortion function gives no information concerning the coding
methods which should be applied to even get close to the R(D) limit.

A considerable amount of research has been conducted in the area of
image coding procedures, particularly in the realm of source encoding.
Very little research has appeared on the use of channel encoding to reduce
errors in the received image data stream and on the trade offs between
source data bits and error correction coding bits. The purpose of this
thesis is to explore these trade offs. In order to concentrate on this
purpose no variations were allowed in the source encoding procedures.
Instead, a thorough search of current literature was conducted to determine
the "best" source encoding procedure for the purposes of the study.

The criteria used to select the source encoding procedure are:

1. The source encoder must be one of the best currently available
image compression techniques in terms of performance. In this
context performance means the ability to transmit an image using
a limited number of data bits (as low as 1/2 bit/pixel) while
maintaining low distortion levels. Since the distortion criteria
used by most researchers is mean square error, this measure was
used to compare the image encoding techniques.

2. The procedure must allow the trade off of individual data bits
for error correction coding bits.

3. The technique should be one that is currently in practical use.

3




A description of the source encoding procedure selected and a de-
tailed performance calculation for it are contained in this chapter. A
block diagram of the image transmission system is shown in Figure 3.1.

The source encoding procedure which was determined to be the best

in accordance with the criteria listed above is the two dimensional discrete

cosine transform (DCT) followed by block quantization of the transform

coefficients. The block quantizer simply quantizes each of the DCT

coefficients to a preestablished number of bits. The data stream from ﬁ
the quantizer is fed into a channel encoder. For the purposes of this

section the channel encoder/decoder and transmission link will be treated

as a "black box'" which accepts the quantizers output and returns it
with errors to the receiver. The details of the channel encoder are
discussed in Chapter IV. The cosine transform coefficients are recon-
structed in the receiver and inverse transformed to provide the output

image.

Discrete Cosine Transform

Why is it the "Best"? In the last several years, the source en-
coding procedure for imagery which has come to the forefront of technology
is the cosine transform. There are several basic reasons for this. First,
as a class the transform techniques (cosine, Fourier, Hadamard, Walsh
and Karhunen-Loeve) have been shown to out perform all of the spatial
coding techniques (run-length encoding, delta modulation, bit plane en-

coding, statistical coding) with the exception of differential pulse code

modulation (DPCM) (Ref 23:662-680). At the same time, the transform tech-
niques handle bit errors better because the inverse transformation process
distributes the effect of the error over many pixels with any one pixel

being only slightly changed. For most spatial techniques and especially
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in DPCM a single bit error can be propagated through many succeeding

samples effectively wiping out all information until the next re-

synchronization pulses occur.

The basic justification for transform coding was offered by Huang
and Schultheiss (Ref 20). They showed that the optimum coding procedure
for a correlated Gaussian source consisted of transforming the data to a
domain where the samples are uncorrelated and then optimally encoding
each of the resulting samples using a memoryless coder. Of course, the
transformation which accomplishes this is the Karhunen-Loeve (K-L) trans-
form. Unfortunately, the K-L transform is very difficult to calculate

since it depends entirely on the covariance structure of the source.

The cosine transform on the other hand is strictly a deterministic
transform and can be implemented through very efficient 'fast" methods.
At the same time, it has been demonstrated that the cosine transform is
virtually identical to the K-L transform in performance for many practical
imagery applications (Ref 40:38). Table III.1 and Figure 3.2 show a
comparison of the performance of several transform methods in the encoding
of a one dimensional Gauss-Markov source as a function of the number of
samples included in the transform. The cosine transform's performance is
essentially that of the K-L transform. The figure also shows that there
is little performance improvement for a transform size larger than 16.
At the same time, the hardware size and complexity goes up sharply for
larger block sizes. Therefore, a 16 x 16 block size was chosen for im-
plementation in the simulated transmission system and for use in the
theoretical performance calculation at the end of this chapter.

The final elements which have contributed to the rise of the cosine

transform are the development of fast computational algorithms for it,
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Table III.1

Performance of Various Transforms in Encoding a
1-D Gauss-Markov Source, rz0.9 (Ref 1:92)

M (Mean Square Error)
Transform 2 4 8 16 32 64

Karhunen-Loeve 0.3730 0.2915 0.2533 0.2356 0.2268 0.2224

Discrete Cosine 0.3730 0.2920 0.2546 0.2374 0.2282 0.2232

2 Discrete Fourier 0.3730 0.2964 0.2706 0.2592 0.2u441  0.2320
Walsh-Hadamard 0.3730 0.2942 0.2649 0.2582 0.2582 0.2559
Haar 0.3730 0.2942 0.2650 0.2589 0.2582 0.2581

0.5_

Y Discrete Cosine

0.4
Karhunen-Loeve

ourier

Walsh-Hadamard
and Haar

Mean Square Error

0.3 =
0.2 T T = g T 1
0 2 4 8 16 32 64
Size of M

Figure 3.2 Performance of Various Transforms in Encoding a
1-D Gauss-Markov Source, r=0.9 (Ref 1:92)
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and the ability to implement the transform in very compact hardware. The
cosine transform was originally developed to solve the boundary disconti-
nuity problems (known as the Gibbs phenomenon) associated with the Fourier
transform. Doubling the number of points in the Fourier transform in a
specific symmetric pattern eliminates the Gibbs Phenomenon (Ref 40:35-38).
This double length Fourier transform has been designated the cosine trans-
form. As a result of this historical development, the cosine transform
has until recently been calculated using double length Fast Fourier Trans-
form (FFT) techniques. In 1977 Chen, Smith and Fralick published a fast
computational algorithm for the discrete cosine transform which they claim
to be six times faster than the double length FFT (Ref 9). This method
was implemented in the simulated image link and is described in detail in
the next section.

Two additional benefits offered by the DCT are: (1) It operates only
on real numbers as opposed to the Fourier transform which uses complex
arithmetic. (2) The DCT can be implemented in very compact hardware using
charge coupled devices or surface acoustic wave technology to perform
the transform in analog form.

Computation of the Two Dimensional Cosine Transform. The two

dimensional discrete cosine transform coefficients, F(u,v), of an

M x M array of image samples, f(j,k), are defined as follows:

M-1 M-1
F(u,v) = 12 c(u)e(v) z z £(§,k)cos (ﬁ;;)ujco (2k;;)vvj
" j=0 k=0
(u’V)= o' 1’ 2, “oe M-l (3.1)
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The inverse transform is given by

1 M=

£(3,k) = Z c(u)e(v)F(u,v)cos %&Qﬂ] COSEQR‘;;)V“]

v=0

Gl =0 A2 o M=1 (3.3)

Due to the separability of the DCT basis functions the two dimensional
transform can be calculated by first transforming the data in one direction
and then transforming the resultant one dimensional coefficients in the

other direction as shown in the next equation.

M-1 M-1
F(u,v) = ;21- c(u) Z cos[%ﬂ %C(V) Z f(j.k)cosEQk—;;)ﬂa (3.4)
3=0 k=0

Each of the one dimensional DCT's of equation (3.4) can be calculated
using the fast algorithm designed by Chen, Smith and Fralick (Ref 9). A
signal flow graph representation of the 16 point algorithm appears in
Figure 3.3. The algorithm consists of a series of '"butterfly" operations
in which pairs of data points are multiplied by appropriate constants and
summed. The algorithm can be generalized to any size M such that M is a
power of 2. The outputs of the flow graph must be multiplied by 2/M
to give the normalized DCT coefficients defined by equation (3.1). To
perform the inverse transform, the direction of the signal flow is reversed,

the DCT coefficients, F(u,v), are introduced at the output and the image
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values, f(j,k) are recovered at the input.

Statistical Properties of the Cosine Transform Coefficients. In cal-

culating the performance of the source encoder and determining the optimum
bit assignment for the block quantizer, the statistical properties of the
DCT coefficients, F(u,v), must be known.

Mean and Variance. The first parameters of interest are the

mean and variance of F(u,v). It is assumed that the image samples being
fed to the DCT are drawn froma two dimensional Gauss-Markov process and
that the image samples have been appropriately scaled so that they are

0 mean. The mean of the cosine transform sample under these assumptions is

M-1 M-1
E{F(u,v)} = E{——F— “C(U)C(V) z Z f(j.k)cos[lzjﬂ)mj]cos Qkﬂ)v"]
2M 2M
j=0 k=0
M-1 M-1

- “c(u;c(v) Z z E{£(3.K) Jeos| L21* i)uv] Ezku)vn‘-']
" 350 k=0

0 for all (u,v) (3.5)
Since the DCT coefficients are zero mean, their variances are given by

02(u,v) = E{F3(u,v))

=

=
1

-

2 - -1 M-1 M-l
. 16¢c (E)C (v) 2 E{f(3,k)f(1,m)} @ (3.6)
=0 k=0 1=0

M
E?jﬂ)uj E2k+1)vvj E?lﬂ)uv] E2m+1\vn
cos

For the Gauss-Markov image model b

= |
"
o

e
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E(£(3,K)£(1,m) = af2rR|j-l| rC"“'“l (3.7)

where of2 is the common variance of the image samples and rr and o are

the row and column correlation coefficients, respectively. Substituting

(3.7) into (3.6) gives

2
160, wedv) I5-1} _ |x-n]
e oy

o (u,v) =
Ml&

(3.8)

[2 +1)u] Ezkn)\nj [(21+1)ou E2m+1)vrj
CcOoSs

(uev) & 05 15 24 3, oo N1

The array of 02(u,v) values for M=8 , L T, . 0.9 and of2 =1
was computed using equation (3.8) and is shown in Table III.2. It can
be seen that most of the energy of the image data is concentrated into
the low frequency coefficients of the DCT. This is the key to using
the DCT to reduce the required band-width for transmission of the image
data. Many of the high order DCT coefficients can simply be thrown away
at the transmitter and replaced with zeros at the receiver with little
effect on image quality but with a significant reduction of transmitted
bits.

It should be pointed out that the DCT coefficients of the Gauss-
Markov transformed data are not completely uncorrelated. Calculation of
E{F(u,v)F(w,x)} reveals that a few of the low frequency off diagonal terms
of the correlation matrix are non-zero. However, these terms have a

magnitude which is less than 10% of the variance of F(u,v). Also as M

increases or as s and re approach 1, the non-zero off diagonal terms




bise o itk : o G A oo s o Sy R e e . i e ) T w—

2000° ¢000° €000° ©000° 9000° ¢l100° heoo” 1120° L

¢000° 2000° €000° 1000° 9000° €100° 6€00° 8ECO” 9
€000° €000° h000° S000° 8000° 9100° 8h00° £620° S
H000° ©000° 5000° L000° 1100° €200° 9900° hoho* h
9000° 9000° 8000° T100° L100° 9€00° h0T10° The0o" €
¢100° €100° 9100° €200° 9€00° SLOO" 8120° 8EET” [4
he00” 6€00° 8100° 9900° h010° 81¢0° CE90° 688€° T 3
120’ 8€C0° €620° Hhoho* Thao* BEET” 688€° €16€°C 0

L 9 S h € 4 4 0 »/ﬁ

2. 4

(8=H ¢6°0="a="a)
12POW @3eu] aoxael-ssneq -z 3O :>.3~3 S3U3TOTIJB0) 1JOd FO SadueTrdep

¢°III ®1qel




get much smaller. Therefore the DCT does a very adequate job reducing :

the correlation in the image data. It will be assumed from here on that 29

the DCT coefficients are uncorrelated.

Probability Density for the DCT Coefficients. The image samples,

f(j,k), are assumed to be drawn froma Gaussian process, therefore they
will be jointly Gaussian. Since the DCT coefficients are linear combina-

tions of the image samples, they will also be jointly Gaussian (Ref 29:222).

A fundamental result of probability theory states that if random vari-
ables are jointly Gaussian and uncorrelated, they are independent (Ref
29:221). The DCT coefficients are assumed to be both Gaussian and un- "
correlated so they will be assumed to be independent. Therefore, the H

probability density Pu v(x) for the (u,v) coefficient is given by

’

2 s

i X P

P (x) = ——— exp{- ———— (3.9) i
Ny ¥ v2n o(u,v) { 202(u,v)} :

2 5 s 4
where o (u,v) is defined by equation (3.8)
These statistical characteristics are critical to the design of the next

stage in the image transmission system, the block quantizer.

Block Quantization of the DCT Coefficients

N——

The optimal block quantizer would be designed to minimize the total
reconstructed error in the received image. Unfortunately, it is difficult
to relate the quantization scheme to the total error since this would

‘ require exact knowledge of the communications error patterns to be encountered.

Rather than design the quantizer to minimize the total error, the approach
taken in this thesis is to construct the block quantizer in a manner which
will minimize the quantization error. At first glance, this appears to

be a decidedly sub-optimum approach. However, the application of effective
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channel coding methods can make the quantizer the only significant source
of error in the system.

The Shannon channel coding theorem states that as long as the trans-
mission rate does not exceed the channel's capacity, error correcting
codes and appropriate decoding rules exist which allow the probability
of decoder error to be as small as desired (Ref 25:81). In the typical
military communications system the data transmission rates are far below
the theoretical channel capacity. Therefore, Shannon's channel coding
theorem guarantees that the distortion in the reconstructed image due to
channel noise can be reduced to insignificant levels. The only remaining
source of distortion in the image transmission system will be the quantiza-
tion error.

Under these circumstances, the problem of designing the block quantizer
can be reduced to deciding how many bits or equivalently how many quan-
tization levels should be assigned to each of the DCT coefficients in
order to minimize the total quantization error. To complete the quantizer
design, the distribution of the quantization levels over the possible
range of the individual DCT terms must be determined.

Bit Assignment for the Block Quantizer. The bit assignment problem

can be expressed in two equivalent ways: (1) Given a fixed number of bits
(T) to be assigned to the M2 DCT samples (i.e. if an average transmission
rate of T/M2 bits/pixel is desired) what is the optimum procedure for
dividing these T bits among the M2 samples so as to achieve the lowest
distortion? (2) Given a desired distortion level (D) what is the minimum
transmission rate (R) in bits per pixel which will guarantee that the
average quantization error is less than or equal to D? Expressing the

problem in this second manner immediately leads to the conclusion that the

R b s Bl e TSNS TN



desired rate (R) is given by the rate distortion function for the cosine

transform coefficients, RC(D). Further, it will be shown that the partic-

ular structure of RC(D) allows it to be used to define the optimum bit

assignments in the block quantizer.

The assumed statistical properties of the DCT coefficients are critical

to the calculation of RC(D)' Berger (Ref 5:57) has shown that for a set

of M2 statistically independent discrete memoryless sources with rate

distortion functions Ru v(D) the total rate distortion function RC(D) ia
A

given by

M-=1 M-1
Ru(D) = Z Z LA
u=0 v=0

M-1 M-1 :
Sers Yo a.11)
.
u=0 v=0

Since the DCT coefficients are approximately independent, equation

(3.10) wall be used to define the rate distortion function for them.

To completely specify RC(D). a definition is needed for Du o the

distortion measure in the frequency domain that corresponds to the distor-

Equation (2.8) is

tion measure defined by (2.8) in the spatial domain.

repeated here for convenience. The expectation operator has been omitted

to simplify the following equations.

M-1 M-l

D = 1? Z Z E(i.k) " (f(j.k) & ;‘(j.k))]‘ (3.12)
M t 3

0 k=0




?1 a(j,k) = spatial weighting function

"

£(3,k)
£(3,%)

original image sample values

reconstructed image samples

Figure 3.4 gives a physical interpretation of this distortion measure.

If a(j,k) * £(j,k) is defined to be g(j,k) and a(j,k) * £(3,k) defined to

PN

be g(j,k), the distortion measure becomes

M-1 M-1
p=l Z z [g(j X} - giy 3 (3.13)
M- 330 k=0

which is just the mean square error in what will be called the "visual
domain". The distortion measure simply finds the squared difference between
the original image samples and the reconstructed image samples after they
have been filtered by the human visual system.

It is important to remember that the form of a(j,k) has not been
directly determined but instead has been inferred from its frequency domain
version A(u,v). Furthermore the characteristics of A(u,v) have been meas-
ured by presenting single frequency sinusoidal displays to human observers.
The effect of the cosine transform is to break the visual domain data into
its constituent single frequency components. Therefore, it is conjectured
that measuring the distortion in the spatial domain as shown in Figure 3.4
is equivalent to measuring it in the frequency domain as shown in Figure

. 3.5. That is

=
1
-

M-1 2

D=3, [g(j.k) -};(j.k)] (3.14)
M k=0

.
"
(=
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M-1 M-1 2
= DND) [a(j,k) et - f(j,k))]
" §%0 k=0
M-1 M-1
2 ” 2
= K Z A“(u,v)|F(u,v) - F(u,vﬂ (3.14)
u=0 v=0
M-1 M-1 4 2
= K 2 [G(u,v)-- G(u,va
u=0 v=0
where
K = proportionality constant

A(u)v) F(u,v‘

G(Uﬂ’)

é(u.V) = A(u,v) f(u.v)

Equation (3.14) can be shown to be true analytically for the Fourier
transform since convolution in the spatial domain is equivalent to multi-
plication in the frequency domain. However, the frequency terms F(u,v)
and ;(u.v) in equation (3.14) are not Fourier frequency terms. They are
cosine transform samples and no convolution type theorem for the cosine
domain appears to exist. Therefore at this point it will be assumed that
equation (3.14) holds. It will be shown later that calculation of the
cosine transform rate distortion function appears to confirm the validity
of equation (3.14).

In order to determine K, the proportionality constant in equation
(3.14), the definitions of g(j,k) and g(j,k) in terms of their cosine

transforms G(u,v) and G(u,v) are substituted into (3.1u)

u8




c(u)e(v) G(u,v)~é(u,va .
j=0 k=0 u=0 v=0
(3.15)

cosEsz; )un] co{( 2)«5; )vu]

2

Expanding the squared term into a double summation gives

M-1 M-1 M-1 M-1 M-1 M-1
D = 12 Z c(u)e(v)e(w)e(x) o
M°§0 k=0 us0 v=0 w=0 x=0

[G(u,v)-é(u.vﬂE;(w.x)-é(w.xa cos -(-—2—3-;—:-4—)1“-] cos[Q—%MJ e (3.16)

(244100 e (2r
cos M cos oM

Rearranging terms and reversing the order of summation gives

-1 M- -1 M-

D= 3-2 E(u,v)-é(u,va [E;(w,x)-G(w,x;-] .

" u=0 v=0 w=0 x=0

=
=

M-1
c(u)e(w) 2 cos[-(-gj-%;—lgi-] cos[-(—z%llﬂ- . (3.17)
; 30
\ ) M-1
E c(v)e(x) Z cos (—2-);—&?—)-"—“-] cosE-?—)-(%M]
k=0

The last two terms of equation (3.17) can be shown to evaluate to M/2

for u=w (or V=X ) and 0 for u#w (or vix ). Therefore (3.17) reduces

to

49

L_—-———-——-‘_—————_-—‘ i




e mni o

M-1 M-1

1 2 e 2
p=l Z 2 [G(u.v)-G(u,va (3.18)
M

u=0 wv=0

=

Therefore the proportionality constant k equals 1/4 and the distortion

measure in the frequency domain is

M-1 M-1

1 2 = 2
p=K & z 2 A2(u,v) F(u,v)-!‘(u,v)] (3.19)
u=0 v=0

Returning to the rate distortion function, RC(D)’ given in equation

(3.10), if Du % is defined to be

A2 Ctu.v) - :
B E —%"'— E‘(u,v)-r‘(u,va (3.20)

then the criterion of (3.11) is met and the total rate distortion func-
tion for the DCT coefficients is approximately the sum of the rate distor-
tion functions for the individual terms, R (D b I
u,v u,v
u v(Du V) is the rate distortion function of a memoryless Gaussian
’ £}
source, F(u,v), with mean 0 and variance 02(u,v) under a weighted mean
square error distortion criteria, where the weight is Az(u.v)/u. if

equation (3.20) is rearranged slightly to give

u,

2
. vgn{[.‘\(u;v) I A(u2,v) ;(m)] } (3.21)

it can be seen that Ru v(Du v) is simply the rate distortion function of
L]

’
a memoryless Gaussian source with variance A2(u.v)02(u.v)/u under an un-
weighted mean square error criteria. R(D) for this case is given by

equation (2.14)

50




= Az(ulv)cz(u,v)
m

1 Az(u,v)02(u,v)

2 198 /4 ; Z%,v
o u,v

Ru,v(Du,v) (3.22)

AQ(EJV)02(u.v)
y

Substituting (3.22) into (3.10) reveals that the total rate distortion

function for the cosine transform source RC(D) is given parametrically by

M-1 M-1 2 >
i 1 A" (u,v)o (u,v)
RCE(Q)] = max{o,-z- log[ ) } (3.23)

M-1 M-1 9 5
D(Q) & mj_n{Q’ A (U,V)O (ulv)}

y

This rate distortion function has been calculated numerically and a
comparison of it to the rate distortion function for the image scurce is
shown in Figure 3.6. Both curves were calculated using the power-normal-
ized weighting function Ap(wl,w2) defined by equation (2.24). It can be
seen that the DCT rate distortion function very closely approximates the
image rate distortion function. The small difference between them is a
manifestation of the correlation which remains between the DCT coefficients.
If this correlation could be exploited the two curves would be still closer.
Figure 3.6 also gives support to the assumption that the distortion cri-
terion in the frequency domain given by equation (3.19) is equivalent to
the spatial domain distortion measure given by (3.12). The cosine rate
distortion function was calculated using (3.19) while the image rate
distortion function used (3.12).

The reason for finding RC(D) is that it can be used to define the

51




$824anog LD( pue d3BW] JOJ SUOTIOUN] UOTIIOISTQ &3¥4 JO uostaedwo) g+¢ sand1j

Jaoaaj asaenbg uesy paiydreM pezITEWION JsMOg

1 .-lO——h:-b 11 N..Oﬂ_:E i1 .u..oﬁ—::[ .L’Oﬁ—::_ 14 blOm

g
o
(=]
el
S
o
aoanog afeuy
w
aaled
(=
o
-~
a
o
‘ks
oQ
6°0="a=31 o
TaPoW 23eu]
AOXYJaBR-SSNEY '3

09°L

CRAL

(TeXTd/S3td)

52




number of bits to assign to each DCT coefficient in order to minimize
the quantization error. Since the total rate distortion function is
merely the sum of the individual coefficient rate distortion functions,

the optimum number of bits, n(u,v), to be assigned to the (u,v) coefficient

is given by
2 2 2 2
Sav A (u,v)o” (u,v) A" (u,v)o"(u,v)
Ru,v(Q)_ 2 108, 4Q Al y 8
n(u,v) = (3.24)
A2(u v)o2(u v)
0 3 2 e ety

This assignment rule must be modified, however, to accommodate the fact
that Ru.v(Q) is a real number while n(u,v) must be an integer for prac-
tical application. Various authors have suggested algorithms for assign-
ing a fixed number of bits (T) to M2 coefficients (Ref 32:150;34:79;44:650).
All procedures basically rely on the following procedure:

1.) Compute the bit assignment n(u,v) from (3.2u4)

2.) Round off each n(u,v) to the nearest integer

M-1 M-1
3.) 1f £ I n(u,v) # T, “adjust" some of the n(u,v) until the
u=0 v=0

the total number of bits does equal T.
Variation in the algorithms centers on what rules should be used to "adjust"
the number of bits in step 3. In the simulation discussed in Chapter V,
the adjustments were made to produce the lowest weighted mean square error
based on the theoretical performance calculation completed in this chapter.
Several example bit assignment matrices are shown in Table III.3 for
both the weighted MSE and the unweighted MSE distortion criteria. The

effect of the frequency weighting can be seen quite clearly in the R = 2.04

case. The MSE criterion would assign 8 bits to the (0,0) coefficient.
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Table III.3

Bit Assignment Matrices for the DCT Coefficients

Unweighted Mean Square Error

Weighted Mean Square Error
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The WMSE measure assigns only 5. The weighting function shifts the em-

phasis away from the very low frequency components and spreads the bits
more evenly among the mid-frequency components. For both criteria the
high frequency components are assigned very few bits.

Quantization Strategy for Individual DCT Terms. Once the number of

bits, n(u,v), to be assigned to each DCT coefficient has been determined,
the next step that must be taken is to determine how to distribute the
L(u,v) levels [}L(u,v) = 2n(u,v§] over the range of the coefficient. Max
has given the optimal method for quantizing a Gaussian random variable with
zero mean and unit variance in his 1960 article "Quantizing for Minimum
Distortion" (Ref 24). The optimality condition for Max was minimum mean
square error. The Max results can be used in the quantization of the

DCT coefficients if the source being quantized is defined to be the
weighted DCT coefficient A(u,v) F(u,v) divided by its standard deviation

A(u,v) o(u,v).

A(u,v) F(u,v) _ F(u,v)

A(u,v) o(u,v) = o(u,v) (3.25)

Fn(u,v) =

Since F(u,v) is zero mean Fn(u,v) will be also and the variance of
Pn(u,v) will be unity.

In his article, Max also demonstrated that the optimal quantization
method gave only a small performance gain over the sub-optimal uniform
quantization method. The structure of the uniform quantizer is shown in
Figure 3.7. The width of the quantizer bins (d) is calculated to minimize
the total mean square error. It is important in this application that the
uniform quantizer's performance is relatively close to that of the optimal

quantizer. In the optimal quantization procedure the endpoints of the
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quantization intervals are not uniformly spaced and must be precomputed
and stored in a table. Also the output value for each quantizer level is
not the mid-point of the interval but instead is the center of probability
mass for the interval so it, too, must be precomputed and stored. The
bit assignment procedure described in the last section can sometimes
result in as many as 16 bits being assigned to the low frequency DCT
coefficients. This implies that for the optimal quantizer more than
260,000 constants must be stored. For the uniform quantizer only the
value of d is required to define the quantization interval endpoints and
output levels. Therefore only 16 values of d must be stored, one for
each possible value of n(u,v). For this reason, the uniform quantizer was
used in the theoretical performance calculation and the image simulation.
Max gave values for d and the resulting MSE only up to 36 output
levels (Ref 24). As mentioned above the bit assignment process for the
DCT ccefficients can require as many as 16 bits or 65,536 levels. There-
fore it was necessary to extend the Max results to include all 2" number
of output levels, n =1, 2, 3, ... 16. The defining equation which must

be minimized to find the optimum value of d is (ref 24:9)

L/2 1
/ [ 21 - (ﬂ p(x)dx + 2/ x-— —d p(x)dx (3.26a)
(i-1)a (L/2-1)d

where L is the number of quantizer levels and p(x) is the N(0,1) prob-

ability density. To minimize (3.26a)with respect to d, the partial deriv-
ative of D with respect to d is taken and the resulting equation set equal

to zero.
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id

L/2-1
.. Z (21-1)[ E(-("’i;‘)d] oli)di
i=1 (i-l)d

(3.26b)

- (L—1)f Et-(ka—l-)d] p(x)dx = 0
(L/2-1)

Using numerical search techniques the root (d) of equation (3.26b) was
found for each L = 2" , n=1, 2, ... 16. These d values were then
substituted into equation (3.26a) to find the resultant value for the mean

square error. Table III.4 gives the calculated d and MSE values.

Representation of the Quantizer Output Level. The final issue

concerning the block quantizer that must be addressed is what binary
code should be used to represent the output of the quantizer. Some
limited research on this subject was conducted but little information was
found that would cause one code to be preferred to another. Therefore
for ease of implementation and compatibility with standard computer for-

mats the natural binary code in which an integer k is represcnted by

k = Z kg 2t (3.27)

where

was selected for use in the following performance calculation and the

image transmission simulation.

Theoretical Performance of the Source Encoded Imagery Transmission System

The objective of this section is to develop an expression for the

total expected distortion in the reconstructed image (DT)' The distortion
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Table III.4
E Optimum Level Spacing and Resultant Mean
{ Square Error for the Uniform Quantizer
ﬁ Number Number
of Bits of Levels d MSE
1 2 1.59576912 .36338023E+00
3 2 L .99568669 .11884605E+00
: 3 8 .586013u4 .37439661E-01
L 16 .33520061 .11542885E-01
5 32 .18813879 .34952114E-02
6 64 .10406301 .10400448E-02
7 128 .05686767 .30433305E-03
8 256 .03076239 .87686339L-04
9 512 .01649895 «24919336E-04
10 1024 .008785u6 .69972886E-05
11 2048 .00464983 .19447093E-05
12 4096 .00244839 .53582554E~06
13 8192 .00128358 JA4667211E-06
14 16384 .00067037 L40047439E~07
15 32768 .0003u892 .11043099E-07
16 65536 .00018097 .32263614E~08

measure will be the weighted mean square error criterion defined by (2.8).
As shown in the previous section this distortion criterion can be written
in the discrete cosine transform domain as (3.19). Since the weighting

function is deterministic the expectation operator can be taken inside

the summation of (3.19) to give




M-1 M-1
2 i 2
i A®(u,v)
DT = Z z —T!— E {E‘(u,v) - }"(u,va } (3.28)
us=0 v=0

Therefore the task of determining D, reduces to calculating the mean square

T
error between the original and reconstructed values for the individual
cosine transform coefficients.

There are two sources of variation between F(u,v) and ;(u,v). First
is the quantization process. Second is the error induced by noise in the

communications channel. These effects will be modeled as additive. That

is

;‘(u,v) F(u,v) + Q(u,v) + N(u,v) (3.29)

Q(u,v) = quantization error

N(u,v) = error contribution due to channel noise

Further it will beassumed that the two error terms are independent. There-

2 2
E {E(u,v) - F(u,vi] }: E {E(u,v) + N(u,va }

E Q2(u,v) + 2Q(u,v)N(u,v) + N2(u,v) (3.30)

E{QQ(U,V)} + QE{Q(U,V)} E{N(u,v)} + E{NQ(U,V)}

where the independence of Q and N has been used to break the cross term

fore

expectation into the product of the expected values of Q and N. Each of

the three terms of (3.30) (which will be referred to as the mean square

quantization error, mutual error and mean square noise error, respectively)
will be evaluated separately in the following three sections.

Mean Square Quantization Error. The E(QQ(u,v)} can be determined
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quite easily on the basis of the discussion presented in the previous
section on uniform quantization of the DCT coefficients. For a N(0,1)
Gaussian random variable the quantization error, which will be called
Q2 n(u,vE], depends solely on the number of bits n(u,v) used to represent
the output, as shown in Table III.4. Therefore, the mean square quantiza-
tion error for the (u,v) DCT coefficient, which is N[§,o2(u,vz], is given

by
E {Q2(u,v)} = cz(u,v) Q2 n(u,v)] (3.31)

Mutual Error. The expected value of the mutual error term is zero.
The reason for this is the expected value of the quantization error
{Q(u,v)} is equal to zero. This can be seen quite easily by analysis of
Figure 3.7 which shows the structure of the uniform quantizer.

The E{Q(u,v)} is defined by

E {Q(u,v)} = E {F(u,v) - F,(u,v)} (5.32)

Q

where F_(u,v) is the reconstructed value of the quantizer output given

Q
that F(u,v) is the input. It has been previously shown that the E{F(u,v)}

= 0 . Therefore the E{Q(u,v)} equals -E{FQ(u,v)). Figure 3.7 shows that

the values F_(u,v) can take are symmetrically distributed around O as

Q
is the probability density of the input to the quantizer. The probability

that FQ(u,v) equals a given value (x) is simply the probability that the

input to the quantizer will fall within the bin which has x as an output.
Due to the symmetry of the quantizer P{FQ(u,v)=x} s P{FQ(u,v)=-x} , hence
the expectation of PQ(u.v) will be 0 as will be E{Q(u,v)}.

Mean Square Noise Error (Ref 26:23-25). The error due to noise is

simply the result of quantization level x, being sent and X, being decoded

1

61




in the receiver.

L(u,v)-1 L(u,v)-1

B@w) = Y > yexp? P (3.33)
k=0 1=0
where
L(u,v) = number of levels assigned to the (u,v) coefficient
= 2n(u,v) (For compactness L(u,v) will be written
simply as L throughout the remainder of this development)
P(1,k) = Probability that level 1 was sent and level k received

For the uniform quantizer
9 . 3 2 - :
(xk-xl) = d"(u,v)o (u,v)(k-1) _ (3.34)

where

d(u,V)

output level spacing for the (u,v) coefficient

k,1 = number of the output level corresponding to X, and x

ik
respectively

Also, using Bayes Theorem

P(1,k) = P(k/1)P(1) (3.35)

where

P(k/1) = Probability of level k being received given 1 was sent

P(1) = Probability that level 1 was sent

Substituting equations (3.34) and (3.35) into (3.33) gives

L-1 L-1

BN (u,v)) = a2(u,v)02(u,v) 2 Z -1/ | 21)  (3.36)
k=0 L1=0 |
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The term in square brackets can be seen to be the E{(k-1)2/l} which can

be expanded as follows:

2

E{(k-1)2/1) = E{k’/1} - 21E{k/1} + 1 (3.37)

The two expected values on the right hand side of equation (3.37) will

now be separately evaluated.
As discussed in a previous section the integer k will be expressed

in natural binary code for transmission.

n(u,V)‘i
k = ks 7t (3.38)
i=0
where
ki =0, 1
n(u,v) = number of bits assigned to the (u,v) coefficient (n(u,v) will
be shortened to n for the remainder of this development)
Therefore Buit
E{k/1} = Z E{ki/l)z1 (3.39)
1=0

If we assume that the channel is memoryless, the only bit in 1 which impacts
the value of ki is 11' Further if we assume that the probability of bit

i being in error is Pi then

"

E{ki/l} = E{killi} (I-Pi)li + Pi(l-li) (3.40)

(1-2Pi)li + Pi

Substitution of (3.40) into (3.39) gives
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2 5 i
E{k/1} :E: {Qa 2Pi)li + Pi} 2 (3.41)

i=0

n-1 n-1

= 3.2% 4+ :E: (1-21,) P.2*
1 1
i=0 i=0
n-1

"
[
+
~~
iy

1
N
=
~
o
N

e

Note that the probability of error Pi in equation (3.41) has been
allowed to vary for each bit position. This is in anticipation of using
different channel coding methods on individual data bits rather than coding
the bits all in the same manner. For the specific case where the probabil-
ity of error for each bit is constant ( by = P for all i) equation (3.u1)

reduces to

n-1 n-1
E{k/1} = (1-2P) :E: 1i2l +P :E: 2* (3.42)
i=0 . i=0
g 12"
= (1-2P)1 + P [ﬁ_]
= (1-2P)1 + P(L-1)
where
n(u,v)

L = L(u,v) = 2

Turning now to the calculation of the E{k2/l}, using equation (3.38)

this expectation can be defined as follows
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n-1 n-1
E(k%/1} = Z Z Elk,k
i=0 j=0

§/1) 2i*] (3.43)

Again assuming that the communication channel is memoryless the
values of ki and kj depend only on 1 and lj and in fact E{kiij/l} =
E{killi} E{kj/lj} s, (i#3). This point will be demonstrated since it is
not an intuitive result.

There are four possible values for the product kikj in terms of 1i

and lj‘ Assuming that the probability that bit ki # 1i is Pi and the

probability that kj # lj is Pj the four values of kikj and their associated

probabilities are

kik' P(kik'/lilj)
lilj (J-Pi)(l-Pj)

(1-li)lj (Pi)(l'Pj)

li(i—lj) (1—Pi)Pj

(1—li)(1-lj) Pin
Therefore
E{kikj/l} = lilj(l-Pi)(i-Pj) + (1-1i)liPi(1-Pj) + (3.44)
li(l-lj)(l-Pi)Pj + (l-li)(i—lj)PiPj

[‘1"’1’11 * Pi(l-li)] 'Ei'Pj’lj * Pj(l-lj)]

E{killi} E{kjllj} y (i#3)

"




[ 2 TR 2 P
E{kikj/l} = E{ki /li} = (1 Pi)li + Pi(1 li )

Since 1, can only take on values of 0 or 1, li2 =
Blk/1;) = (1-PD1; + P (1-1)
(1—2!’i )li + P
E{ki/li}

Substitution of (3.46) and (3.44) into (3.43) gives

n-1
2 & 21
E{k%/1) = z l:(1-21>i)1i + Pa 9?i

i=0

E1 ap, )1, +P]|:(1 -2P 1, + .:lzi*j

Adding the missing i=j terms to the double summation and subtracting

them from the single sum of equation (3.47) yields

n-

2 2l 2%
E{k“/1} = Z [(1 2P )1, + P] . [(1-z>1>i)1i + pi] 2% (3.u8)

n-1 n-

i+
z [(1-2Pi)Pi + Pi:] [(1-2?_j )1j + Pj] 2

The double sum in (3.48) is equal to EQ{kll}. Expanding the squared term

i=0 j

BT Y 7L

e
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in the single sum of (3.48), using the fact that li2 = 1i and cancelling

terms gives

n-1 2
z {[(1-2?.)1. + P] - [(1-2?.)1. s p] ] 2%
1 1 - 1 1
e (3.49)
n-1
= Z P,(1-p,) 2%3
1 b
i=0
Substitution of (3.49) into (3.48) gives
n-1
E(k2/1) = Z p,(1-p 2% 4 £2 (/1)
i=0 (3.50)
n-1 n-1
2i i} 2
» Z p.(1-p.)22% 4f1 4 Z (1-21,)P.2
b 8 X 1 g
i=o0 i=0

For the particular case of Pi = P for all i, equation (3.50) reduces to
2 P(1-P)(12-1) g
E{k“/1} = T U + | (1-2P)1 + (L-1)P (3.51)

Recall that the point of these calculations is to find an expression
for E{(k-l)2/l} defined by (3.37) and then in turn to substitute that ex-
pression into (3.36) to find a final expression for E{Nz(u,v)}. Substitution

of (3.50) and (3.41) into (3.37) gives

n-1 n-1 2
E{(k-1)%/1} = Z Pi(l-Pi)221 +1 + Z (1-:)1i)!>i:>1 (3.52)
i=0 i=0

n-1
2101 + z (1-2P,)P,2*| +1
1 1
i=0
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After some algebra this reduces to
n-1 -
E{(k-1)%/1} = ) P, (1-P)2%1 4 (121,392} (3.53)
3 3 158 g
i=0

Substitution of (3.53) into (3.36) and expansion of the squared term

in (3.53) into a double summation gives

L-1 n-1
E{Nz(u,V)} = d2(u,v)o2(u,v) :E: :E: Pi(l-Pi)221 + (3.54)
1=0 i=0

n-1 n-1
- - : j
1 21.)?.(1 213.)?32 P(l)

N

0 j=0

Since the first sum in the square brackets does not depend on 1 it can

L-1
be pulled outside the summation. Then noting that I P(l) = 1 , equation
1=0
(3.54) becomes
n-1
E{N? (u,v)} =4 (u v)o? (u,v) :E: Pi(1-pi)221 + (3.55)
i=0
L-1] n-1 n-1
- e i+]
z z (1 2li)Pi(1 2lj)Pj2 P(1)
1=0L i=0 j=0

At this point it is necessary to define P(1). This is simply the
probability that the input (x) to the quantizer, which is a N(0,1) random
variable, falls into the 1lth quantizer level. Reviewing Figure 3.7 it can

be seen that

P(1) = P{[- %] d(u,v) < x < [(1+1)- %‘-] d(u,v)} s 121, 2 Juv L2

(3.56)

68

ol e R i Az s




P[--' <x < (1- %)d(u,va, 1

P(1) =
P[(% -1)d(u,v) < x i,], 1

Since x is N(0,1) P(1) can be defined in terms of the error function, erf(x).
Defining erf(x) as follows

2
e X /2

s
V2n
the equations for P(1) become

erfEl-ri- -;—')d(u,v)] - erf[(l— %—)d(u,va

P(1) = erf[}l- %Jd(u,vi]

1 - erf [}%--l)d(u,vi]

Due to the complexity of the expression for P(l), there is no way to
simplify equation (3.55) any further so it will be taken as the final
expression for E{N2(u,v)} where the probability of a bit error (Pi) depends
on the bit position. If Pi is constant for all i (3.55) can be simplified
considerably. Setting Pi = P for all i in equation (3.55) gives

n-1

BN (u,v)} = a2(u,v)o2(u,v){ P(1-P) Z 2

i=0

2i
+

L-1 -1 n-1

p? z 2 Z (1-'.211)(1-213.)2“j P(1)

1=0 L i=0 3=0

Noticing that
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n-1
7 2n 2n 2
(2%)* = 2= 22 et e b 22 (3.60a)
: $ w3 3 3
1=0
and
n-1 n-1 n-1 n-1
(1-21.)(1-21.)2*" = z (1-21,)2" 2 (1-21.)27
i 3 1 J
i=0 j=0 i=0 3=0
n-1 n-1 n-1 n-1
= 242 1i21 232 z 1].23 (3.60b) |
i=0 i=0 3=0 3=0 f

1]
'M'
< |
1
-

1)
N
el

N

]

equation (3.59) becomes

2
B{Nz(u,v)} = d2(u,v)o2(u,v) -P(i—-P;ﬂ“—_-l—) " (3.61)

L-1
2 2
P Z [-1-21] P(1) }
1=0 ‘

Expansion of the squared term in the summation of (3.61) gives

| L-1 L-1
| Z (1.-1-2.1)2 P{l) = Z EL—1)2-I+1(L—1)+M12] P(1) (3.62)
1=0 1=0

L-1 L-1 L-1
= (L-1)2 z P(1)-4(L-1) Z 1P(1 )+ z 12 p(1)
1=0 1=0 1=0

‘ L-1 L-1 '
{ ) The term £ P(1) equals 1. The I 1 P(1) is just equal to E{1}. Since i
1=0 1=0 f
|
i

the input to the quantizer is symmetric about 0 and ihe quantizer is also
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symmetric about 0 the expected value of the output of the quantizer is
the midpoint of the range of output values.

el

E{1} = 5

(3.63)
L-1

Finally the I 12 P(1) is simply E{12}. No simple expression for the
1=0

expected value of 12 can be given since P(1l) is not constant for all values
of 1. However E{l2} can be tabulated as a function of n(u,v), the .. ber
of bits assigned to a coefficient, as shown in Table ITI.5. E{1%} will
simply be called SQ(u,v) in the remaining equations.

Substituting the expressions for E{1l} and E{12} into (3.62) yields

:E: (-1-21)° PQL) = (Te1)* - 555:%355:11 + 45Q(u,v)

(3.64)

48Q(u,v) ~ (L-1)2

Then substituting (3.64) into (3.61) gives the final expression for

E{N2(u,v)} for the constant probability of error channel.

E{N2(u,v)} = d2(u,v)02(u,v){P(1—P2—(L—1) + P [uSQ(u v)~(L- 1)]} (3.65)

Total Error. Taking the expressions for E{Q2(u,v)} and E{N2(u,v)}

found in the previous sections and summing them gives the total distortion

(DT)' If the probability of an error occurring in the ith bit position is
P,, then
i
M-1M-1 n(u- v) 1
DT = Z A_(_“.I:V_) cz(u,v) QQEl(u,v):] + d2(u,v) Pi(l—Pi)22l +
u=0 v=0

(3.66)

L(u,v)-1 [n(u,v)~1 n(u,v)-1
(1-21,)P,(1-21,)P,2 3| p(1)
373 gk

1=0 i=0 j

0
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Number

of Bits

10

11

12

13

14

15

16

Table III.S5

Expected Value of the Square of
the Uniform Quantizer Output Level

Number 2
of Levels E{1°})
2 .50000000
i 3.1388048
8 15.052876
16 65.047276
32 268.40287
I 1084.4977
128 4341.3770
256 17312.877
512 68953.721
1024 274588.16
2048 1093803.7
4096 4359072.6
8192 17380072.
16384 69325881.
32768 .27663295E+09
65536 .11041433E+10




For Pi = P for all i,

M-1

M-1 2
DT = z z %ﬁl oz(u,v) QzEm(u,v)] +

u=0 v=0 (3.67)

2
d2(u,v) P(1-P) gL (u,v)-1) + P2 [}SQ(u,v)-(L(u,v)—l)f]

where Q2 n(u.vZ] s SQ(u,v) and d(u,v) are tabulated functions which

depend on n(u,v) and L(u,v) = 2n(u,v)‘ Thus given n(u,v) and P, DT

can be computed using equation (3.67). Use of equation (3.66) will be

deferred until the next chapter when error correction coding is applied.

Calculated Performance of the Source Encoded Image Transmission System
Usinéyequations (3.24) and (3.67) (constant P) the performance of the

source encoded imagery transmission system was calculated by computer.

The results are displayed in Figure 3.8. The graph plots the average

number of bits per sample (R) versus the calculated distortion (D) for

that number of bits. That is

§
1
\
:
t
|
a
|

[}(u.v), 5]
-t

The calculation was performed for five different values of F(0, 10
10-5, 10-“ and 10-3). The power-normalized version of the weighting func-
tion A (u,v) was used in the calculation. Also displayed in Figure 3.8
is the approximate rate distortion function for the DCT coefficients.

The first conclusion which can be drawn from Figure 3.8 is that

the cosine transform/block quantization (DCT/Q) source encoding scheme
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is quite efficient as long as the communications channel noise is low.
For P _<__10-6 the performance of the source encoder is within 1 bit/pixel
of the rate distortion bound.

The performance of the source encoder deteriorates, however, as the
orobability of error increases. Figure 3.8 shows that for bit error
rates in the range of 10-3 (which is typical for many standard military
communications systems), the DCT/Q technique can not reach distortion
levels less than 1% no matter how many bits are transmitted. In fact the
curves at these bit error rates exhibit the characteristic that beyond a
certain rate (approximately 2 bits/pixel for P = 10-3) the distortion
actually gets worse if more source bits are added. This counter intuitive
result can be explained through an analysis of the components of the
distortion.

Table III.6 shows the calculated values of D and R that are plotted
in Figure 3.8 for P = 10-3. The quantization and noise components of
the distortion are also separately broken out in Table III.6. The table
shows that the quantization error is inversely related to the rate as
expected. On the other hand, the noise error increases as the rate in-
creases. This result is also to be expected. As the rate increases, more
bits are transmitted per pixel so naturally more errors will occur. More
importantly, as R goes up the number of quantization levels assigned to
each DCT coefficient increases. The binary coding structure used to represent
the quantizer output causes some bits in the transmitted data stream to
be much more important than others. If an error occurs in one of these
bits, a significant amount of distortion results. Increasing the number

of quantization levels only worsens this situation. Therefore the noise

75

[ e o

PR, 7.

g S T g g = T T T U R R




Performance of the Source Encoder for P=10
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error is directly correlated to the rate. For P = 10”3 |, Table III.6

shows that the noise term becomes dominant for R > 2 so the total distor-
tion actually increases above this rate.

The final conclusion which Figure 3.8 yields is that there is def-
initely room for a trade off of source bits for channel encoding bits

in the DCT/Q system. Since adding source bits beyond a certain level

will not improve the DCT/Q performance and may actually worsen it, a

i
. reasonable alternative would be to add error correction coding bits in- £
stead to reduce the probability of bit error. This trade of source data E

£

kg

bits and channel encoding bits is the subject of the next chapter. g

k
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IV. Performance Improvement With Combined
Source/Channel Encoding Procedures

In this chapter, the effect of adding error correction coding bits

to the output of the source encoder will be calculated. No attempt will

be made to produce an optimum source/channel encoding procedure. The
emphasis will be on applying standard error correction procedures in order

* to reduce the overall distortion level in the received image.

Channel Coding Procedures

There are two broad categories of error correcting codes, block

codes and convolutional codes. Block codes accept a fixed-length block of

K data bits, and output an N bit codeword (N>K) which depends only on
those K information bits. Convolutional codes also operate on K bits of

data at a time, but the N bit codeword which they produce depends not

only on the K information bits, but also on M previous data bits. Both

A 1 T

types of codes are normally identified by an (N,K) descriptor. Because
some indication of the size of the memory, M, is needed for convolutional
codes, they normally have a third identifying number, known as the con-
straint length (C), associated with them. The definition of constraint §

length varies somewhat in the literature, but for this report, C will be

defined to be the sum of K and M.
Since both types of codes transmit N bits for all K bits of data,
> the effective transmission rate Re over the communications channel is N/K

times the data rate of the source. The ratio N/K is called the rate of

=

the code and has units of channel bits/source bit. f

The final characteristic of channel codes, which needs to be defined,

is a performance measure. The standard measure used in much of the research
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literature is PE’ the probability of a codeword being decoded incorrectly.
For the purpose of calculating the performance of the source/channel en-
coder, the error rate that is needed is Pe, the probability of an individ-
ual data bit being received in error. There is, in general, no direct

relationship between PE and Pe. In fact, the calculation of P_ for most

E
codes is extremely difficult, if not impossible. Much research has focused
on simply finding tight upper and lower bounds for PE' For this reason
one of the primary criteria used to select the channel codes was the avail- ¥

ability of calculated or empirically derived values for P .

Block Codes. The structure of block codes has been studied exten-

sively, and as a result, there are literally thousands of potential codes
from which to choose. The block codes chosen for application to the
imagery data link were selected because they are 'perfect" codes. A
perfect code is one that will correct all n and fewer bit errors in a
codeword (n=1, 2, 3 ...) but will not correct any other error patterns. In
this sense perfect codes are the most efficient codes for correcting such
error patterns. That is why perfect codes are among the most thoroughly
studied and often-implemented block codes. There are three families of
perfect codes. One code from each family was selected for study.

The first family consists of the (N,1) repetition codes where N is

an odd number. For this type of code, there are only two codewords, all

1's or all 0's. The codeword is decoded by majority vote. The (N,1)
repetition code will correct all (N-1)/2 and fewer bit errors in the received
codeword. Because only 1 bit of information is transmitted in each code-
word, the shortest repetition code, (3,1), was the one selected from this
group.

The (3,1) repetition code corrects all single bit errors. Therefore,
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the probability of the data bit being received in error, Pe, is simply
the probability that two or three errors occur in the codeword. For the
memoryless, binary symmetric communications channel (BSC) with bit error

probability, P, the performance of the (3,1) code is given by

3p%(1 - P) + P°

o
n

(4.1)
3

3p? - 2P

The (3,1) repetition code is also a member of the second class of

perfect codes, the Hamming codes. These codes correct all single bit er

rors and have the following specific relationship between N and K

e R

=
]

e 308 8 .. (4.2)

The (3,1) code has the worst rate of all the Hamming codes. The (7,4)
Hamming code was selected for use in the imagery transmission system
since its performance is more representative of the overall Hamming family
performance than the (3,1) code.

Since the (7,4) Hamming code corrects all single bit errors in the
codewords, but no more, the probability of a codeword being decoded in-
correctly is simply the probability of two or more bits being in error.

For the memoryless BSC

g 7\ o 7-1
PE = Z (1) P7(1 - P) (4.3)

i=2

However, even if a codeword is in error, some of the individual bits will

still be decoded correctly. McEliece shows that the probability of a bit
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error, Pe’ for the (7,4) Hamming code is given by (Ref 25:7)

9p2(1-p°) + 19P3(1-P)* + 16P"(1-P°) + (4.4)

g
]

12p°(1-p)2 + 72%(1-P) + P’

9P2-26P3 + higher order terms

For P < 0.001, the higher order terms in (4.4) are insignificant.

The final block code selected is the (23,12) Golay code. The

(23,12) Golay code corrects all 3 or fewer bit errors and is a very power-

ful channel encoding technique. Rather than calculate P_. directly for

E

the Golay code, it is easier to calculate the probability of a codeword

being received correctly, PC’ and then find PB by PE = 1—PC. For the
(23,12) code
P, = (1-P)7% 4 (if) (1-P)%%p + (%f) (1-P)?1p? + (4.5)

(%f) (1-p)20p3

For P = 1075 P is equal to .99999999913 or P_ = 8.7 x 107°. This

means that out of every 115 million codewords sent, one will be decoded

incorrectly. The probability of any one data bit being in error is still

lower, beczuse even in the one block received in error, some of the bits

will be decoced correctly. No specific formula was found for the probability
of bit error for the Golay code so the probability of block error will be
used in the performance calculation. The error rate is so close to zero
that this approximation will have little or no impact on the results.

Convolutional Codes. The technology associated with convolutional

codes is not nearly as wel) developed as block code technology. Only in
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recent years have efficient decoding procedures been developed for them.
One of the factors which greatly complicates the systematic study of con-
volutional codes is the constraint length, C. As an example, a (2,1)
block code is of no practical use since it has no error correcting capability.
A (2,1) convolutional code, on the other hand, is practical. In fact,

the study of (2,1) codes with variations in C is a whole subject in and

of itself.

Despite the difficulties involved with the development of convolution-
al codes, they have been found to provide significant performance improve-
ment over block codes in high noise (P :_10-3) applications such as communi-
cations with space vehicles. The three convolutional codes selected for
application to the image transmission system are all products of space
programs.

The first of the three convolutional codes has been used on Mariner
class spacecraft since 1977. It is a (2,1) code with constraint length
6. This is a very short constraint length code which permits some of the
most powerful decoding techniques to be applied, such as the Viterb
decoding rules (Ref 42:237-334). The measured performance of the (2,1)
Mariner code is shown in Figure 4.1.

The other two convolutional codes are products of communications
satellite technology. One is a (4,3) C = 80 code which is used on the
INTELSAT communications satellites. It is designed to transmit 40.8 Kbit/sec
data over regular INTELSAT voice channels(P=10-u) at an effective bit
error rate of 10-9 (Ref 45:942). This code will be referred to as the (u4,3)
SPADE code since it is incorporated in the SPADE system of the INTELSAT

network. The full measured performance curve of the (4,3) SPADE code is

shown in Figure 4.2,
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The final convolutional code investigated for this thesis is the
(8,7) C = 1176 DITEC code. DITEC is a digital television system de-

signed to transmit 525 line color TV signals at a rate of 33.6 Mbit/sec.

The (8,7) convolutional code provides a decoder error rate of 10-9

on a channel with P = 107°

(Ref 45:943). The full performance curve of
the DITEC coder is shown in Figure 4.3.

Summary of Selected Error Correcting Codes. In order to restrict

the number of combinations of variables in the source/channel performance
calculations, all results were derived assuming a memoryless binary sym-
metric channel with probability of bit error equal to 10“3. Table IV.1
summarizes the parameters and performance of the six channel codes at

this error rate.

Application of Channel Encoding to the Block Quantizer Output

The next step in the process of defining the entire image transmis-
sion system is to identify how the channel codes will be applied to the
quantizer's output. That is, which bits will be protected against chan-
nel errors?

The first obvious answer to this question is to apply the channel
codes uniformly to all source bits. This is certainly the most straight-
forward scheme and would be the easiest to implement. However, the justi-
fication for applying the codes in this manner is that all data bits are
equally important and should receive equal protection. This is not the
case for the quantizer's output. While it is true that all of the variables
being quantized have been normalized to be N(0,1), at the receiver the re-
constructed values will be rescaled to their original N{0,o0(u,v)}distribu-

tions. By reviewing the table of DCT variances (Table III.2), it can be
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Table IV.1

Summary of Channel Encoder Performance at P = 10.3

Codeword Data Bits/ Constraint Error Code

Length Codeword Length Rate Rate

Code N K C P N/X
————— — — _ —le rra——
Repetition 3 1 Block 3.0 x 107° 3.00
Hamming 7 4 Block 3.0 x 107 1.75
: Golay 23 12 Block <8.7 x 10°°  1.92
Mariner 2 1 6 E5 10" . . 9.00
SPADE M 3 80 8.5 x 1077  1.33
DITEC 8 7 1176 .5 % 10°  4.18

seen that the effect of the rescaling will be to greatly deemphasize the
effect of transmission errors in the high frequency components. Errors
in the low frequency components will be passed through relatively un-
changed or perhaps even magnified.

In order to take into account the variability of the impact of trans-

mission errors, a reasonable second cut at application of channel coding

would be to protect only a specific subset of DCT coefficients. The
questions then becomes, what subset should be protected? For simplicity
of implementation, the easiest subset to select is an m x m block of the
low frequency coefficients. However, a review of the bit assignment ma-
trices in Table III.3, indicates that a better choice might be a roughly
triangular shaped block of low frequency components or all the coefficients
in the first several rows and columns.

Protecting subsets of the DCT coefficients still involves the assump-

tion that the individual bits within the subset all carry the same amount
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of information. Again, this is not the case for the quantizer's out-

put. Since the output of the quantizer consists of natural binary code
words, the most significant bits of those words carry more information
than the other bits. Therefore, a third alternative in applying error
correcting codes would be to protect the most significant bits of each

quantizer word and leave the other bits unprotected. This application

was anticipated in the noise error calculation of Chapter III, by al-
lowing the probability of g data bit error to be dependent on the bit's
position (Equation 3.66). It must be pointed out that a scheme to
protect individual bits would be difficult to implement. The only reason-
able codes which could be applied are the (N,1) repetition block codes

or very short constraint length (N,1) convolutional codes.

Theoretical performance curves were calculated for all three channel
coding procedures proposed above: uniform coding of all bits, coding of

selected subsets of DCT coefficients and coding of the most significant

bits of each quantizer word.

Calculated Performance of the Source/Channel Encoded Imagery Transmission

sttem

Uniform Application of Error Correcting Codes. In order to calculate

the performance of the imagery transmission system with all data bits chan-

bl - nel encoded uniformly with an (N,K) code, equations (3.67) and (3.68) were

modified as follows:

=
i
-
=
]
(Y

N
—_— n(u,v) (4.6)

=
1]

2
c
1
o
<
"
o




2
D.r = L—‘(‘—Eﬁ)— 02(u.v) Q2E\(u.v):] + (4.6)
u=0 v=0
; P (1-P ) (L7 (u,v)-1)
d“(u,v) 2 3 + Pe 4SQ(u,v)- L(u.v)-{]

where Pe is the probability of a decoded bit being in error.

The performance curves for the block codes are shown in Figure 4.4
and for the convolutional codes in Figure 4.5. Also shown in the two
figures is the calculated performance of the source encoder alone at
a bit error probability of 10-3. The graphs clearly show that the perform-
ance of the imagery transmission system can be improved significantly
through the application of error correction codes.

For the three block codes, the lowest distortion levels were achieved
by the (7,4) Hamming code. This is somewhat counterintuitive, since the
(23,12) Golay code has a much lower Pe. However, both codes provide a
Pe < 10-5. For error rates in this range, the overall distortion is dom-
inated by the quantization error, which is not dependent in any way on
the channel code. As a result, the difference in performance of the two
codes lies in their code rates. The (7,4) code has a slightly lower rate
(1.75 channel bits/source bit) than the (23,12) code (1.92 channel bits/source
bit), so the Hamming code requires fewer bits to achieve the same level
of distortion as the Golay code. For similar reasons, the (3,1) repeti-
tion code's performance is inferior to that of the other codes.

The convolutional codes showed similar results. Both the (4,3) SPADE
code and (8,7) DITEC code have lower N/K ratios than the block codes, and
both provided better performance. For the (7,4) Hamming code, the rate

at which the source/channel coder's performance matches the source encoder's
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performance (this will be called the break even rate) was approximately
2.5 bits/pixel. For the (4,3) and (8,7) convolutional codes, the break
even rate has been reduced to 1.6 and 1.1 bits/pixel, respectively.

One additional point must be emphasized about Figures 4.4 and 4.5 and
all following graphs in this chapter. In order to present the data in
a reasonable format, the distortion levels are plotted on a logarithmic
scale. Therefore, the curves tend to visually understate the performance
improvement achieved by the application of channel codes. As an example

of this, the distortion level provided by the (7,4) Hamming code at 3 bits/

| pixel is only 1/3 that of the uncoded source. For the (8,7) DITEC code,
the weighted mean square error at this rate is five times smaller than
the source encoder's performance. The application of error correcting

codes can provide a very significant performance gain.

Application of Error Correcting Codes to Specific Subsets of DCT

Coefficients. The next set of results are intended to show the effect

of channel coding only certain subsets of the DCT coefficients. Again,

it was necessary to limit the number of varying parameters in the calcula-
tions. Therefore, the analysis was performed only for the best block
code [E?,u) Hamminé] and the best convolutional code [38,7) DITE%] as

determined by the uniform application results.

The equations used for these calculations are:

M-1 M-1 ‘

R = i2 Z 2 cr(u,v) n(u,v) (4.7)

u=0 v=0

where

N/K for (u,v) in the selected subset
c_(u,v) = :
i 1 for (u,v) not in the subset
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M-1 M-1 2
——(‘il-v—)-a (u,v) Q Et(u,va +
usQ v=0Q
2
dz(u.v) P(ulv)(l'P(u.v)) {L (U,V)-l} + (“.8)

3

- 2
P (u,v) {“SQ(U.V)-E(u.v)-l] }

where

Pe for (u,v) in the selected subset
P(u,v) =
10°3 for (u,v) not in the subset

The first subsets selected were m X m square blocks of the lowest
frequency components. The results for m=4, 6 and 8 are shown in Figures
4.6 and 4.7. For comparison purposes, the performance results for the
source coder and the uniformly applied channel code are also included in
these figures.

The curves for the (7,4) Hamming code (Figure 4.6) show that protect-
ing only the square subset of samples results in reduced distortion levels
for rates between 1.2 and 5.2 bits/pixel. Below this range, the source
coder alone achieves the best performance. Above this range, channel
coding the entire set of DCT coefficients provides the lowest weighted
MSE. Within the range, the subset which provides the lowest distortion
depends on the rate. Up to 2 bits/pixel, the m=4 subset has the low-
est weighted MSE. From 2 bits/pixel to 3 bits/pixel, the m=6 curve is
the lowest. The m=8 performance surpasses the m=6 performance at
3 bits/pixel. This pattern of performance curve crossovers is repeated
in all (7,4) code results and repeated to a much smaller degree in the

(8,7) DITEC code results. For R=3 | coding only the 6 x 6 block of
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lowest frequency DCT coefficients yields a calculated WMSE of 0.0068.
This is 40% less than the comparable figure for the uniformly coded case
(0.011) and 60% less than the source coder's performance (0.017).

Figure 4.7 shows the calculated results of coding an m x m square
block with the (8,7) DITEC convolutional code. In this case, there is
little if any performance improvement over the uniformly coded case. The
graph shows that the distortion provided by any of the choices of m is
essentially the same for R less than 1.75. Above this rate, the uniform
coder provides distinctly better performance. The calculated values used
to plot the curves in Figure 4.7 actually show that there is a very slight
performance gain for the m x m square subsets between R=1 and R = 2.5
bits/pixel. The savings is only on the order of 1%. For the (8,7)

DITEC code, the rate of the code (1.14 channel bits/source bit) is so close
to unity that selecting specific subsets of coefficients does not result
in a significant savings in the number of transmitted bits.

The next subset of DCT coefficients chosen was a triangular shaped
set of the lowest frequency terms. The size of the triangle (t) indicates
the number of elements on its side (i.e. all coefficients with u + v <
t-1 are included in the set). For the (7,4) Hamming code (Figure 4.8),
this subset selection resulted in lower distortion levels over the range
of rates from 1.3 to 6.8 bits/pixel. The triangular subset provided com-
parable performance to the m x m square subset. As an example, at R=3 bits/
pixel, the best triangular subset (m=8), which contains 36 coefficients,
produces a weighted MSE of 0.0062. The performance figure of the 6 x 6
square subset at this rate is 0.0068. Again, the results for the (8,7)
DITEC code (Figure 4.9) show that there is little to be gained from coding

any subset smaller than the entire block of DCT coefficients.

9y




PePO) DdLIQ (L°8) S3uaTor3j3so) 104 Adousnbsay mo] jo 3oor1q saenbs w x w
ue y3iTM walsAg uorsstwsueg] Aasdew] pspooud To9UURYD/SDANOS JO sDUBMIOFISd [L°# 24n3Tj

00°S

.

(TeXTd/S3Td) 23%y

o0’y
'

00°e
'

papo) 3dunog

(.01=d
6° O“U»NNK:N
Topo @3eu]

AO)aER-SSNEY

aoaaj aaenbs uesy peIyITeM POZTTEUWION J9MOJ

95




A 5, P i A AL s 5 b I o R I s i DA 5% e s M it i

_ pepo) Butuwwey (hH¢L) SIUSTOTIIL0) L0Q Aouanbaaj mo] jo ooTg aernduerdl 3 X 3
: ; B y3Tm walsAg uorssTuwsueyg] AasBew] papoouj ToUURY)/SDANOS JO SDUBWIOJISd 8°h 2an3tj

(ToXTd/s3Td) @°3ey
00°L 00°s 00°S Do“v ocwm 00°2 oo°t 00°0

L | 2k L L [l

0T

P2p0o)
ATwaoztun

Papo) 20anosg

aoaaj saenbg uesy pe3y3TaM POZTTRWION I8MO4
96

19pon @3eu] . o

AOYaBR-SSNEY

-
|

.
.




pPepo) DJ4LIQ (L°8) S3UaTOTFIL0) LOQ Aousnbaaj mo] jo >oolg aern3uetay 3 x 3
P Y3TM wa3lsAg uorsstusuedq] AdsBew] papoouj TLUUBY)/SOJNOS B JO SDUBWIOFASd 6°h 24an3T1]

(ToXTd/s3Td) @3By

ocL 0o0°9 00°S 00y 00°E 00°¢ 001 00°0
K 1 | A ! i I ] e
o
- -
P2P9)
Atwaozyun B
:
o
- -
Fre
o
- A
popo) 2@oanosg W
. -
=
e
o
e
b
muo.—.nm &
m.OnUan&
T°pOoW 93eu] o

AOYJBR-SSNEY

aoaay saenbg uesy paiySTeM POZTTPUWION adMO4

97




The final subsets investigated were those which include only the
coefficients in the first j rows and j columns. The performance curves
for j =1, 2, and 3 are depicted in Figure 4.10 for the (7,4) Hamming
code and Figure 4.11 for the (8,7) DITEC code. The Hamming code curves
show the typical pattern of performance crossovers among the choices of
j. The range of performance improvement extends from 1.5 to 7.0 bits/
pixel. At R=3 the best distortion level is achieved by the j=2 sub-
set and has a weighted MSE of 0.0069. The curves for the (8,7) code
again support the conclusion that coding all of the coefficients provides
nearly the best performance for all rates.

In summary, channel coding specific subsets of the DCT coefficients
can result in improved performance in comparison to the uniform applica-
tion of the channel code. However, as the rate of the code approaches
unity, the magnitude of the performance gain decreases quickly. Also,
no one particular subset of the three investigated was found to provide
a significant performance advantage as had been anticipated.

Application of Error Correcting Codes to the Most Significant Bits

of the Quantized DCT Coefficients. The final method of applying channel
codes to the source encoder output is to protect only the s most signifi-
cant bits (MSB) of each quantizer output word. The equation used to cal-

culate the rate for this method is:

M-1 M-1

R=1 Z n_(u,v) (4.9)

M r
u=0 v=0
where
N/K n(u,v) % n(u,v) <'s
nr(u,v) =
n(u,v)+(N-K)s , n(u,v) > s
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The distortion equation for this application of channel codes was devel-
oped in Chapter III with the final result given in equation (3.66). This

equation is reproduced here for convenience

M-1 M-1 5
DT = Z Z A—%:—’v—)cz(u,v) QzE(u,va + (4.10)
u=0 v=0

n-1
d2(u,v)( :E: Pi(1-Pi)221 +
i=o

L(u,v)-1 [n(u,v)-1 n(u,v)-1
(1-21,)P,(1-21,)P.2* | p(2)
S | :
1=0 i=0 j=0

where

T T S

Pe of the (N,K) code for the s MSB's

v
"

103 for all other bits

The term in parentheses which multiples d2(u,v) can be calculated as a
function of n and tabulated once the Pi assignments are made.

As previously explained, only the (3,1) repetition code and the (2,1)
Mariner code were considered to be applicable to the task of coding indiv-
idual bits. The calculated performance curves for the two codes with
S = 1, 2 and 3 are presented in Figures 4.12 and 4.13, respectively.

For both codes, the main conclusion that can be drawn from these graphs
is that protecting even one bit of each quantizer word significantly reduces
the weighted MSE of the received image. In fact, for the (3,1) code,
protecting only the most significant bit results in better performance over
the range from 0 to 7 bits/pixel than coding all bits. TFor the (2,1) code,

the s=1 distortion levels are lower than the uniformly coded values for
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all rates from 0 to 4.5 bits/pixel. At a rate of 3 bits/pixel, application
of the (3,1) code to all bits provides a higher WMSE than the source encoder
alone. Using that same code, on the most significant bit, results in a

20% reduction in the distortion level.

Summary of Source/Channel Coder Performance

In order to tie the results of Chapters II, III and IV together,

Figure 4.14 presents the performance of the best overall source/channel
encoder in comparison to the performance of the source encoder alone and

in comparison to the rate distortion bound for the image source model.

The best source/channel coding combination was the (8,7) DITEC convolutional
code applied uniformly to all source bits. The performance curve for this
combination at P=10-3 and the source coder's performance at this bit error
rate are shown in Figure 4.14. Also plotted is the source encoder's perform-
ance over an error free channel. This curve represents the best performance
that can be o»xpected based on the structure of the source encoder.

The graph shows that the application of efficient channel coding pro-
cedures can provide performance on even very noisy communications circuits
which is very close to the maximum performance of the source encoder. Com-
paring the source/channel coder's performance to the rate distortion bound,
shows that there is still room for performance improvement. These perform-
ance gains will have to come through improvements to the source encoder.

One change which might lead to reduced distortion levels would be to optimally
quantize the DCT coefficients rather than uniformly quantize them. However,
no matter what source encoding procedures are employed, the potential gains
to be achieved are small in comparison to the improvement in distortion

levels that channel coding can provide.
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Finally, Figure 4.15 shows the same four curves as Figure 4.14,
except in this case the distortion measure is mean square error. The
two figures are nearly identical. Careful examination reveals the MSE
curves always lie below the corresponding WMSE curves. This is because
the power normalized weighting function is used in the WMSE curves. 1In
terms of comparing the relative performance of the source encoder to the
source/channel encoder, it appears that either distortion measure would

be suitable.
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V. Image Transmission Simulation

All of the results presented in Chapters II, III and IV are based
on the Gauss-Markov image model. In order to verify these results for
real images, a simulated imagery transmission system was established. The
simulated system was used to process example images through a discrete
cosine transform/block quantization source encocder. The source data bits
were then "transmitted" through a simulated communication channel. The
channel's bit error probability was varied to simulate the effect of ad-
ding error correcting codes to the data stream. The cosine transform
coefficients were reconstructed from the received data stream and inverse
transformed to produce the output image.

This chapter describes the hardware and software used in the simula-
tion. It also presents examples of the received images and graphs of the

measured distortion in the simulated transmissions.

Simulation Hardware

The simulated imagery transmission system was implemented on computer

and image processing facilities of the Air Force Avionics Laboratory (AFAL).

The Laboratory has a PDP-11 based Image Processing System which can digitize

hard copy images, perform some limited statistical manipulations on the
image data, display the results on a television monitor and record images
on film.

The Image Processing System has a DICOMED image scanner and recorder.

The DICOMED scanner can digitize a 57 x 57 mm area of an image. It provides

several different scanning resolutions. The highest resolution setting

produces 2048 samples across a 57 mm scan line and 2048 scan lines per image.
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The image data can be quantized to either 6 or 8 bits per pixel which cor-

respond to 64 and 256 gray levels, respectively. ?
The DICOMED recorder can produce a 54 x 54 mm hard copy image. The
recorder always prints 2048 by éous pixels over the area. The recorder
does have the capability to repeat pixels in square arrays to reduce the
effective resolution of the recorded image. The lowest resolution setting
converts each incoming pixel into a 4 X 4 square array of pixels. This

yields an effective resolution of 512 lines over the 54 mm square image

area.
The Image Processing System was used primarily to digitize the original
images and to record the images produced by the simulated transmission sys-
tem. As described in Chapter II, the desired resolution for the imagery
is 60 lines per inch. For a 54 mm image, this equates to 128 samples per
line. This is a very convenient number since it is an exact multiple of
16, the selected block size of the DCT transform. In order to produce this
resolution on the DICOMED recorder, each pixel must be repeated 16 times.
The Image Processing System has a utility function which allows an image
to be magnified by repeating pixels and lines. By using this function to
expand the 128 x 128 image by a factory of 4 and then using the low resolu-
tion setting of the image recorder, the required 16 times magnification
can be achieved.
The input images to the transmission simulation were prepared by
scanning the original hard copy pictures at the maximum resolution of the

DICOMED scanner, 2048 pixels/scan line. The 128 x 128 pixel images needed

for the simulation were produced from the scanned data by breaking the
samples into 16 x 16 square blocks. The 256 samples in each block then

were averaged to produce a single 8 bit pixel value. This procedure was
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followed to eliminate aliasing effects in the digitized images. The
averaging operation produces a sinx/x filter response in the frequency
domain. This is not a particularly good low pass filter, due to the sig-
nificant side lobe structure which it allows. However, the side lobes
are located at spatial frequencies where the eye has little sensitivity.
Therefore, the quality of the imagery produced by the averaging operation
is adequate for the purposes of the study.

After the images were scanned and averaged, the resultant 128 x 128
sample images were transferred by magnetic tape from the Image Processing
System to the AFAL DEC-10 computer. The DEC-10 was used to simulate the
source/channel encoder and to "transmit" the sample images. The "received"
images then were transferred back to the Image Processing System by mag-
netic tape to be displayed and recorded. The DEC-10 was used for the actual
simulation, since it provides many more utility functions than the PDP-11,
and can easily handle the large data files and arrays needed to store and

process imagery.

Simulation Software

Three FORTRAN programs were written and used to perform the image
transmission simulation. The first program performs the discrete cosine
transform on the input image. The second calculates the block gquantizer
bit assignment matrix. The third program takes the results of the first
two, quantizes the DCT coefficients, transmits the quantized values through
a simulated communication channel, and then inverse transforms the received
data to produce the output image. Each of these three programs is discussed
below.

Transform Program. Since the primary emphasis of the simulation is

to determine the effect of adding channel encoding to the transmitted data
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stream, little variation was allowed in the input images. Only three
images were used in the simulation, and one image in particular was used
to demonstrate the impact of channel encoding. While the number of images
was limited, the number of simulated transmission was quite large. Each
image was repeatedly transmitted while the parameters of the simulation
wera varied. A program was written to eliminate the need to perform the
discrete cosine transform each time an image was transmitted. The program
performs the transform once for each image and stores the resultant DCT
coefficients.

The Transform program performs its required operation in four separate
steps. First, it accepts the input image and calculates a sample mean,
variance and row and column correlation coefficients for it. This segment
of the program also subtracts the sample mean from each pixel. Then, using
the sample variance and correlation coefficients, estimates of the vari-
ances of the DCT coefficients, oz(u,v), are calculated in accordance with
equation (3.9). Next, the 128 by 128 image values are divided into 64,

16 x 16 blocks, and the two dimensional discrete cosine transform performed

on each block. The 2-D transform is accomplished by doing a 1-D transform
along the rows of a block and then performing a second 1-D transform across
the columns of the block. Both 1-D transforms are calculated using the

fast algorithm described in Chapter III. Finally, each of the DCT coefficients
is divided by its estimated standard deviation, as required by equation (3.25).
The normalized DCT coefficients, along with the sample mean, variance and
correlation coefficients, are stored in a file for use by the other two

programs.

Bit Matrix Program. The second simulation program calculates the

numder «f bits to assign to each DCT coefficient. The program is based on
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the bit assignment procedure, described in Chapter III, which incorporates
equation (3.24). That is, the number of bits assigned to each coefficient
depends on the weighted variance of the coefficient, AQ(u.v) 02(u.v). and

a pre-established threshold, Q. The variance and correlation coefficents
determined in the Transform program are used to calculate estimated weighted
variances using equations (3.8) and (2.13). Then, given a Q value, the
program calculates a bit assignment matrix and displays the average rate

in bits per pixel. It also displays distortion values which are calculated
assuming the image source is a Gauss-Markov process. Q values then can

be entered interactively to set either the distortion or average rate to

a desired level.

In the simulation, Q was adjusted to give exact integer values for
the average rate. By fixing the rate to integer values, comparison of the
distortion levels for various combinations of source/channel codes is greatly
facilitated. Also note that calculation of the bit assignment matrix, in
this manner, eliminates any requirement to manually "adjust" the bit assign-
ments. The algorithm automati~ally assigns the bits in a manner which
produces the lowest distortion. Once the bit assignment matrix for the
desired rate is found, it is written into a temporary file for use by the
Transmit program described below,

Several modifications were made to the Bit Matrix program to incorporate
channel encoding. Simple logical statements can be added to indicate which
DCT coefficients or which bits within a quantizer word are to be protected.
Then, the total number of source bits to be channel encoded is determined
and that sum multiplied by the rate of the channel code. This product is
added to the number of bits not protected. The resultant sum is used to

calculate the average rate with channel encoding.
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It must be noted that the calculated rates do not include any contri-
bution for overhead or synchronization bits. These would be necessary in
a practical image transmission system. There is no reason to expect that
the number of overhead bits would change significantly with variations in
the source/channel encoder. Therefore, in comparing the relative performance
of different source/channel encoder combinations, omission of the overhead
bits has no effect. In absolute terms, the calculated transmission rates
would be greater for a practical system. Data from operational image trans-
mission systems indicates that the overhead bits increase the average rate
by 10% or less (Ref u40:48).

Transmit Program. The third and final program, the Transmit program,
takes the normalized DCT coefficients calculated by the Transform program,
quantizes them to the number of levels dictated by the bit assignment matrix
and then '"transmits" them through a simulated communication channel. It
reconstructs the DCT coefficients from the received data and rescales
them by multiplying each DCT coefficient by its estimated variance. These
DCT values are then inversed transformed. The final steps in the program
add the sample mean to each of the received pixel values and store them in
an output file. The program is written under the assumption that the re-
ceiver knows the mean, variance and correlation coefficients of the incoming
image information. In practice, this could easily be accommodated by trans-
mitting this information, with appropriate error protection, as part of
the image data.

The only parts of the Transmit program which need to be described in
detail are the quantizer and the simulated communication channel. The
quantizer is a straightforward implementation of the uniform quantizer de-

picted in Figure 3.7. Each of the normalized DCT coefficients is divided
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by the quantization interv&l width, d, which is dictated by the number of
bits assigned to the coefficient, n (Ref Table III.4). The result is trun-
cated to an integer and scaled upward by adding L/2 (L=2") to give the
quantizer level. The result is checked to determine if it is less than

0 or greater than L-1. That is, a test is made to determine if the value
of the DCT coefficient falls outside the input range of the quantizer.

If so, the coefficient is assigned a quantization level of 0 or L-1, ap-
propriately. The quantization level expressed as an integer then is fed
into the simulated communication channel. The received value, also ex-
pressed as an integer, is scaled down by subtracting (L-1)/2 and then
multiplied by d to give the normalized DCT output value.

The simulated communication channel routine is depicted in flow chart
form in Figure 5.1. The simulated link is a discrete, memoryless binary
symmetric channel. The probability of an error occurring in a bit (Yi\
is dependent on which bit is being processed. By changing certain logical
statements within the Transmit program, these bit error probabilities can
be controlled to simulate the addition of error correction codes to all
transmitted DCT coefficients, specific subsets of DCT coefficients or to
individual bits within the quantizer output words.

The communication channel routine operates in the following manner.
The quantization level, expressed as an integer (LQ). along with the
number of bits assigned to the corresponding DCT coefficient, u, are input
to the routine. The algorithm determines whether each bit in the n bit
input value is a 1 or a 0. Starting with the most significant bit, the

n-1i

routine iteratively divides I by 2 (i= 1, 2, ... , n) and tests the

Q
quotient to determine if it is greater or less than 1. If it is greater

n-i

is subtracted

than or equal to 1, the corresponding bit is a 1, so 2

bB L)




i=1

No (Biti=0)

No

Figure 5.1

Return Ls

Flow Chart of Simulated Communication Channel

115




b PO N N

| from LQ and the process continued. If the quotient is less than 1, the
L

corresponding bit is a 0, so L, is left unchanged. The routine then

Q

determines if an error occurs in that bit by obtaining a random number

between 0 and 1 from the standard FORTRAN random number generator. This

» value is compared to Pi' If it is less than Pi‘ the bit is complemented. @‘

f&nally, the value of the transmitted bit multiplied by 2" 1 is added to

e S

a running total, which is maintained throughout the n iterations of the

-
oy MG

routine. This sum is output as the received quantization level at the
completion of the routine. The procedure was specifically designed to

operate on the most significant bits first to simplify the simulation of d

channel encoding specific bits in the quantizer word. For example, all
that needs to be done to simulate the protection of the most significant

bit is to change Pi’ to the effective error rate, Pe, of the channel code.

The Transmit program also calculates the weighted and unweighted mean
square error in the received image. As in the theoretical performance cal-
culations, the weighted mean square error is determined in the frequency
domain by comparing the DCT values before and after transmission (equation

3.19). The normalized mean square error is calculated using eguation (2.7).

The weighted mean square error is already normalized by the choice of the
weighting function A(u,v). In most cases, the power normalized version
Ap(u,v), given by equation (2.24), was used. However, for some results,
the amplitude normalized weighting function An(u,v) defined by equation

3 (2.25) was used. The specific version of the weighting function will be

defined for each set of results presented below.

Simulation Results

{ A total of more than 200 simulated image transmissions were performed.
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Many of these were repetitions of each other. The repetitions were re-
quired to determine an average level of distortion for a specific combina-
tion of source/channel encoding procedures, average transmission rate and
channel error rate. The repetition of transmissions became particularly
important when the error rate of the communication channel was greater
than 10-“. At these error rates, measured distortion in the received image
varied considerably from one transmission to the next. Therefore, an
image was often transmitted as many as five times under the same set of
conditions to obtain an average distortion figure.

The results of these simulated transmissions are presented in graph-
ical form and in sets of example images throughout the remainder of this
chapter. 1In all cases, the distortion figures given are the averages
over all transmissions for the particular set of transmission conditions.
The specific images displayed in the report are the ones which had measured
distortion levels close to the average.

A second point to be made concerning the images is that they are
intended to be viewed at a distance of 30 inches. If they are analyzed
at closer range, a patchwork structure is clearly visible. This is caused
by the repetition of each of the pixels in a 16 x 16 pattern to produce
the appropriate resolution. At the proper viewing distance, this structure
is not evident.

Source Encoder Performance. An initial series of image transmissions

were conducted to establish the performance of the source encoder alone.

Figures 5.2 through 5.7 present the results of varying the average transmission

rate (in bits/pixel) with no channel errors. That is, these figures give

the maximum distortion performance achieved by the simulated source encoder.

Also shown in the graphs of Figures 5.2 through 5.4 are the theoretical
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performance curves for the Gauss-Markov image model with identical cor-

relation coefficients.

The graphs show that the simulated transmissions have much greater
levels of distortion than predicted by the theoretical calculations. The
difference is normally an order of magnitude or greater. Some analysis
of the simulation was conducted to determine a reason for this large
discrepancy.

Careful analysis of the quantizer in operation revealed one potential
source for the difference between measured and predicted performance. Ob-
servation of the integer values associated with the quantizer showed that
many of the normalized DCT values fall outside the input range of the
uniform quantizer. This was particularly true when only 1 or 2 bits were
assigned to a coefficient. The quantizer automatically assigns either the
0 or L-1 level to these "over-range'" values. This causes a large change
in the value of the corresponding received DCT coefficient. The contri-
bution of such over-range values to the theoretical distortion is quite
small since their probability of occurrence is small. As an example, for
n=2, the uniform quanitzer has an input range of approximately *2. For
a 0 mean, unit variance Gaussian random variable, the probability of get-
ting a sample outside this range is only 4.6%. For n=1, this probability
is approximately 11%. In actual operation, some 15 to 20% of the DCT values
were outside the quantizer range on the average.

A probable reason for the large number of over-range values is that
the variance used to normalize the DCT coefficients is an estimate. This
estimate is calculated under the assumption that the image is Gauss-Markov
with variance and correlation coefficients equal to the sample statistics.

If the actual measured variance of the individual DCT terms was used as the
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normalizing constant, the performance might be improved. !
The large distortion caused by the quantizer tends to overshadow the
performance gains achievable with channel encoding. In fact, it was |
necessary to use one image (the Truck image) exclusively in the source/
channel encoding simulations in order to show the performance gain. The
source encoder's performance is the best for this image.
Figure 5.5 shows the Truck image at different source encoding rates. ?

The DCT/block quantization scheme produces good quality images down to

3 bits/pixel. There are some artifacts of the source encoder (the array

of light pixels at the boundaries of the 16 x 16 pixel blocks) in the 4

and 5 bit images. This does not detract from the information content of
the image, however. At 2 bits/pixel, the image quality is seriously de-
graded by the source encoder artifacts and by the elimination of high
frequency information.

The SMSITE images presented in Figure 5.6 show similar results to the
Truck images. The variance of this image is very small in comparison to
the other images. Therefore, even small differences in the transmitted
and received pixel values result in large weighted mean square error values.
The images show little or no degradation down to 3 bits/pixel.

The Bomber images presented in Figure 5.7 show quite different results.
Even at 6 bits/pixel the image is seriously degraged by the loss of high
frequency information. The correlation coefficients for this image are

very high (r_=.971, r.=.967). Therefore, the bit assignment procedure
R

C
allots most of the bits to the low frequency DCT coefficients and very
few to the high ones.

A second series of source encoder transmissions were made to investigate

the performance variation under changing communication channel error rates.




2.82%

Figure 5.5

6 Bits .25%

.34% 4 Bits 1.14%

2.06% 2 Bits 7.36% 6.34%

Source Encoded Truck Image Transmitted at P=0
(Distortion figures below each image are power
normalized WMSE and MSE in that order)
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Original

4 Bits 4.92% 2.83% 2 Bits 13.74%

Figure 5.6 Source Encoded SMSITE Image Transmitted at P=0
(Distortion Figures below each image are power
normalized WMSE and MSE in that order)
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Original

3 Bits 12.75% 1.91%

Figure 5.7 Source Encoded Bomber Image Transmitted at P=0
(Distortion Figures below each image are power
normalized WMSE and MSE in that order)




The results of these transmissions are shown only in graphical form in
Figure 5.8. The performance of the source encoder is fairly good for i
error rates up to 10'“. For noisier channels, the performance degrades

rapidly.

The final set of simulated transmissions for the source encoder are
intended to show the effect of using the unweighted MSE criterion, instead
of the weighted measure, to make the bit assignments in the block quantizer. i
Figure 5.9 gives the measured distortion values. Figure 5.10 presents 3
sample images processed with MSE bit assignment matrices.

The results of this series of transmissions are inconclusive. The
weighted distortion for the MSE processed images is greater than those
processed with weighted bit assignment matrices. However, the measured
MSE for the two sets is essentially the same. Comparison of the MSE images
of Figure 5.10 to the corresponding WMSE images of Figure 5.4 shows no
discernable differences.

The weighted measure for the last set of images discussed employs
the amplitude normalized weighting function. Figure 5.9 shows that the
weighted distortion is always less than the unweighted error. This is
typical of all results obtained in the simulation. It is also in agree-
ment with the theoretical rate distortion curves given in Figure 2.10.
Since the peak amplitude of the weighting function is 1, the weighted MSE i
can not be greater than the MSE. It is possible for them to be equal
but this would only occur if the weighting function was very flat across
the frequencies of interest. This is not the case for the weighting function
used in this report.

A second conclusion that can be drawn from the simulated data is that

the power normalized WMSE is always greater than the MSE distortion. What
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4 Bits 1.49% .85%

2 Bits 9.7% 5.2%

Figure 5.10 Source Encoded Truck Image Transmitted at P=0
Using MSE Assigned Bit Matrix
(Distortion Figures below each image are power
normalized WMSE and MSE in that order)
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is interesting about this is the power normalized and amplitude normalized
weighting functions differ by only a gain constant. The measured contrast
threshold curves used as a basis for the weighting function only provide
relative sensitivity of the human visual system to spatial frequencies.
The absolute scale of the frequency response is unknown. Therefore, the
true gain constant associated with the weighting function is also unknown.
This makes any comparison of the weighted distortion to the unweighted dis-
tortion impossible. There is no way of knowing where the WMSE curve
actually lies in relation to the MSE curve. However, either distortion
measure is adequate in terms of comparing the relative performance of

one source/channel code combination to another.

Source/Channel Encoder Performance. The effect of channel encoding

the source encoder's data stream was demonstrated through a number of sim-
ulated transmissions. The theoretical results presented in Chapter IV were
used to guide the selection of the types of channel codes applied and the
procedures for applying them. Since the performance of the source encoder
did not degrade significantly until the channel error rate approached 10-3,
this error rate was used throughout the source/channel encoding simulation.
In order to establish a baseline for comparison, the source encoder's
performance at P=10-3 was determined over the range of transmission rates

from 1 to 7 bits/pixel. Figure 5.11 shows the measured performance curve.

This performance curve exhibits the same characteristics as the theoretical

curve of Figure 3.8. Namely, the distortion decreases as the rate increases,

up to a certain level. However, beyond that rate the distortion actually

worsens as the rate increases. For the simulated data, the minimum distortion

is achieved at 5 bits/pixel.

Images a, b and ¢ of Figure 5.12 are samples of the source encoder's
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(a) 6 Bits 3.12% 1.898% (d) 6 Bits 41% .28%

Uncoded (8,7) DITEC Coded

(b) 4 Bits 3.09% 1.81% (e) 4 Bits 1.78% 1.36%
Uncoded (8,7) DITEC Coded

(c) 3 Bits 4.10% 2.58% (f) 3 Bits 4.03% 3.10%
Uncoded

Figure 5.12 Comparison of Source_goded to Source/Channel
Coded Images at P=10
(Distortion Figures below each image are power
normalized WMSE and MSE in that order)
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T

performance at P=10-3. The images show large blocks of data to be in error.

This is a result of channel errors in the low frequency DCT coefficients.

Figure 5.11 and 5.12 also show the performance of the simulated image
transmission system when the data stream is channel encoded with the (8,7)
DITEC code. This was the code that provided the best overall performance
in the theoretical calculations. In the simulated transmissions, use of
this code provides lower measured distortion than that of the source encoder
for all rates down to 3 bits/pixel. The sample images show a clear improve-
ment in quality.

The theoretical results for the (8,7) code predicted that the cross-
over in performance between the source coder and the source/channel encoder
woulcd occur between 1 and 2 bits/pixel. The relatively poor performance
of the simulated source coder causes this crossover point to be pushed
out to higher rates. Until the rate is increased to 3 bits/pixel, the
quantization error dominates in the total measured distortion. Only above
this rate can reductions in the noise error by channel encoding result
in better overall performance.

The results of the (8,7) code application were confirmed by all other
simulated source/channel encoding combinations. Using the theoretical
results as a guide, three additional source/channel combinations were sim-
ulated. In the first, the (7,4) Hamming code was applied uniformly to all
bits. The second combination protected only a 6 x 6 square block of the
lowest frequency DCT coefficients with the (7,4) Hamming code. The final
combination applied the (2,1) Mariner code to the most significant bit
of each quantizer output word.

The measured distortion values for all three appear in Figure 5.13.

All three provided better performance than the source encoder alone at rates
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above 4 bits/pixel. Again, this rate is higher than the theoretically
predicted crossover points shown in Figures 4.4, 4.6 and 4.13.

Figure 5.14 presents 2 sample images from each of the three source/
channel encoder combinations. Comparing these images to the source en-
coded images of Figure 5.12, it is difficult to say that the quality has
been improved, even though the measured distortion has been decreased.

As an example, the (2,1) coded, 6 bit image (Figure 2.1u4e) has a measured
distortion of .93%. The corresponding image for the source encoder (Figure

4.12a) has a distortion of 3.12%. Yet, it is not clear that the quality

of the (2,1) coded image is significantly better. Despite these counter
examples, the overall simulation results show that the measured distortion
does have a strong correlation with perceived image quality. Therefore,
comparison of the source/channel encoder performance to the source encoder

performance based on either WMSE or MSE is valid.

135




G Bits

6 Bits

6 Bits

1.89% 1.44% 4 Bits 5.52% 4.07%

(7,4) Coded Over Entire Image

1.82% 1.35% 4 Bits 5.03% 3.66°
(7,4) Coded in 6 x 6 Block of DCT Coefficients

.93% .59% I Bits 2.97% 2.48%
(2,1) Coded on MSE of Each Quantized Coefficient

Figure 5.14 Source/Channel Encoded Imagery (P=10"%)
(Distortion figures under each image are
power normalized WMSE and MSE in that order)
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VI. Conclusions and Recommendations

Performance Improvement Through the Application of Channel Codes

The primary conclusion which can be drawn from this research is that
transmitting imagery, using combinations of source and channel encoding
techniques, can result in significant performance improvements. Both
the theoretical and simulated results confirm that the measured distortion
in images, which have been source and channel encoded prior to transmission,
can be lower than the distortion in images which have only been source en-
coded. The actual magnitude of the performance gain is dependent on a
number of factors.

The first of these factors is the transmission rate, that is, the
average number of bits allotted to each transmitted pixel. All the theo-
retical and simulated results showed a '"break even' rate between, the source
encoder's performance and the source/channel encoder's performance. Below
the break even rate, the best performance is achieved by transmitting only
source bits. Above the break even rate, the best performance is achieved
by replacing some source bits with error correction coding bits. In general,
as the rate is increased beyond the break even point, the potential gain
from the use of channel encoding grows steadily.

The second factor which effects the magnitude of the performance gain
is the rate of the channel code (N/K). The theoretical calculations showed
that the primary requirement for the channel code is to provide an effective
bit error rate of 10_5 or less. For error rates in this range, the source
encoder provides good performance. Of the codes that can provide error

rates in this range, the ones that have a code rate close to 1 provide the
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lowest distortion levels in the received image. This is an obvious re-

sult, since the low rate codes require very few source bits to be traded
off for error correction bits. The effect of this result is to drive the
choice of channel codes toward long, low rate block codes or long constraint
length, low rate convolutional codes.

A third factor which affects the magnitude of the performance gain
is the method used to apply the channel code. If long, low rate codes

can be used, the best procedure is to apply them uniformly to all source

bits. However, if hardware constraints require short channel codes, better
performance may be achieved by only protecting specific subsets of the
source bits. For the DCT/block quantization source encoder, improved per-
formance was achieved by channel encoding the low frequency DCT coefficients

or the most significant bits of the quantized data.
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A final factor which effects the magnitude of the performance gain

is the communication channel error rate. The sensitivity of the performance

results to this particular factor was not explicitly evaluated. However,

DR SR, R

some general conclusions can be drawn from the research that was conducted.

A

p i 8 -5
First, if the error rate of the channel is less than 10 ~, there would
be no reason to use channel coding. Second, as the error rate increases

from 10-5, the benefits of channel encoding grow steadily. Third, if the

.‘ = . .
error rate is greater than 10 3, channel encoding is &n absolute necessity.
Several source encoded images were transmitted during the simulation at
: - =2 ‘ ;
' ! error rates of 5 x 10 3 and 10 °. The received images were totally un-

recognizable.

Weighted Mean Square Error Versus Mean Square Error. The research

showed little reason to prefer the WMSE distortioncriterion to the MSE

- measure in comparing the relative performance of various source/channel
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encoding techniques. Figures 4.14 and 4.15 show that either measure pro-
vides essentially the same information. Furthermore, the simulation re-
sults indicate that the WMSE criterion may suffer from some of the same
ambiguities as the MSE criterion in measuring the quality of imagery. This
point would have to be studied at much greater length, however, o make

a definite conclusion. Finally, the WMSE criteria greatly complicates the
mathematical analysis of imagery transmission systems. Most of the math-
ematical theory associated with imagery compression and transmission is
based on MSE analysis. These results can not always be easily modified

to include a weighting function, even one as simple as that used in this
report. Definitive proof will have to be offered which shows that the
WMSE criterion is significantly better than the MSE criterion in measuring
image quality to overcome the analytical benefits of using MSE.

Recommendations for Further Study. The following extension of this

research are offered as potential topics for further study.

First, much of the Air Force's interest in imagery transmission is
based on the need to transmit video data. Therefore, this research could
be extended to include finding procedures for source/channel encoding
video signals. Several 3-dimensional source encoding techniques have been
proposed in the literature to take advantage of the redundancy between
frames as well as within frames of video data.

Second, this research concentrated solely on the discrete cosine trans-
form source encoder. The latest research literature discusses source en-
coding techniques which achieve greater compression levels than the system
used in this thesis. A potential topic for further study would be to ex-
amine the sensitivity of the results derived here to changes in the source
encoding procedure. Specifically, as the number of source bits transmitted

is reduced down to 1/2 bit/pixel and below can the tradeoffs between source
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bits and channel coding bits still be made?

The final recommendations are concerned with the AFAL Image Processing
System. This facility was found to be invaluable during the course of this
research. Unfortunately, since the departure of Dr. Peter Camana (the
original sponsor for this thesis) from AFAL, no one in the Lab appears to
be using the Image Processing System. In fact, at the time of this writing,
this author is currently in possession of most of the operation manuals
for the system. Under current Air Force equipment accounting procedures,
it will not be long before various pieces of the system (such as the
DICOMED or the CONRAC video display) are declared to be surplus. Also,
the software for the system is written under a PDP-11 operating system
(DOS) which has been superseded, and may not be supported, by AFAL in
the future. Therefore, the following recommendations are made to insure
the continued availability of the Image Processing System for future AFIT
research.

First, as a bare minimum, the system software should be updated to
the moc. current version of the PDP-11 operating system (RSX-11). This
work was initiated under contract several years ago, but was never suc-
cessfully completed. As an indication of the problems associated with using
the older operating system, the large PDP-11 disk unit can be used by the
Image Procesing System only after reformatting the file structure on the
disk. The DOS and RSX-11 file formats are not compatible. Other users
of the PDP-11 do not appreciate such reformatting of the system disk.

The second recommendation is for AFIT to consider requesting that
AFAL donate those portions of the system which are unique to image processing
(such as the DICOMED and the CONRAC display) and to establish its own image

processing facility. This would be an ambitious project, to say the least.
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It appears, however, that the Air Force will have continuing requirements

for imagery transmission. Under these circumstances, it would be prudent
for AFIT to preserve what little capability is available to perform imagery

transmission research.
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