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Preface 

This dissertation is part of a continuing series of studies 

conducted at the Air Force Institute of Technology concerning fluid 

transmission line technology, with emphasis on aircraft hydraulic 

systems.  The aim of the dissertation was twofold.  First an analysis 

was developed which included the effect of mean flow coupled with 

oscillatory fl.  via the convective term in the axial momentum equa- 

tion.  The second aim was an experimental study of a hydraulic system 

to determine how the frequency response is affected by the mean flow, 

bends, line geometry, temperature, and fluid properties. 

This combined analytical and experimental effort resulted in a 

large amount of computer results as well as a large quantity of 

experimental data.  The computer programs and the experimental data 

are available at the Air Force Institute of Technology to any student 

continuing research in this area. 

I have many people to thank.  Major John A. Wright and Major 

Shraga Katz provided much experimenual data on the use of the clampon 

transducer.  Mrs. Mollie Bustard, the librarian, and her husband, Mr. 

William Bustard, who was in charge of computer facilities, saved me 

countless hours by obtaining needed reference materials and solving 

difficult computer problems.  Mr. Ed Binns, Mr. Paul Lindquist, and 

Mr. Harold Lee deserve special thanks for their help in designing the 

experimental setup, including the instrumentation, and in obtaining 

meaningful data.  They also provided valuable engineering insight when 

problems arose.  I also wish to thank my Advisory Committee, Dr. 

ill 
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Milton E. Franke, Dr. David A. Lee, Major James T. Karam, Jr., and 

Captain Richard Merz, for their guidance.  Dr. Franke deserves special 

thanks for the sound technical advice and constant encouragement he 

provided throughout this effort.  Likewise, Dr. Lee, who spent many 

hours working with me on mathematical developments and numerical 

evaluation techniques, deserves special thanks.  Most importantly, I 

wish to ihank my wife,  for her constant support and under- 

standing and for keeping our family together and happy for so long. 

John H. Fletcher, Jr. 
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Abstract 

A mathematical model of a fluid transmission line was developed 

which includes the effect of laminar mean flow coupling with oscilla- 

tory flow.  The equations of motion and a frequency dependent 

pressure-density relation are solved for the attenuation and phase 

constant of a pressure wave traveling either with or against the mean 

flow.  Using these, the pressure and velocity are calculated using an 

appropriate line model.  The analysis centered on solving the nonhomo- 

geneous confluent hypergeometric equation with complex parameters 

using an infinite series and evaluating the solution using Ward's 

method. 

Experiments were run using an aircraft hydraulic system.  The 

frequency response, vibration displacement, and the standing pressure 

half wave were measured in a straight line and a line with bends for 

flow rates up to 9.5 gpm.  The bends had very little effect on the 

pressure measurements; however, the vibration displacement was greater 

near the bends than in a straight line section.  The mean flow had no 

significant effect on the frequency response or the standing pressure 

half wave.  A clampon transducer, which did not disturb the flow and 

could be easily moved, was used for the pressure measurements.  Vibra- 

tion displacements in excess of 0.001 in. peak-to-peak caused signifi- 

cant measurement errors.  However, in the absence of vibration, the 

clampon transducer pressure measurements were within 5% of readings 

taken with a conventional Statham in-line transducer.  The clampon 

transducer should be a valuable tool for the hydraulic engineer. 
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A sensitivity analysis shewed the effect of small changes in 

geometry, temperature, steady-state pressure, fluid properties, 

entrained air content, and element volume.  The resonant frequency was 

lowered moderately by a small increase in line length, temperature, or 

entrained air content.  Peak pressure was lowered significantly by a 

small increase in entrained air content or element volume.  Also the 

attenuation was lowered significantly by a small decrease in line 

radius or temperature, and increased significantly by a small increase 

in kinematic viscosity. 

Using the analysis, the attenuation and phase constant were 

calculate-4, for hydraulic and air lines.  Results were compared with 

experiments and the published work of Nichols, Brown, Orner and Cooley 

and that of Katz, Hausnet and Eisenberg.  The agreement was good.  For 

typical hydraulic line flow rates, results showed no significant 

difference from the no-flow results. VeLoiity  profile data w^re also 

obtained which compared favorably with the resuLL'' of Richardson and 

Uchida.  The air line results show that the attenuation Jnd phase 

constant increase with frequency.  The reflected or backward wa,'» 

attenuation and phase constant increase with flow, while the forward 

wave attenuation and phase constant decrease with flow and by a 

smaller amount than the increase for the reflected wave for a given 

increase in flow.  Results are presented in terms of the deviation 

from the no-flow values and as a ratio with the no-flow values.  The 

difference between flow and no-flow values is significant in this 

case, especially for frequencies near and below the viscous character- 

istic frequency.  For air with a mean flow Mach number of 0.1, the 

forward wave attenuation decreased to 34% of the no-flow value and the 
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forward wave phase constant decreased to 83% of the no-flow value. 

This effect was greater at higher mean flow Mach numbers, but smaller 

at higher frequencies.  The data were reasonably linear for high 

frequencies but nonlinear for frequencies near and below the viscous 

characteristic frequency.  The new analysis and line model provide a 

means for the fluid systems designer to accurately account for mean 

flow effects. 
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AN ANALYTICAL AND EXPERIMENTAL STUDY OF AIRCRAFT HYDRAULIC LINES 
INCLUDING THE EFFECT OF MEAN FLOW 

I.  Introduction 

Background 

Hydraulic lines and fluid transmission lines in general have been 

studied for many years due to their application to aircraft systems, 

gas and oil transmission, fluidics, and acoustics.  Studies included 

some early work on the effects of waterharamer by Joukowsky (40) in 1898 

and Allievi (36) in 1903.  In th? same time period Heaviside (37) 

developed his operator theory to solve electrical transmission line 

problems.  His work provided the analytical tools needed to solve fluid 

transmission line problems.  In 1929 Richardson and Tyler (27) experi- 

mentally studied the velocity profile of air oscillating in a pipe and 

later in 1956 Uchida (32) studied the same phenomena with the oscil- 

latinp flow superimposed on a laminar mean flow. 

Viscous dissipation was included in fluid transient analyses by 

Wood (43) in 1937 and Rich (41) in 1945 via a loss term proportional to 

the velocity transients, effectively a linear friction term.  In 1950 

Iberall (39) developed a solution for the viscous attenuation in lines 

using frequency dependent dissipation.  Rohmann and Grogan (42) in 1957 

solved Iberall's problem in terms of electrical transmission line anal- 

ogies.  In 1962 Brown (7) and Nichols (22) published their work on 

pneumatic transmission lines with Brown covering the transient response 

and Nichols the frequency response. 

„u 
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A continuing research effort in fluid transmission line technol- 

ogy is being conducted at the Air Force Institute of Technology.  In 

1970 Franke, Karara and Lytnburner (38) experimentally determined the 

frequency response and effect of flow Cor fluidic transtiiLssion lines. 

Later Moore (20) studied the effects of turbulence and noncircular 

cross-sections for pneumatic lines.  In 1977 Wright (35) performed an 

experimental study of the frequency response vf  hydraulic systems.  Two 

more experimental efforts with hydraulic system? took, place in 1978. 

Katz (16) studied measuring techniques for oscillatory and transient 

pressures while Zur (44) studied the transient response and the effect 

of bends.  In all this research, mean flow effects have been ignored or 

approximated based on limited experimental data. 

I. 

Problem 

The primary intent of this research was to develop an analytical 

model of a hydraulic line which included mean flow effects.  The main 

stumbling block that caused prior researchers to employ approximations 

or ignore the effect of mean flow altogether was the nonlinear cor.vec- 

tive term in the axial momentu-n equation, udu/dx.  Orner (24) linear- 

ised this equation but could not solve the resulting relations.  These 

equations are solv°d by the author, providing for the first time an 

accurate analytical method to access the effect of laminar mean flow 

in a fluid transmission line (either liquid or gaseous).  Results are 

compared with experimental data and the results of other researchers 

to verify the validity of the method. 

Several analytical and experimental studies of hydraulic lines 

were conducted.  The analytical studies used the new analytical 

method to show the effect of flow and other parameters of interest. 

■. 
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Also the rpsults of an effort (3) by the McDonnell Aircraft Company 

under contract with the Air Force Aero Propulsion Laboratory were 

used, especially the hydraulic system frequency response computer 

program (HSFR) which calculated the dynamic pressure and velocity at 

any point in an aircraft hydraulic system.  Resonant frequencies and 

pressure standing wave amplitude and positi    re also calculated by 

the program.  Using these two analytic-   jls, a sensitivity analysis 

was accomplished to determine the    _t of small changes in line 

geometry and fluid properties. 

Experimental studies were undertaken to provide data to verify 

the analytical results and to study the effect of bends in a hydraulic 

line.  Also a new pressure measuring instrument, the clampon trans- 

ducer, was studied to determine if its unique qualities would make it 

a valuable tool for the aeronautical engineer.  Tests were designed to 

ensure that significant vibration was present, as aircraft hydraulic 

systems are typically subiect to vibration.  The effect of this vibra- 

tion on the clampon transducer was then studied. 

Overview and Summary of the Problem 

In the theory section, the solution to the problem of the fluid 

transmission line with mean flow is obtained.  All assumptions and 

mathematical techniques are given.  Several lengthy mathematical 

demonstrations have been relegated to the appendices.  A mathematical 

model of a hydraulic line using the analytical solution is also given. 

Chapter III describes the experimental equipment used and the tests 

that were run.  In Chapter IV the use of the clampon transducer is 

discussed, as well as the results of several tests involving the 

clampon transducer.  The effect of vibration on the clampon transducer 

iJs 
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is covered in CViapter V.  The results of experiments run to determine 

the effect of bends on the frequency response of a hydraulic system 

are given in Chapter VT.  Chapter VII contains the sensitivity 

analysi:? for a hydraulic line showing the effect of changes in line 

geometry and fluid properties.  Analytical results for the attenua- 

tion, phase constant and velocity profile in a hydraulic line with 

laminar mean flow are given in Chapter VIII.  In Chapter IX analytical 

results for the frequency response and standing pressure half wave in 

a hydraulic line with mean flow are compared with experimental data. 

The effect of flow on the attenuation, phase constant and velocity nf 

propagation for large mean flow velocities in air lines is given in 

Chapter X.  Analytical results for air lines are compared with the 

published results of other researchers in Chapter XI.  A summary with 

recommendations for future research follows in Chapter XII and the 

appendices with the mathematical demonstrations conclude the disserta- 

tion. 

As many diverse topics are discussed herein, the reader may wish 

to review only topics of particular interest.  For the reader inter- 

ested in the analysis of a fluid transmission line and the mathemati- 

cal details of the solution, Chapters II, VIII, XI and the Appendices 

are recommended.  The reader interested in the experimental study of 

hydraulic systems is referred to Chapters III, IV and V.  For one 

interested in the effect of mean flow, Chapters VIII, IX and X should 

be reviewed.  The reader interested in the clampon transducer, and the 

effect vibration has on it, should read Chapters IV and V.  Those 

interested in the effect of bends should go to Chapter VI, and those 

interested in the effect of changes in line geometry and fluid proper- 

ties should review Chapter VII. 

, 
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II.  Theory 

Problem Definition 

The basic problem is to determine the dynamic response of a 

fluid transmission line (Fig. 1) with through-flow to perturbations to 

the average velocity, u" , and/or pressure, p .  The solution then must 

relate the velocity, which is averaged over the cross-sectionj to the 

pressure at any point in the line.  The fluid transmission line is a 

rigid, circular tube of length L, inside radius R, and wall thickness 

W.  The fluid is compressible and Newtonian with kinematic viscosity V, 

density p, and bulk modulus B .  This is the problem addressed by 

Orner (24). 

Assumptions 

1. The fluid is continuous, Newtonian and barotropic, meaning 

that the fluid density depends only on the pressure. 

2. All fluid properties, namely the adiabatic speed of sound, 

the ratio of specific heats, c /c , Prandtl number, Pr, kinematic r '  p v 

viscosity and bulk modulus, are assumed constant.  This implies small 

temperature variations and isothermal tube walls. 

3. The flow, both steady and unsteady, is assumed to be 

laminar.  This inplies that the Reynolds number based on tube diameter 

is 2000 or less. 

4. R«L and uR/c «1.  The wavelengths and the line length 

must be large compared to the line radius to insure t. it end effects 

and transverse wave propagation are negligible.  For MIL-H-5606B 

^^^a^a^i^^,^.:...^^..^^^^^^ iimiaiteiifmii 
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hydraulic fluid at 70 F in a standard 5/8 in. OD line, this requires 

L»0.25 in. and w«2.2 x 10  rad/sec. 

5. The velocity and the change of all dependent variables in 

the circumferential direction are negligible due to rotational 

symmetry. 

6. The tube walls are rigid.  This means that the elasticity of 

the pipe walls may be neglected when compared with the compressibility 

of the fluid.  An analysis showing the validity of this assumption can 

be found in D'Souza and Oldenburger (10).  The speed of sound in a 

liquid is   irocted to account for the elasticity of the walls 

h 

B 
m 

/   K RB \ (1) 

c  is the corrected adiabatic speed of sound in the fluid, E is the 

modulus of elasticity of the line Tiaterial and K  is the line mounting J m 

factor.  An appropriate value for K  is given in Reference 2 (K = r r  r m m 

1.8) 

7.  The bulk viscosity is assumed to be zero.  A group of 

studies (28) on the second coeflicient of viscosity found that very 

12 
high frequencies (10  Hz and higher) were required before the 

second coefficient of viscosity could be measured in liquids. 

However, at these high frequencies "he second coefficient was large, 

up to 200 times larger than the first coefficient of viscosity, and 

positive, not negative as the Stokes hypothesis requires.  Strictly 

speaking, Stokes hypothesis is good only for low density monatomic 

gases.  However, as long as the frequency is well below the relaxation 

frequency (21,24), i.e.. 

L_ 
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the effect of the bulk viscosity is negligible.  For MIL-H-5606B 

o 
hydraulic fluid at 70 F, this requires 

lo « 6.4 x 1010 rad/sec 

and for air at standard temperature and pressure 

to « 8 x 109 rad/sec 

(2) 

(3) 

(4) 

8. Second and higher harmonics of pressure, velocity and den- 

sity may be neglected.  This is analogous to assuming small amplitude 

perturbations in an analysis using time-averaged mean flow quantities 

and perturbations thereof.  The assumption is needed in the analysis 

of the nonlinear convective acceleration term of the axial momentum 

equation.  D'Souza and Oldenburger (10) show that to justify the omis- 

sion of the nonlinear convective term, u3u/8x, in the momentum equa- 
u 
o 

tion, the Mach number, M, must be small, i.e., M = „  << 1.  Also, in 
o 

experiments using air, Kantola (14) found a noticeable deviation from 

small amplitude theory at M = 0.05.  This indicates the nonlinear 

convective term must be considered for even relatively small Mach 

numbers to account for the coupling of the mean flow with the velocity 

perturbations. 

9. There are no significant body forces acting on the fluid 

transmission line. 

10. The quasi-steady through-flow is incompressible, estab- 

lished, and unaffected by the oscillatory flow.  For this laminar 

analysis, a Hagen-Poiseuille velocity profile is assumed; i.e.. 

u   (e)   -  2u     (1-e  ) o o 

£   =  r/R 

(5) 

(6) 

- 
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where  (.)  denotes  the average value of the  function across  the  line 

cross-section;   i-e. , 

(.)  = if   e(.)de (7) 

11.  The pressure is constant across the cross-section of the 

tube; i.e., 

P = p(n,t) (8) 

n  = x/L (9) 

This follows from the further assumption that the radial velocity is 

negligible compared to the axial velocity.  As shown by Brown (7), the 

assumption is valid as long as 

Re 
« 1 (10) 

For MIL-H-5606B hydraulic fluid at 70 F, this requires 

R » 8.6 x 10  in. (ID 

As given by Brown (7), this and most of the other restrictive inequal- 

ities are derived by representing p and u as sine waves traveling at 

the speed of sound and using these in the momentum and continuity 

equations as well as the equation of state. 

12.  The second derivative of the axial velocity is small 

compared to the radial derivatives. 

.2 
3 u ^.13 / 3u\ 

dx N 
(12) 

This is valid whenever 

vw 
« 1 (13) 
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which  is  the  same restriction noted earlier when the  frequency was 

required to be well below the  relaxation  frequency of the  fluid. 

Differential Equations 

The mass conservation and axial momentum equations written in 

cylindrical coordinates are 

Continuity: 

^ + H(rPur)+ü^e)+t^ = 0 (14) 

Axial Momentum: 

/3u 3u ,. u0  3u ^      8u\ _      9p   .  F    +lJ/9!u +i 9u 

i)+3  9^Lr 97(rUr)+r   96   + 9x. 
^      I2 a2 

a. i 9_ü + 3- 

r 39   9x 

(15) 

where u  is the velocity in the radial direction, ufl is the velocity 

in the circumferential direction, and F  is the axial body force term. 
X 

After applying the above assumptions, the basic differential 

equations are; 

Continuity: 

9u 

^pt + -lf + ^ + pf + "rl? = 0 (16) 

Equation of Motion:  axia] direction 

/ au ,  du \    op ,   d u , i du , 1 d '  r ,  r i 
\9t    9x/    9x   I p, 2  r 9r  3 9x \ 3r   r / 

(17) 

Process Relation 

Orner (24) gives a process relation 

)1 ?! 
- (r,x,w) = Ü  (r.w) — (r.x.ai) (18) 

i) 

i   )i 

10 
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where P and p are perturbations of density and pressure respectively 

about the mean quantities p and p j w is the radian frequency, and oo 

f2(r,tü)   is  a weighting  function.     For  liquids,   fi is  a constant. 

Ü = p0/B m (19) 

However, for gases, the energy equation must be used to develop an 

expression for ^(r.O)).  This was done by Orner (24) with the following 

result: 

H Q(r,üj) = 1 + -
!L
-
H
-7—- 

c /c 
P v 

J
O(-R- ^^%) i 

ro(/-jPrW/%) 

a) E 8V/R2 
v 

(20) 

(21) 

where J  is the Bessel function of order zero.  In addition to the 
o 

assumptions given here, Orner also assumed in his development of Eq 

(20) an ideal gas, no heat generation due to external sources and that 

the axial convective best transfer and viscous dissipation in the 

energy equation are negligible for the through-flows considered; i.e.. 

Mach numbers 0.3 and less. 

Eq (20) is a frequency-dependent process relation.  An alterna- 

tive relation, not frequency-dependent, could be used also.  The 

simplest is the isentropic perfect gas law.  Since this is perhaps an 

oversimplification, both Eq (20) and the isentropic perfect gas law 

IP}. 
P 

c /c 
P v 

= CONSTANT (22) 

will be used and results compared. 

11 

****>****>***^**^*>**** m 



'f^Tvmmmmminmmmmmm!'^''' ^Mmmmm^n^^Tm'J"^M9m*^ 

Reduction to Simplified Forms 

Two methods are typically used to reduce Eqs (16), (17) and (18) 

to forms that can be solved analytically.  The first method is the 

attack taken by Orner (24) where one lets 

u(r,x,t) = XI un ^r'x^ exp ^nut) 
n=0 

(23) 

u (r,x,t) = Y,   ur (r,x) exp (jntüt) 

n=0 

(24) 

p(r,x,t) = ]C Pn (r'x) exP (3na,,:) 
n=ü 

(25) 

p(r,x,t) = ^ P  (r,x) exp (jnwt) 

n=0 
(26) 

Substituting into Eqs (16), (17) and (18), subtracting out the steady 

state equations (n=0), the first order equations (n=l) arc: 

ja)P1 + P0 

3ur   ur 
+ —- 

9r 

9u Spn 
+ p ri f u ^ = 0 

o 9x    o 9x 
(27) 

9u1 

^"l + uo 9x" + 

9u 
o 

Uri 9r 
+ 1 

Po 

3P, 

9x 
V 

+ 
^2 

1 9 uri 
3 9x9r 

+ 1 
3r 

9uri 

9x 

r.2    ^ 
ill . l!!l 
9 2 r 9r 
r 

(28) 

In these equations second and higher harmonics have been neglected, and 

also 9u   9p   9p 
o_  o_Ko_n 

U  = -^— = -5 5— - U 
r   9x   9x   dr 

(29) 

by assumptions 10 and 11.  If one assumes the axial gradient of Uj-^ is 

(JüLU 

of the order  , the last two terms in Eq (28) can be ignored. 

12 

11  -Mr inn   nMtii^^^^^^^ *«**.. ^ridi^^i>^a^.. ^^ ..,.^,...Ja.ä^afeStesterii 



^^^^m^^m^m^wmmwm^^^m^mmm^^^m^^^^mmmmm»m.f^m 

Note that they vanish when integrated across the cross-section with 

respect to r from r=0 to r=R; i.e., 

iJL f 
3 9*7 

R   /9u   u \ 
(30) 

where 

ur(o,x) = ur(R,x) = 0 

du 

(31) 

For the same reason the terms -—■+ —in the continuity equation can 
dr   r 

be neglected also.  Assumptions 3, 4 and 11 (negligible radial flow, 
8uo 

R<<L and laminar through-flow) allow the term ur, ""g~ to be neglected 

also.  The resulting equations are 

3u, 8P. 
(32) 

(33) 

jWpl + Po ^f + Uo IT = 0 

.   ,   9ul   1 ''I l*\  + 1 
8ul\ 

9u1 
These equations less the through-flow term, u -5—, have been studied 

by many researchers (7, 22, 23) and are the basis of most fluid trans- 

mission line work, including the frequency and transient response of 

lines.  However, the effect of the omitted term, which represents the 

coupling of the laminar mean flow to the oscillatory flow, has not 

been adequately studied before.  The solution of Eq (32) with the 

through-flow term included has not been done before and is the end 

result of this analysis. 

At this point it is convenient to nondimensionalize the equa- 

tions.  Let 

13 
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X e = (34) 

V 

Then Eqs  (32),   (33),  and  (18)  become 

j(jauL  ,   _o 9u. _    L^ 
c c    8ri      r>2 o o R c 

"2 3 u      1  9u 

be2     e9e_ 
1 dp 
k dn (35) 

■i^LP + Su .H .^o l£ = 0 
c 8ri      c    8ri 

o o 

^p 

(36) 

(37) 

where k = c   /c     for an ideal gas and B  /p     for a  liquid.     Also 
p     v mo 

assumption 11, which states that the pressure is constant across the 

cross-section, has been invoked and thus the last term in Eq (35) is 

written appropriately as  p  is  now a   function  of 1  only. 

The method of perturbations  is  the  second method that can be 

used  to  reduce Eqs   (16)  and   (17)   to the  final  forms  (35)  and   (36).     In 

this method  one writes 

p =  p + p 

p   =   p   + £ 

u = u + _u 

V   =   V   +   V 
(38) 

where the underscored variables represent small perturbations about 

the mean quantity, (~).  These can be substituted into Eqs (16) and 

(17), mean quantities subtracted out, and products of perturbation 

quantities neglected as they are small.  When the same assumptions as 

applied in the first method are used, the Laplace transform taken, and 

the continuity equation integrated across the cross-section; the 

»J: 
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result is the same as Eqs (35) and (36).  Moore (20) developed similar 

equations in this manner. 

Solution 

The intent of the analysis is tn obtaia a relationship between 

the average velocity and the pressure valid at any point in the line. 

Eq (35) will be solved subject to the radial boundary conditions 

9u 
BE 

u(i,n) = 37 (o,n) = o (39) 

After substituting Eq (37) into Eq (36) to eliminate p, the r<. ults 

will be integrated across the tube cross-section to yield a third 

condition that must be satisfied.  First separate variables by letting 

u(e,ri) = exp(Yri)E(e) (40) 

The exp (YH) term in Eq (40) is used as one expects to find a solution 

in terms of the <'Lmensionless propagation constant, Y, whose real part 

is the attenuation, ot, and whose imaginary part is the phase 

constant, ß.  Thus, the solution should yield some of the allowable 

modes of longitudinal wave propagation.  The result is 

A+if+(AE2tB)E.Ki 

de 
(41) 

E (1) 

E'(0) 

K.   exp (Yn) 
o dp 

kLV dn 
(42) 

where the Hagen-Poiseuille velocity profile has been substituted in 

for u (e), i.e., 
o 

AM   . 
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uo(E) ■ 2 ^ <:1
-
E2) 

o 
(43) 

Also 

A = 
2u R 

o 
VL 

. a)R 

Y separation (propagation) constant 

arbitrary constant 

(44) 

(45) 

(46) 

(47) 

The development to this point is the same as Orner's (24).  Orner 

proceeded to solve Eq (41) and gave his result as 

u(e,n) = 

2 
Re  ,  exp _o d£ 

e2/k 

kLV dri (B + 2jA) 

M (f- 4JA" ; 1; je A" 
1 2JIÜ  

M/i--^- ; 1; i/Ä] 
\2      4J/Ä"       / 

(48) 

where M is the confluent hypergeometric function. 

He then used Eq (48) and continuity, Eq (36), to attempt to 

solve numerically for the separation constant, y .     This he was unable 

to do.  The approach seemed sound, however, and the fact that the 

confluent hypergeometric function appeared lent credence to a solution 

of this form as the same function has appeared in studies by Womersley 

(34) on pulsatile blood flow and by Brown, Margolis and Shaw (8) on 

turbulent flow in fluid transmission lines. 

The details of the solution leading to Eq (48) were not given by 

Orner (24) and substitution of his solution back into the original 

differential equation does not yield an identity, but rather a contra- 

dict-ion.  See Appendix A for the details.  It is interesting to note, 

however, that Orner's solution does meet the boundary conditions and 
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in the limiting case of zero through-flow does reduce to the well- 

known Bessel function velocity profile, the result given by Brown (7), 

Nichols (22), and Oldenburger (23).  The facts that there are no 

published tabulations of the confluent hypergeometric function, that 

numerical methods of evaluating Y from Eqs (36), (41) and (42) are 

involved, and of course that Orner's solution is incorrect all 

contributed to his inability to complete the solution for the problem. 

To find a correct solution to Eq (41) it is convenient to trans- 

form variables.  Let 

2 
E(e) = e D2e W(e) 

z = 2D2e 

(49) 

(50) 

\/Ä 
(51) 

Eq  (41)   then becomes 

zW"(Z)  ■*•  (l-z)W'(z)  -(i"  8|:)W(Z>  = 
■&)■ 

s/2 (52) 

Also  define 

W(2D2)   =  0 

W'CO)   =  0 

= i      JL 
3 - 2       8D, 

(53) 

K„ = 2       8D, 
(54) 

17 

mmm^fi'WM*^M 



^m^im&p&ß^mmtiß&mmmsmw^' 5 ~'-m)mmm*mmfmm. 

The final form of the equation to be solved is then 

zW"(z) + (l-z)W'(z) - aW(z) = K2e
z/2 

Assume an infinite series solution of the form 

w(z) = £ m 

m=0 
c z 
m 

(55) 

(56) 

I 

If a  recursion relation   for  the coefficients,   c   ,   can be   found  and   if 
m 

the series converges uniformly, then numerical methods can be used to 

evaluate the series. 

The existence of a convergent series as a solution for a linear 

second order differential equation with a singular point at the origin 

is proved by Kaplan (15) for the homogeneous case.  For the nonhomo- 

geneous equation, Kaplan states that his results can be extended to 

cover this special case and gives a reference, Picard (26).  As will 

be shown later, for the particular differential equation in question, 

a uniformly convergent infinite series can be found as would be 

expected in the light of Kaplan's remarks. 

By substituting this infinite series, Eq (56), in the differen- 

tial equation and equating coefficients of like powers of z, a recur- 

sion relation results.  For 

W(z) = £ cmz 
m=0 

m (57) 

W (z) = V mc z 
n   m m=ü 

m-l 

W"(z) = E c mOn-Dz 
m-2 

,, m 

(58) 

(59) 

18 
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Substitution yields; 

m=2 

noting  that 

E^m-Dc^ + a-Z)E-vm-1 - a^v1" = K2Z 
CD        in 

z 

m=l _ m 2 *-<   „m  , 
m=0 m=0 2 m! 

(60) 

.„        oo m 
e
z'2 = T _^_ 

m=0 2mml 
(61) 

Let m-1  = K   so  that m = K+l (62) 

EK(K+l)cK_l2
K +E(K+l)cK+lZ

K -£KcKzK - aE^ ~ K2 ^^ = 0     (63) 

Coefficient  of  z 

K(K+l)cK+1 +  (K+l)cK+1 -  Kc.K -  acK - -^- =  0 (64) 

rK(K+l)+K+l]cK+1 -   (K+a)cK - ^ =  0 (65) 

If 

(K+l)2cK+1 =   (K+a)cK + -^- (66) 

K+a 2 
cT,..,   =  c„ -i- 

K+1       (K+l)2^   ■   2KK!(K+1)2 
(67) 

This   is   the  desired  two-term recursion  formula.     Note  that   foi 

K=0) 

CT   = ac    + K„ 
1 o 2 (68) 

Co   is  arbitrary  and will  be  determined   from  the  boundary 

condition E(1)=0  which   transforms  to W(2D   )=0. 

19 
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In order  to  find a general  term,   start with the  recursion rela- 

tion which   is   good  for all K. i 

CK+1 '  CK 
K+a 

K„ 

(K+1)2J      2KTC!(K+1)2 
(69) 

CK      CK-1 
"K-l+a" 

.  K2 
+ K 

2K"1(K-1)!K2 
(70) 

CK-1 =  CK-2 
K-2+a 

(K-l)2 
+ 

2K~2(K-2)!(K-1)2 
(71) 

c2 =  c -Am (73) 

c,   = c a + K9 1        o 2 

Putting  this  all  together yields, 

K 2   .   f   K+a 

'K+1       2KK!(K+1)2 + LCK+D2. 2K"1(K-I)!K2 
+ /K-l+a\ 

I   K2     ) 
K„ 

2K 2(K-2)!(K-1)2 

"K-2+a 

.(K-l)2. 

rKn a+1 K2 + ac o 
(74) 

This can be written as: 

c,,,.,   =   ]C 
K+1 ^(a+J)^^  Co(a)K+l 

K+1     jti U)2K+1.(J.1)CJ-1)!2J"1 [(K+l)!]2 

,    K = 1,2,3,...(75) 

where 

(a)K = a(a+l)(a+2)...(a+K-l),   (a)o = 1 (76) 

The  evaluation of  c     follows  directly   from the  boundary  condition, 
o 

W(2D2)   =  0 (77) 

m     » 
and noting  that 

u 20 
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oo    (a)  z 
M(a,l,z)   =   2Z    7 

K=0   (K!)Z 

The   result   is: 

-1 ^   (    K 

Co = M(a.l,2D2)  ^ i ^ K2 

(a-l-J) K-J 

VA+I-JV-1^1. 
(2D2) 1 

(78) 

(79) 

Thus 

W(z ' ■ ht\ 
K 

K=l(j=l 

(a+J) K-J 

W^K+l-j"-1'12^1 
^^/fefe 

(80) 

Reversing the transforms and incorporating the other half of the sepa- 

rated equation, the final result is: 

2 
R c^ ^ 1  -u9e 

u(e,n) 
o d£ _1   "2 

kLV dn 8D„ 

-D„e- oo i   K 

K=l(j=l 

(a+J) K-J 

^K+l-J^12'"1 
(2D2)

K.2K 

M(a,l,2D2e ) 

M(a,l,2D0) 
(81) 

One may ask if this solution meets the second boundary condi- 

tion; namely, 

9u(o,n) _ n 
de 
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2 
du _     o d£    1 
9e       kLv   dn  8D    \   """2 -2ü„ce    2 E      E 

K=l { J=l 

(a+J) K-J 

® (2D2)   [e       -    MÜX20 

2. \n 

+ 

L^'m-J^1512'"1. 

R2c     .      .      -D.e'  o d£    1 2 
KLV    dn  8Dr 

t&sma&m^&ssniwfi? 

. 

oo    ^    K 

® E   E 
K=l (J=l 

(a+J) K-J 

L^m-j^12'"1 

(2D2)K(2K£2K~1 

AD2e        dM(a,l,2D2e2)'"• 

M(a,1.2D2)     d(2D2e2) 
(82) 

From the Handbook of Mathematical Functions (13), 

^ (a,b,z) = ^ M(a+l,b+l,Z) (83) 

Thus, 

dM(a,l,2D £ ) 
 x^  = aM(a+l,2,2D e ) 

d(2D eZ) 
(84) 

Now evaluating Eq   (82)   at  e=0,   all   terms  drop out  as   they are multi- 

plied by £.     Also,  M(a+1,   2,   0)   is   finite;   in  fact, 

M(a,l,0)  = M(a+1,2,0)   =  1 (85) 

as  can be  seen   from  the  series  representation 

00 n 

M(a,b,z)  =   E   (b)  n! 
n=0 

,       b ^ 0 (86) 
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Thus the boundary condition —\ >      =  0  is met. 
oE 

The proof showing uniform convergence of the series given by Eq 

(56) is in Appendix B,  Also a demonstration that the solution (81) is 

indeed a solution of the differential equation is given in Appendix 

C.  Appendix D shows that the solution as given in Eq (81) does reduce 

to the well-known Bessel function velocity profile equation in the 

limiting case of zero through-flow. 

Evaluation of the Separation Constant, Y 

Using Orner's approach to evaluate the separation constant, Y, 

it is necessary to put the solution, Eq (81), and the continuity equa- 

tion, Eq (36), into a form suitable for numerical methods.  First the 

solution must be integrated across the tube cross-section which is 

easily done if the confluent hypergeometric function is written in its 

series representation.  Due to its uniform convergence property, 

terin-by-term integration is then possible.  The result is 

u(n) 
R2c ,  -D2 
 o d£ e  
kLv dn 8D S CK S 

(D2r 

2 K=l J=0 (K+1)
J+I 

-E 
(a)n(2D2)

n   ^  (D2)
J 

n=0 {n!)2M(a,l,2D2) J=0 
(n+1)J+l trt  (n-) 

(87) 

where 

Let 

K 

:K E (2D2)
K E 

(a+J) K-J 

R[ ^K+l-J^-1312'"1 
(88) 

i 
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F(Y)   E 

p2 "^ R c    e 

kL° 8D2    Ktl^ jto  CK+1)J+1 
,5   CK   S 

(D^' 

i.   1 
(a)   (2D9)

n oo        (D„)J 

n=0   (nlyma,l,2ü2)   J=0   ^       ;J+1 
(89) 

Thus 

u(n) = F(Y) dn (90) 

Using Eq   (40), 

du 
dn 

= yu (91) 

Substituting  the  process  relation,   Eq  (37),   into   the  continuity equa- 

tion,   Eq   (36),   and   integrating across   the  tube   cross-section yields 

jojL^p       d  [    o 
c dn \   c 

du 
dn 

(92) 

where  by  assumption 11 

p = p(n) (93) 

Substituting Eq (92) into Eq (91) gives 

dp 
j.LQ    +d

d
n( 

'u   fi\ 
0 

dn u Ü 
+  YF(Y) 

(94) 

The term 

dn \ c„ 
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can be neglected as u  ,  Ü,  and c are assumed not to be functions 

of n.  This is a good assumption as long as the mean flow axial dissi- 

pation and convection is small compared to that in the radial direc- 

tion.  This is compatible with assumption 10 (incompressible mean 

flow) and assumption 12 (small axial dissipation).  From Eq (42) it is 

seen that 

dn YP (95) 

Substituting Eq (95) into Eq (94) yields the final form of the 

continuity equation, the form suitable for numerical evaluation. 

G(Y) = Y F(Y) + c2Y + c3 = 0 (96) 

c„ = 
u n o 

2   c (97) 

J(JL)L£! 
:3 =  c (98) 

This equation must be solved for right traveling waves that move in 

the direction of the mean flow and for left traveling waves that move 

against the mean flow.  Thus Eq (96) has a plus or minus sign in front 

of the c Y term, corresponding to positive and negative values of 

the mean flow. 

As Eq (96) is a nonlinear equation with complex-valued coeffi- 

cients and functions, care had to be taken to find an appropriate 

numerical method.  Several were attempted including Newton's method 

(9) and Müller's method with deflation (9).  Muller's method was 

contained in the International Mathematical and Statistical Libraries 

J 
u 
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which were available for use on the Control Data Corporation (CDC) 

Cyber 74 computer that was used for the computing.  Neither method 

gave satisfactory results and Ward's method (9) was tried next.  This, 

programmed in double precision (29 significant digits), worked well. 

It does not employ derivatives but rather minimizes the sum of the 

absolute values of the real and imaginary parts of the function G(Y). 

Starting with an initial guess for y, G(Y) is calculated and set as 

the reference value.  Then, the routine iterates by stepping, both 

plus and minus, the real and imaginary parts of y.  At each step a new 

value of G(Y) is calculated and compared with the reference value of 

G(Y).  If the sum of the absolute values of the real and imaginary 

parts of the new G(Y) are smaller than that of the reference value, 

the reference value is replaced by the new G(Y).  The value of Y 

yielding this smaller value is then taken as the starting point for 

the next iteration.  Should no point yield a decrease, the step size 

is then halved and the iteration continued.  The iteration is termin- 

ated when either a criterion on the minimum step size is satisfied 

— 16 
(typically 1 x 10   was used) or when the sum of the absolute values 

of the real and imaginary parts of G(Y) reaches a suitably small number 

(typically 1 x 10   was used).  Critical to this method is the initial 

guess as a bad guess will greatly increase the computer time required. 

A suitable initial guess is the value of the propagation constant 

calculated for zero through-flow which is derived from the Bessel 

function velocity solution and is given by Kirshner and Katz (18) as 

I 

2^ 1 + 
(H^ 3/2 /Ft F 

wi 

j3/2 /P7 F J   fjJ// /P7 F 
•J wo1 03/2 ^ 4 

1 - lh fa) 
w o  \ w/_ 

-.vl/2 

j^F 

(99) 
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where 

Ui    = —j    for circular lines 
R 

This value of  Y was   then adjusted   for  the  effect  of  through-flow by 
c c 
o 

o o 
multiplying it by —-r=-  for the right running wave and  =- for the 

oo 
left running wave. 

To evaluate GCy), it was also necessary to evaluate the 

confluent hypergeometric function for complex parameters. This proved 

difficult because, though the series eventually converged in the 

regions of interest, a large amount of destructive cancellation 

19 
occurred.  Typically there were terms of the order 10  and the 

9 
resulting sum was order 10 .  For high frequency, low frequency, and 

large through-flow calculations, the destructive cancellation became 

much worse.  These cases were not of interest though and in fact 

violated assumptions 3, 4 and 7 used in the analysis.  Due to this 

destructive cancellation, double precision arithmetic had to be used 

on all calculations.  Typically over 100 terms in the series had to be 

taken until the convergence criterion was met.  The same problem 

occurred in the evaluation of the infinite series for F(y).  As a 

result, considerable computer time was required to evaluate Y. 

Typically 400 seconds of execution time were required on the CDC Cyber 

74 to calculate Y for the left and right running waves in hydraulic 

fluid and 250 seconds for air.  The required computer time is 

increased when the frequency, radius or mean flow is increased and 

when the kinematic viscosity is decreased. 
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Line Model 

Once numerical values for the propagation constant have been 

deterrained, ic is necessary to develop a model of a transmission line 

that uses these calculated values to determine other results of 

interest such ?; pressure, velocity and characteristic impedance.  The 

model consists of superposing the forward traveling wave and the 

reflected wave subject to two boundary conditions.  The first boundary 

condition is the pressure at some point, n ,   in the line.  The phase 

of the pressure at H  is taken as zero and serves as a reference for K o 

all other phase angle calculations.  This is convenient as the experi- 

mental data which is used for this boundary condition consists of 

pressure magnitude data only. 

The second boundary condition is that the velocity at the end of 

the line is the through-flow velocity only, i.e., the perturbation 

velocity is zero.  For zero mean flow, there is no flow whatsoever 

through the closed valve at the end of the line.  For small through- 

flows, the perturbation velocity is still taken to be zero.  This 

follows since, at the low flow rates (0 to 9.5 gpm) used in the 

experiments, the area ratio of the annular opening in the needle valve 

to the line cross-sectional area is much less than one.  This causes 

the valve gain and the load impedance to be very large.  For instance, 

at 2.5 gpm, the valve gain was 2360 psi/gpm. 

Zero perturbation velocity does not imply a simple reflection of 

the pressure wave at the valve.  This is due to differing pressure- 

velocity relationships for the forward and reflected waves.  In 

particular, the phase difference between the velocity and pressure for 

L. 
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die Forward wave is not the same as that for the reflected wave and 

this must be accounted for.  This can be done by using Eqs (40), (90), 

(Q5) and (96).  First one writes the pressure at the end of the line 

bv superposing thu two waves; 

p(l) = P^l) + P2(l) (102) 

where P1 is the pressure due to the forward wave and P  is the 

pressure due to th« reflected wave.  Then note that 

u(n) = YF(Y)p(n) (103) 

in particular 

u2(l) = Y2F(Y2)P2(1) (104) 

Using this and applying Eqs (40) and (9S), the result is 

Y1r|+(l-n)(ß1+ß2)j 
p(n) = cAe + cA 

Y1F(Y1) 

Y2F(Y2) 

Y1+(l-n)(a9-ß9j) 
e (105) 

where 

c, - 
P(n0) 

4  Y1n0+(i-n0)(ß1+ß2)j 
+ 

Y1F(Y1) 

Y2F(Y2)" 

Y1+(l-n0)(a2-ß2J) 
(106) 

The term 

Y1F(Y1) 

Y2F(Y2) 
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accounts  for the phase difference   in pressure between  the   forward wave 

and   the  reflected wave  at   the  end  of  the  line.     Also   the  term 

(i-n)(ß1+ß2)j 

\ 

accounts for the lag between the reflected wave and the forward wave, 

i.e., it is a measure of how far the reflected vrnve is ahead of the 

forward wave.  Using Eq (105), the pressure gradient is found to be 

^ = vw-^ e Y1n+(i-n)(ß1+ß2)j 

+ C4(-a2+ß2J) Y2F(Y2) 

Y1+(l-n)(a2-ß2J) 
(107) 

This model superposes only two waves when there are actually an 

infinite number of waves passing a given point at a given time.  This 

is due to the reflection of the left-running reflected wave from the 

pump.  Until the wave is completely attenuated, it will continue 

reflecting up and down  the line.  Thus a limitation of this model is 

that there can be no significant reflection from the pump.  This can 

happen two ways.  First, the wave could attenuate to sucli a degree 

that by the time it reaches the pump, its amplitude would be negli- 

gible.  The second way is that the wave does not reflect from the pump 

to any appreciable degree.  The actual line length used in the experi- 

ments was not long enough for the wave to attenuate significantly; 

however, the reflection from the pump was negligible.  This was veri- 

fied experimentally using the testing procedure described in Chapter 

Til. 

Using this model and the calculated values of the propagation 

constant at a given frequency, the pressure standing wave, the average 
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velocity and velocity profile at any point in the line, and the 

characteristic impedance were calculated.  These additional calcula- 

tions took about 60 additional seconds of computer time with the 

velocity profile calculations accounting for most of the additional 

time. 

When the transmission line is not terminated by a valve, but 

rather is open, a different model is required as the boundary condi- 

tion at the end of the line is not that the perturbation velocity is 

zero, but that the perturbation pressure is zero, i.e.. 

p(l) = PjCl) + P2(l) = 0 (108) 

The resulting pressure relations are the same as Eqs (105) and (106) 

with the exception that the term 

Y1F(Y1) 

Y2F(Y2) 

is replaced by minus one. 

For calculations of the characteristic impedance, a matched line 

must be used.  This means that there is no reflection from the end of 

the line.  In this case 

YJFCT-L) 

Y2F(Y2) 

is replaced by zero in Eqs (105) and (106). 

The results calculated using this analysis and line model are 

only as good as the boundary condition, p(r) ).  This boundary condi- 

tion must be accurate.  If the point at which the boundary condition 

is taken is near a pressure node, great care must be exercised. 

Considering the small dynamic pressures near a pressure node, an error 

i 
i 
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of one or two psi may be equivalent to a large error percentage-wise 

and analytical results using this erroneous boundary condition will be 

unreliable at best.  Data for the boundary condition ideally should 

come from a point near an antinode or a point where the dynamic 

pressure is known as accurately as possible. 

Using the theory developed in this chapter, analytical results 

for hydraulic lines and air lines were calculated and these are given 

in Chapters VIII and X respectively. 
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III.  Experimental Equipment 

Test System 

A schematic diagram of the hydraulic system designed for this 

study is shown in Fig. 2,  A fifteen horsepower motor was used to 

drive an Abex nine cylinder piston hydraulic pump.  Connected to this 

pump, through a pump manifold and bulkhead fitting, was a 0.625 in. OD 

stainless steel line.  Several "T" fittings were installed in the line 

to al]ow mounting of resonators, filters, Statham transducers and a 

U-shaped section of tubing.  Terminating the line was a pressure 

relief valve set for 3750 psig.  Tests with flow were conducted by 

adding three inches of 0.625 in. CD stainless steel tubing which 

joined the pressure relief valve to a manually operated needle valve. 

This needle valve was connected to 0.5 in. OD copper line 

leading to a 2.43 gal. reservoir.  The outlet of the pressure relief 

valve was also connected to this copper line.  Reservoir pressure was 

maintained at 20 psig via compressed nitrogen gas from a high pressure 

tank with a pressure regulator.  A second line, the pump case drain, 

was also connected to the reservoir.  At the inlet to the reservoir, 

two filters (one for the pump case drain line and one for the return 

line from the needle valve) were installed to remove any particles in 

the hydraulic fluid as well as to warn of pump deterioration.  The 

hydraulic fluid on the return or suction side of system was routed 

through two heat exchangers where the oil was cooled by cold tap water. 

To reduce system vibrations, the line was braced in seven loca- 

tions.  Five of the braces were constructed from 2 in. x 4 in. wood 

33 

Y..„.,,;..^m,?.-.W,./'-.t7- ^«^tt^VL^äk^^ 



. 

c 
o 

c 
a> 
E 
3 

•D 
C 
(D 

E 
Si 
v> >• 

3 
as 
i_ 

T3 
>- 
X 
H- 
O 

E 
re u 
O) 
to 

E 

u w 

as 
3 
S) 

I I 

I 
i 

34 

i ,..>«»Ä»*teiiuafa: M-rtf^r,■.iM.ruB">t^M'iafa'iiirtl'l>ii i n» itwajaaaia^ii^^giaM^aiaaiiiiia 



;I.J ^wn^iaajjH „mw mvwwftw-w'tL'.vjn m'WMMi^v^^s^mi^^msf^mmmm 

studs and the other two braces were made with steel frames.  The 

wooden braces were placed under the line, the line taped to the brace 

and at least two shot bags placed over the line.  The line was taped 

to the side of one steel frame and c]amped via an adele clamp to the 

other steel frame.  The hydraulic pump was rigidly attached to the 

motor which was bolted firmly to a large iron platform. 

The fluid used in this study was MIL-H-5606B hydraulic fluid. 

This fluid was chosen as it is the hydraulic fluid used in most United 

States Air Force aircraft.  The fluid properties of MIL-H-5606B are 

well-known and have been documented in the Society of Automotive 

Engineers Aerospace Information Report 1362 (30).  The only disadvan- 

tage in using MIL-H-5606B was that this hydraulic fluid is slightly 

non-Newtonian. 

System Setup 

1.  Configuration Ore had a resonator at the output port of the 

pump followed by a U-shaped section of line.  The purpose of the bend 

was to simulate actual aircraft hydraulic system designs which require 

several bends in the line to route hydraulic fluid from the pump on 

the engine to a hydraulic actuator some distance away.  The resonator 

was at the upstream end of the U-chaped bend and a "T" fitting was at 

the other end.  These formed ninety degree bends while the other two 

bends, formed by physically bending the line, were 93.5 deg and 97.5 

deg with radii of curvature of 2.75 in. and 4.94 in. respectively. 

The length of the U-shaped section was 39.5 in. and the total line 

3 
length was 208.09 m.  The resonator, with an internal volume of 19 in. , 

was used to reduce the amplitude of the pressure ripple. 
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2. Configuration Two was similar to Configuration One. Beyond 

the first 90 deg bend, the setup was the same as Configuration One. 

The resonatnr was replaced by a filter cavity with a volume of 15.9 in. 

which is 17% less than the resonator volume. Thus the effect of a 

smaller volume, and the resulting larger pressure ripple, could be 

measured. 

3. Configuration Three was again similar to Configuration One 

and indeed identical past the first 90 deg bend.  In this configuration, 

there was no volume element.  Data taken with the system in the first 

three configurations can be compared to determine the effect of a 

volume element on frequency response and reduction of pump ripple. 

4. Configuration Three/Modification One was the line as 

described under Configuration Three with a manually-operated needle 

valve at the end of the line.  This valve allowed metered flow in the 

line.  Tests conducted in Configuration One, Two, and Three were all 

no-flow, blocked line experiments. 

5. Configuration Four consisted of moving the U-shaped section 

of line from the output port of the pump to a point near the end of 

the line.  With the bends far from the pump and the associated large 

mechanical vibrations geneiated by the pump and the motor, a better 

study of the effect of the bends could be conducted.  The flow control 

valve was in this setup and tests were run with flow varying from 0 to 

9.5 gpm.  The total line length was 209.75 in. 

6. Configuration Four/Modification One consisted of the addi- 

tion of a brace under the bend of the U-shaped section.  Otherwise, 

this configuration was the same as Configuration Four.  This brace was 

needed to reduce vibrations in the U-shaped section. 
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7. Configuration Four/Modification Two was the same af Configu- 

ration Four/Modification One except that fittings for two Statham 

transducers had been put in the U-shaped section.  These Statham 

transducers, which measure the pressure directly, were not affected by 

vibrations as were the clampon transducers.  Thus accurate pressure 

measurements could be made in the region of the bends and the effect 

of the bends better studied. 

8. Configuration Five consisted simply of a straight line from 

the pump to the flow control valve.  Data taken in this configuration 

were used to compare with data from Configuration Four to determine 

how bends affect a system.  Also these data were used to verify 

analytical results.  The total line length, components (pump, valves, 

etc.) and the instrumentation were the same in each case.  Figure 3 

depicts all the configurations. 

Component Description 

A detailed model of each component in the pressure side of the 

system, i.e., from the hydraulic pump to the flow control valve, was 

essential if good system response prediction from the HSFR program was 

desired. 

1.  Hydraulic Pump.  A nine cylinder, piston hydraulic pump 

(model AP10V-2) made by the Aerospace Division of the Abex Corporation 

was used.  It was a constant pressure, variable displacement pump with 

a rated volumetric flow rate of 25 gpm and a rated steady state 

pressure of 3000 psig.  Pressure was controlled by a pressure compen- 

sator which sensed the pressure at the output port of the pump and 

adjusted the swash plate angle as required to maintain 3000 + 10 psig. 
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This pump was chosen as it is in wide use on Air Force aircraft, such 

as the F-4, and because it was the pump used by McDonnell Douglas 

Corporation in their tests (3).  Thus the results of this study can be 

compared with those of McDonnell Douglas.  A detailed description of 

the pump components and the pump characteristics is given in (2). 

2.  Motor.  The hydraulic pump was driven by a 15 HP, variable 

drive motor manufactured by US Motors.  It had a speed range of 1100 

to 5500 rpm.  No tests were run above 4800 rpm as both the vibration 

level and the pump temperature became excessively high.  Temperatures 

in excess of 225 F result in the decomposition of the hydraulic 

fluid and thus no data were taken when the temperature exceeded 200 F. 

3.  Hydraulic Line.  The hydraulic line was standard MIL 5845304 

seamless, stainless steel tubing with an outside diameter of 5/8 in. 

and a wall thickness of 0.065 in.  This line was used on the pressure 

side of the system.  On the suction or return side of the system, 

copper tubing was used.  It had an outside diameter of 1/2 in. and a 

wall thickness of 0.030 in.  The stainless steel line was the same as 

is used on United States Air Force aircraft and was the same as 

McDonnell Douglas used. 

4.  Oil Coolers.  Two tube-type heat exchangers were used to 

cool the hydraulic fluid.  Cold tap water served as the cooling 

fluid.  The smaller heat exchanger was used to cool hydraulic fluid 

from the pump case drain and the larger heat exchanger was installed 

in the return line to cool the hydraulic fluid before it reached the 

reservoir.  Preheating the system was expedited by leaving the cold 

tap water off until the system reached a desired operating temperature. 
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5. Filters,  Two filters were installed to remove contamination 

from the hydraulic fluid and thus prevent pump deterioration and 

failure.  One filter, a case drain filter made by the Bendix-Skinner 

Division of Bendix Aviation Corporation, was mounted between the heat 

exchanger and the reservoir.  The second filter, a Pall non-bypass 

filter, was mounted in the return line just prior to the heat 

exchanger.  This filter had a special pop-up button that, when 

exposed, indicated the filter was contaminated. 

6. Reservoir.  The reservoir used was designed and fabricated 

by technicians from the Air Force Aero Propulsion Laboratory.  It was 

made of stainless steel and had a capacity of 2.43 gal.  In normal 

operation, 2.75 gal. of hydraulic fluid were used to fill the lines 

and reservoir to normal operating level. 

7. Nitrogen Bottle and Pressure Regulator.  A 2100 psig 

nitrogen botf • with a pressure regulator made by Harris Colorific 

Company was use^ t.- maintain return system and reservoir pressure at 

20 psig.  The nitrogen was fed in at the top of the reservoir. 

8. Resonator.  An F-4 aircraft resonator was used to reduce 

3 
pump ripple.  The resonator, with a volume of 19 in. , was installed 

at the pump outlet and significantly decreased the amplitude of the 

pump ripple. 

9. Valves.  An 1/8 in. Walworth needle valve, was used to supply 

hydraulic fluid under line pressure to a pressure gauge at the end of 

the line.  During test runs, this valve was closed and only opened 

momentarily to check line pressure.  A 1/2 in. Crane needle valve was 

used as the flow control valve.  This valve was manually operated to 

obtain desired flow rates.  To protect against large overpressures, a 
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Denison pressure relief valve was used at the end of the line.  The 

cracking pressure was set at 3750 psig. 

10.  Bracing.  Due to significant vibration generated by pump 

ripple and the motor, the system had to be braced.  The intent was net 

to rigidly secure the line and thus eliminate all vibrations.  This 

would be desirable from the standpoint of avoiding vibration errors in 

the clampon pressure transducer data and thus allow better comparison 

with analytical results.  However, to better simulate actual aircraft 

hydraulic systems, the system was braced in seven places down the 

209.75 in. line as well as at the beginning and end of the line.  This 

setup also made possible the vibration tests that were run to deter- 

mine the effect of pump and motor generated vibrations as well as 

vibrations generated by pump ripple.  Five of the braces were made of 

wooden two-by-fours nailed together in the shape of a "T".  The line 

was taped to the top board and shot bags placed over the line.  The 

other two braces were made of steel.  The line was taped to one brace 

and clamped via an adele clamp to the other. 

Instrumentation 

The primary intent of the experiments was to measure the ampli- 

tude of the pump ripple or AC line pressure as well as the amplitude 

of the vibration.  Several tests were also run to determine parameters 

required for the analytical model of the system as well as to check 

out the primary instrumentation.  The following instrumentation was 

used during the tests. 

1.  Pressure Transducers.  Two Kistler piezoelectric clampon 

transducers and two Statham, strain gauge type, in-line transducers 

were used Co measure AC pressure amplitude.  The Kistler clampon 
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transducer was especially useful for the tests in that it could be 

moved easily and did not disturb the flow.  The clampon transducer 

fitted into a specially made mount that was manufactured by AMSA 

Hydrodynamics.  This mount was secured to the line and the transducer 

torqued down, all in accordance with manufacturer's installation 

procedures.  The piezoelectric transducer then sensed the expansion 

and contraction of the tube wall caused by the AC pressure.  Since the 

piezoelectric head touched the outside of the hydraulic line, no holes 

needed to be drilled in the line and no flow disturbance was gener- 

ated.  Unfortunately, the transducer sensed any movement of the tube 

wall relative to the transducer head, including vibration generated 

movement.  Several tests were run to show the effect of vibration on 

the clampon transducer.  Fortunately, the Statham in-line transducer 

was not sensitive to vibration.  It was flush mounted on the inside of 

the hydraulic line.  Thus the sensing head was in direct contact with 

the fluid and measured the AC pressure amplitude directly.  Special 

"T" fittings were designed to hold the Statham transducers and allow 

them to be mounted anywhere a "T" fitting could go.  There were only 

four places in the line a "T" fitting could go without cutting the 

line and adding even more disturbance to the flow.  Each time the 

in-line transducer was moved, the system had to be depressurized and 

replumbed, a time-consuming and messy project due to the spillage of 

hydraulic fluid.  This was why the majority of the tests used the 

clampon transducers, with the in-line transducer always at the same 

location.  Tests were run in the absence of vibration which showed 

good agreement between the clampon and in-line transducers. 

u 
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2. Coupler.  The Kistler piezoelectric clampon transducer was 

connected to a Kistler 587D Piezotron Coupler which furnished current- 

limited DC power to the internal impedance converter in the clampon 

transducer. 

3. Amplifier.  A 3ell and Howell Model 8-114 amplifier was used 

to amplify the output of the Statham in-line transducer. 

4. Wave Analyzer.  In the early tests a Hewlett Packard Model 

302A wave inalyzer was used to measure the amplitude of the signal 

from either of the pressure transducers at any desired frequency.  The 

wave analyzer was basically a tunable voltmeter.  It had a voltage 

accuracy of 5% of full scale and a frequency dial accuracy of 

+ (1% + 5 cps)  When tuned to the pump speed, the wave analyzer gave 

the rms amplitude of the AC pressure signal at the frequency of the 

pump.  Typically, the pressure signal oscillated slightly, especially 

near resonant speeds.  This, combined with the error associated with 

the required manual tuning, resulted in unneeded error.  To overcome 

this problem, a spectrum analyzer was used. 

5. Spectrum Analyzer.  To measure more accurately the pressure 

oscillation, a Nicolet Scientific Corporation 444A Mini-Ubiquitous FFT 

Computing Spectrum Analyzer was used.  The advantage of this instru- 

ment was that it sampled the signal a preset number of times (16 

sampler were used for most tests) , performed a fast Fourier transform, 

averaged the results and displayed them on a cathode ray tube 

display.  The display plotted rms signal amplitude versus frequency. 

The frequency range displayed was set to include the pump speed and 

several harmonics thereof.  The pressure amplitude at any frequency 

was obtained by running a cursor to the desired frequency.  The rms 
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amplitude was displayed on the screen to three significant figures. 

The spectrum analyzer had a frequency accuracy of 0.01% of full scale 

and amplitude linearity of + 0.05% of full scale.  The spectrum 

analyzer also had a storage capability and dual display option which 

allowed a stored signal to be compared with the incoming signal.  The 

excellent capabilities of this spectrum analyzer allowed immediate in 

depth analysis of the signal.  For example, with a proper frequency 

scale selection, the fundamental resonance and higher harmonics can be 

seen and accurately measured.  A further advantage of the spectrum 

analyzer was that it came with a data recorder. 

6. Data Recorder.  A Nicolet Scientific Corporation 144A data 

recorder with a 144A-1 data recorder cartridge was used to record any 

desired display on the spectrum analyzer.  The advantage gained with 

this instrument was that data taken during a test could be recorded 

and then analyzed later at the convenience of the researcher.  Also 

the recorded data could be displayed on the spectrum analyzer and then 

plotted on an X-Y plotter automatically. 

7. X-Y Plotter.  A Hewlett-Packard Model 7046A X-Y plotter was 

used to obtain hard copy plots of the displays from the spectrum 

analyzer that were recorded.  Only the line depicting the frequency 

response and none of the annotaton or scale markings could be graphed 

automatically.  Complete depictions of spectrum analyzer displays were 

possible using a Nicolet Scientific Corporation Model 131B X-Y plotter. 

8. Voltmeters.  A Cubic Corporation Model V-70 Digital Volt- 

meter was used to calibrate the clampon pressure transducer.  The 

output of the clampon transducer was fed through the piezotron coupler 

into the voltmeter to determine the transducer output associated with 

, 
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a known change in DC line pressure.  Also a Weston Model 1294 DC 

digital readout voltmeter was used to measure the DC signal from the 

in-line transducer.  This was used primarily to check the reservoir 

pressure before the pump was started and to check the DC line pressure 

during data runs. 

9. Pressure Gauge.  A second way of measuring the DC line 

pressure was with an Ashcroft pressure gauge which was installed at 

the end of the line.  A needle valve was also installed so that the 

pressure gauge could be isolated from the hydraulic line when not in 

use. 

10. Magnetic Pickup.  An Electro 3010 magnetic pickup was 

mounted on the drive shaft of the motor opposite the gear teeth. 

11. Counter.  The output of the magnetic pickup was connected 

to a Hewlett-Packard Model 522B electronic counter.  The counter 

displays rpm which had to be converted to cycles per second taking 

into account that the hydraulic pump was a nine cylinder pump.  This 

meant that for every revolution of the drive shaft, nine compression 

cycles were generated. 

12. Flowmeter.  A Potter Model l/2"-l flowmeter was installed 

in the return line to measure the flow rate.  Flow rates up to 10 gpm 

could be measured to within 0.1 gpm.  The output of the flowmeter was 

connected to a chart recorder. 

13. Chart Recorder.  A Minneapolis Honeywell/Brown Electronix 

Division chart recorder Model SY153X was used to record the output of 

the flowmeter.  For each pressure reading taken, the chart was anno- 

tated with the pump speed. 
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14. Thermocouples,   Switchbox and Readout.     Five  iron- 

constantine  thermocouples were used to measure  line  temperature.     One 

was mounted on the hydraulic pump,   three spaced  down  the hydraulic 

line and  the  fifth was movable and also used  to measure room tempera- 

ture.     All  thermocouples were connected  to a  24-position switch box 

which provided  selective  readout  on a drum-type   temperature readout 

instrument. 

15. Strobatac.     A General  Radio Company Type   1531-A Strobatac 

was  used   to  determine   the  approximate  line  vibration   frequency and  to 

determine  at  what   points  along  the   line vibration was  most  severe. 

The  strobatac  was   used   to determine   the   frequency  of  the  vibration and 

an approximate  value   for  the amplitude  of  the  vibration.     More  exact 

measurements  of   the  vibration amplitude  were   required however. 

16. Vibration Pickup.     For more  exact  vibration measurements,   a 

Bell  and Howell Model 09394 Transducer-Vibration-Velocity Pickup was 

employed.     The  pickup was   rigidly secured  to  an aluminum mount which 

could be  bolted  onto   the  hydraulic  line  at  any  desired  location and 

orientation.     This   allowed vibration measurements  at   every  point where 

clampon  transducer data were  taken with  the  sensitive  axis of  the 

vibration  pickup   in  two  orientations,   vertical   and  horizontal. 

17. Vibration Meter.     The outrat  of  the  vibration pickup was 

connected  to a  Dubrow Development  Company Model   381  Vibration Meter. 

This meter had   three  high-pass   filters:     30,   70   and   110 Hz.     The  use 

of one  of  these  allowed   low frequency mechanical   vibration  to be 

filtered  out  of  the   signal,   leaving  the  high   frequency vibration of 

interest.     Of  course,   the  signal  could be   left  unfiltered,   allowing 

measurement  of   the   low  frequency  vibration  also.     The  electronics  by 
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which the vibration meter provided a signal to an external jack 

distorted the amplitude of the signal.  This prevented measurements of 

the vibration amplitude on the spectrum analyzer; however, frequency 

measurements were accurate.  Vibration amplitude had to be manually 

read on the face of the vibration meter. 

18.  Camera.  A Tektronix C-ll Oscilloscope Camera, which used a 

Polaroid camera, was used to photograph displays on the scope of the 

speccrum analyzer.  To obtain good pictures, the camera mount had to 

be physically held next to the scope with drapes placed around the 

lens to prevent stray light from entering. 

Instrument Calibration 

All instruments except the Kistler clampon transducer were cali- 

brated by technicians from the Instrument Shop of the Air Force Aero 

Propulsion Laboratory.  The Kistler clampon transducer had to be cali- 

brated prior to each data run.  After the transducer was secured to 

the line at the desired location with the bolts torqued to 2-4 ft-lbf, 

the sensing element of the transducer was slowly torqued to 2-4 ft-lbf. 

While this was being accomplished, the output of the transducer was 

monitored on a DC digital voltmeter.  Tightening of the sensing ele- 

ment was stopped when the output reached 2 volts.  In the event that 

2 volts could not be obtained within the torque range of 2-4 ft-lbf, 

shims of varying thickness were added or removed as required and the 

procedure repeated until a satisfactory reading was achieved.  With 

the transducer thus installed, readings on the DC digital voltmeter 

were taken with and without system pressure (2970 psi) in the line, 

before and after each data run.  These readings provided a calibration 

factor. 

L. 
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Cr     = 
(2970 pslg - 20 pslg)   /T 

f       V1(2970) - V1(20 psig)+V2(2970 psig)-V2(20 psig)  V 
psl 

(109) 
rms 

where V1   is   the voltage  reading before  the  run and V    is  the voltage 

reading  after  the  run.     Thus  P       ,    (psi)   =  C..   .   V (volts  rms). & peak r rms 

According  to  the manufacturer's data  (5),   this procedure will  result 

in a  linearity of typically better than +  1%,  with a maximum of + 2%. 

The  Statham   in-line   transducer which was   calibrated  in  the  Instrumen- 

tation Shop using dead weights had a   linear response of 400 psi per 

volt   from zero  to 4000  psi. 

, 
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Frequency Response and Vibration Tests 

Prior to any test, all instrumentation was warmed up for at 

least thirty minutes.  The nitrogen supplying pressure to the 

reservoir was turned on as well as the tap water going to the oil 

coolers.  The clarapon transducers were then mounted loosely to the 

hydraulic line.  Then the motor was started and the system allowed to 

warm up to an average steady-state operating temperature for the flow 

rate being run (115 F for 2.5 gpm, 140 F for 5.0 gpm and 155 F for 

7.5 gpm).  Sometimes this process was expedited by leaving the water 

going to the oil coolers turned off, and running the motor at a high 

rpm.  Once the average steady-state temperature was attained, the 

motor was turned off and the clarapon transducers torqued down as 

described in the previous section.  Often it was necessary to hammer a 

shim down to a very thin thickness to obtain a good calibration.  With 

the transducers mounted, the motor was turned on and off three times 

to seat the clarapon transducers.  This was necessary to assure 

accurate calibration readings as typically the readings taken on the 

initial motor start up varied by up to 30% from readings taken after 
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the motor had been turned on and off three times.  With the coupler 

set in the DC mode, readings from the clampon transducers with only 

20 psig pressure in the line were taken.  The motor was turned on and 

another reading quickly taken with the line pressurized to 2970 psig. 

This was done quickly so as to avoid any error due to the DC output 

voltage from the coupler decaying.  The voltage decayed with a typical 

time constant of 1500 seconds which means that readings taken over a 

15 second period would cause a decay error of 1%.  With the transducer 

calibration now complete, the motor rpm was set to the highest rpm 

desired.  It was necessary to start at the highest rpm and work down 

as the pump would stall at low rpm's and high flow rates.  Also the 

line temperature varied less as it took a considerably longer time for 

the line to cool from the steady-state temperature at high rpm's than 

it took to heat up from the lower steady-state temperatures at low 

rpm's. 

Once the rpm had been set to either 4500 rpm (675 Hz) or 

4800 rpm (720 Hz) depending on the test being run, pressure and/or 

vibration readings were taken.  The coupler was set to the AC mode and 

the spectrum analyzer was set in the "SUM" mode with 16 averages. 

Tests were run in the "PEAK" mode with 32 averages.  Many readings 

were identical and all readings were within 0.5% of each other.  Once 

an average had been taken, the cursor on the spectrum analyzer was 

moved to the pressure spike at the pump frequency or any desired 

frequency, such as a higher harmonic, and a reading taken.  The 

reading was the rms amplitude in millivolts of the pressure at the 

frequency displayed on the spectrum analyzer.  If the data displayed 

were particularly noteworthy, they were recorded on the data recorder 
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for future reference.  All recordings were uniquely identified and 

noted in a log book for easy reference later. 

For vibration readings, the vibration meter was set to measure 

displacement with an appropriate filter setting selected.  Since most 

of the low frequency vibration occurred at 20 Hz and below, it made 

little difference which setting, i.e., 30, 70 or 110 Hz, was 

selected.  The vibration pickup was torqued down after the line was 

preheated, just as the clampon pressure transducers.  Once the motor 

rpm was set, a reading was taken.  Without any filter, the needle on 

the vibration meter oscillated considerably and an average had to be 

taken.  However, with the high-pass filters, the needle settled down 

and readings were easily taken. 

At the beginning of each scan, after the motor rpm was set, 

temperature readings were taken at four points down the line as well 

as a reading of room temperature.  At the end of the test run these 

temperature readings were repeated.  For tests with flow, the rpm was 

set close to the desired value and then the flow control valve at the 

end of the line was manually adjusted to obtain the desired flow 

rate.  Since a change in the valve opening changed the load on the 

motor, and thus the rpm, the rpm had to be readjusted to the desired 

value.  Then the flow would be adjusted if required, and the rpm 

rechecked.  Typically, the second flow adjustment and the third rpm 

adjustment were not required.  The rpm was noted on the chart recorder 

that recorded the flow rate. 

Pressure and/or vibration readings were taken every 100 rpm 

(15 Hz) from 4800 rpm (720 Hz) down to 1200 rpm (180 Hz) for flow 

rates of 5.0 gpm and less.  Readings for flow rates of 7.5 gpm and 
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9.5 gpm could only be obtained down to 1700 rptn (2.55 Hz) and 2000 rpm 

(300 Hz) respectively as the motor would stall.  When a pressure or 

vibration peak was encountered, readings were taken every 50 rpm in 

the vicinity of the peak to more accurately define the peak.  At the 

end of the run, in addition to temperature readings, a second set of 

clampon pressure transducer calibration readings were taken in the 

same manner as at the beginning o' the run.  These two calibration 

readings were typically very close and were averaged for data reduc- 

tion purposes.  If the line temperature; at the time of the second 

calibration reading varied by more than 20 F from the temperature at 

the time of the first, then the calibration reading would vary some- 

what.  This is one reason why the line was preheated prior to the 

first calibration.  The second reason was that comparisons wi'ch 

analytical data were better if the line could be maintained at a 

reasonably constant temperature. 

Wave Reflection Tests 

A series of tests were run to determine what percentage of a 

left-running reflected wave was reflected from the pump.  Configura- 

tion Five, the straight line, was used for tests with  flight modifica- 

tions.  For these tests measuring the reflection from the pump, the 

pressure relief valve was removed from the line as the valve volume 

diffused the pressure wave and resulting measurements were not truly 

indicative of the wave reflection.  The instrumentation was identical 

to that used in the frequency response tests.  The spectrum analyzer 

was used in the real time mode which gave a display similar to a 

standard oscilloscope.  The trigger level was set and the wave auto- 

matically captured.  The trigger point is displayed as well as 128 
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memory samples prior to the trigger and 895 after the trigger.  The 

time scale had to set so as to allow appropriate delay time for the 

wave to travel from one transducer to the pump and back while still 

appearing on the display.  The Statham in-line transducer was used for 

the tests to eliminate any error due to vibrations.  Time domain 

displays could not be recorded on the data recorder so Polaroid 

pictures were taken of the displays to allow data reduction at a later 

time. 

The test procedures started in the same manner as the frequency 

response tests.  Instruments were allowed to warm up 30 minutes, the 

reservoir was pressurized, the water to the oil coolers was turned on, 

and the pump was started.  The pump rpm was set at a low rpm with a 

low AC pressure amplitude.  With the valve fully closed, the valve 

handle at the end of the line was struck sharply with a mallet.  The 

expansion wave traveled upstream past the transducer, triggering the 

spectrum analyzer, continued to the pump and reflected back to the 

transducer.  The amplitude of the wave before and after the reflection 

was recorded. 

Sudden valve closing was also attempted.  The results were not 

good, however, as the valve would not close suddenly.  The initial 

movement, which was rapid, was not enough to close the valve and 

generate a transient of reasonable amplitude for measurements.  The 

sudden valve opening, however, was rapid enough to generate a tran- 

sient of reasonable amplitude.  Also, the results were repeatable. 

, 
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IV.  Use of the Clampon Transducer 

Introduction 

As mentioned in the previous chapter, the clampon transducer was 

used extensively for dynamic pressure measurements.  This instrument 

is relatively new and had only been used by its designer, Mr. Gerald 

Amies, who is affiliated with the McDonnell Aircraft Company.  Mr. 

Amies used this clampon transducer for tests in support of a contract 

with the Air Force concerning aircraft hydraulic systems analysis. 

The sponsoring Air Force agency, the Aero-Propulsion Laboratory, 

bought several of these transducers and was interested in learning 

under what conditions they could be used and likewise under what 

conditions they would give unreliable measurements. 

Advantages of the Clampon Transducer 

The clampon transducer is preferred over other pressure 

measuring devices for two reasons.  First, the clampon transducer is a 

roving transducer, flush mounted to the outside of the hydraulic line 

at any point along the line.  Secondly, it does not disturb the flow 

and thus alter the dynamic pressure.  On the other hand, an in-line 

transducer requires a "T" fitting in the line for mounting and becomes 

a permanent part of the hydraulic system.  Even with the best of 

machining, the flow will probably be disturbed at the head of an 

in-line transducer. 

i 
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Comparison with the In-line Transducer 

The first concern was whether or not the clampon transducer 

measured dynamic pressure accurately.  This, of course, was purported 

by the manufacturer who had performed tests to verify this.  However, 

since the clampon transducer was new and to the author's knowledge had 

not been independently tested, tests were run.  Several tests were 

completed by Wright (35) and Katz (16) who worked with the author on 

the same equipment as described in Chapter III.  In Wright's tests, a 

clampon transducer and an in-line transducer were mounted as close as 

possible to each other.  Pressure data were taken and corrected for 

the separation between the transducers assuming a sinusoidal standing 

wave.  He reported good agreement between the two transducers.  Later 

tests by Katz showed that the clampon transducer was adversely 

affected by mechanical vibrations.  However, when the mechanical 

vibration was small, the pressure data from the clampon and in-line 

transducers agreed well. 

Encouraged by these results, the author performed only one morn 

test, a test without any vibration present.  To do this, the line 

could not be driven by a pump and motor which produce large 

vibrations.  Instead, two clampon transducers were mounted on a short 

line connected to a hand pump.  The line was terminated by a manual 

valve which was used to deplete the pressure.  A DC pressure gauge was 

also installed in the line.  The transducers were calibrated according 

to the manufacturer's instructions.  Starting with the line pressur- 

ized to the normal operating pressure of 3000 psi, the pressure was 

then raised and lowered with pressure measurements taken at each new 
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pressure.  The results demonstrated that the line had to be pressur- 

ized and depressurized at least twice before a stable, repeatable 

calibration could be obtained.  It appeared that the transducer had to 

seat itself.  Pressure data from both clampon transducers, using a 

calibration factor thus obtained, showed excellent agreement with the 

DC pressure gauge which had a resolution of 25 psi.  The data were 

within 5% of the data taken with the DC pressure gauge 90% of the time. 

Effect of Temperature 

Experiments conducted later showed another effect, that of temp- 

erature.  A calibration factor determined at an initial temperature 

would be smaller than one determined later at a higher temperature. 

For a significant change in calibration factor, a temperature change 

o ... 
of approximately 20 F was required.  This necessitated preheating 

the line to an average steady-state temperature as described earlier 

under test procedures.  To further reduce the effect of temperature, a 

calibration factor was determined at the beginning of each test and 

another at the end.  These were then averaged and uhe averaged cali- 

bration factor used for data reduction.  If the calibration factor at 

the beginning of the run differed significantly from the one at the 

end of the run, the data were considered unreliable and the test was 

run again.  This was not required, however, as long as the line was 

properly preheated. 

Effect of Clamp Torque and Preload Voltage 

There were two required tolerances that had to be met during the 

installation and calibration of the clampon transducer. The first was 

that when the mounting clamp was installed on the line, both screws 
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had to be torqued to 2-4 ft-lbf.  This was to hold the mounting clamp 

securely to the line.  For the hydraulic lines and mounting clamps 

used in this research effort, 2 ft-lbf did not securely hold the 

mounting clamp to the line, but 4 ft-lbf did and this was the torque 

setting used for all installations for pressure data runs.  However, 

tests were run with torque settings above and below 4 ft-lbf to deter- 

mine how sensitive the transducer output was to the mount torque 

setting.  Data were taken using torque settings of 3, 4 and 5 ft-lbf 

with all other variables held constant.  Considering all the vari- 

ables, in particular dynamic pressure, temperature and vibration, the 

best method of holding these constant was to run with the line blocked 

immediately downstream of the pump.  The two clampon transducers were 

mounted 12.5 in. and 14.5 in. from the pump which was far enough that 

the line temperature remained constant.  Due to the blockage, there 

was no dynamic pressure.  Also, with effectively no load on the pump, 

the vibration did not change significantly when the pump frequency was 

changed.  The clampon transducers were effectively measuring the 

displacement due to vibration which was large due to the proximity of 

the pump.  The results for the transducer 14.5 in. from the pump are 

shown in Figure 4.  The recommended mount torque setting gave the best 

sensitivity, i.e., the largest reading Tor a given displacement.  The 

results for the transducer 12.5 in. from the pump were similar.  Thus 

the effect of overtorquing or undertorquing the mount bolts was a 

decreased sensitivity of the transducer.  Regardless of the torque 

setting, the data should be reasonably accurate as the calibration 

factor adjusted for the decreasing voltage output per unit displace- 

ment . 
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Figure 4. Effect Of Mount Torque On A Clampon Transducer 
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The second required tolerance was the voltage preload on the 

transducer itself.  The manufacturer's instruction manual called for 

1-2 volts.  To test the sensitivity of the transducer to the voltage 

preload, the same test procedure was followed as in the sensitivity 

test for the mount torque.  The only difference was that the mount 

torque setting was held at a constant 4 ft-lbf, and the voltage 

preload allowed to vary from 1 to 2.5 volts.  Preloads above 2.5 volts 

were not attempted for fear of possible permanent damage to the trans- 

ducer.  The results for the transducer 14.5 in. from the punp are 

shown in Figure 5.  In this case the 2.0 volt preload gave the highest 

sensitivity and the 2.5 volt preload caused a large decrease in sensi- 

tivity.  Again the results for the transducer 12.5 in. from the pump 

showed the same trend.  Thus for best results, the transducer should 

be torqued down to a 2.0 volt preload setting, but no more.  This was 

done for all data runs.  The transducers were set as close to 2.0 

volts as possible during calibration. 

Repeatability 

To best demonstrate repeatability of data, tests had to be run 

where the dynamic pressure was large, the vibration reasonably small, 

and the temperature nearly constant.  These factors all pointed to a 

test with a limited frequency range at high rpm, at a point well down- 

stream of the pump.  At high rpm's, the vibration had the lowest 

amplitude but yet the dynamic pressure was high.  The limited 

frequency range prevented the temperature from varying significantly. 

The results for both the clampon transducer and the in-line transducer 

are shown in Figure (S.  Since the transducers were locf^d 37 in. 
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apart, one would not expect to see identi.cal curves, but rather iden- 

tical trends.  The test was started, after the line had been pre- 

heated, at 4650 rpm (697.5 Hz).  Measurements were taken every 50 rpm 

(7.5 Hz) down to 4400 rpm (660 nz) and back up to 4650 rpm (697.5 Hz). 

Then several random readings were taken.  The repeatability was 

excellent.  The largest difference, which was an 8.7% change, occurred 

between the readings at the beginning and the end of the test and was 

probably the result of a slight increase in temperature and a small 

change in the vibration level. 

Summary 

The clampon transducer, properly installed and calibrated, is an 

excellent instrument for measuring dynamic pressure in hydraulic 

systems where vibration is not significant.  However, the effect of 

vibration on the clampon transducer needs to be determined.  The only 

study in this area is that of Katz (1.6) and more work is required if 

the data produced using the clampon transducer are to be trust- d. 
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V.  Effect of Vibration on the Clampon Transducer 

Introduction 

Despite the fact that the intent of the experimental research 

was to study the fluid mechanics associated with hydraulic systems, it 

was also necessary to consider vibration of the experimental system. 

This was due to the tact that the effect of vibration on the clampon 

transducers was unknown.  Several experiments were conducted to 

quantify vibrational effects.  The intent was to justify using the 

clampon transducer for pressure measurements by showing when the 

output of the transducer was not significantly affected by vibrations. 

Based on the work of Amies (4), it was anticipated that there 

would not be any significant vibrational effect.  He reported no 

problems due to vibration under the conditions of his tests.  When the 

physical system was looked at, however, it was easy to postulate 

significant vibrational effects.  Considering that the clampon 

transducer measured the displacement of the outer tube wall as it 

expanded and contracted due to the oscillatory pressure on the inside 

of the tube, it seemed conceivable that the displacement of the outer 

tube wall due to vibrational bending modes would also be measured. 

Also the frequency of the oscillation was the same in both cases as 

the primary energy source for both the vibration and the dynamic 

pressure was the hydraulic pump.  Of course, higher harmonics were 

present as well as low frequency structural vibrations. 

id 
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Vibrational  Harmonics 

The vibrational  harmonics w«re measured  to ascertain their rela- 

tive magnitude   in comparison with  the  fundamental.     The  first harmonic 

of vibrational  displacement was   the only one of  significant  amplitude 

and  a  plot  of   the   ratio  of   the  amplitude  of   the   first  harmonic  to   the 

amplitude  of  the   fundamental   is  given   in Figure  7.     Note   that   the 

ratio   is  one-third  or   less. 

Low Frequency  Vibration 

The   low  frequency   structural   vibrations were   not   a  major  concern 

since,   due   to   their   long wavelengths   compared   to   the  wavelengths  at 

the  pump operating   frequencies  of   interest,   the  change   in displacement 

was  very  slow compared   to  the  change   in displacement   at   the higher 

Frequencies.     This  was   true  as   long as   the   frequencies  were  at   least 

an order  of magnitude  apart.     This  was   the  case   in   the  experiments  as 

the   low   frequency  vibrations  occurred  at  0-20 Hz,   while   the  pump 

Frequencies  were   180-720  Hz.     Furthermore,   the   110 Hz   filter on  the 

vibration meter was  used   to   Filter out  all   low  frequency   signals  when 

vibration  measurements  were  taken.     Also,   when   pressure  measurements 

were   taken  using   the   spectrum analyzer,   only   the  displacement  of  the 

tube  wall   at   the   frequency  of   interest  was   recorded. 

The   low  frequency  vibrational   displacement   did  have   significant 

amplitude  compared   to   the  high   Frequency  displacement.     Figure  8 

compares  data   taken with  the   110 Hz  high-pass   filter,   which  eliminated 

the   low   Frequency  vibration,   to  data   taken without   the   filter.     The 

relative  amplitude  of   the   low  frequency vibration  can   ihus  be  seen 

At   2000   rpm  (?00 Hz)   the   low   frequency  vibration,   which  was  superposed 

onto   the  vibration at   the  pump  frequency,   is  small.     The  vibration at 
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Figure 8. Vibration Displacement Measurements At 
300 and 450 Hz With and Without an 110 Hz High-Pass Filter 
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the pump frequency was relatively large in this case.  Ihe situation 

at 3000 rpin (450 Hz) was considerably different.  The low frequency 

vibrational displacement increased and the displacement at the pump 

frequency decreased.  Figure 9 shows the displacement at resonant 

rpm's.  These resonant rpm's were frequencies where dynamic pressure 

spikes occurred.  Under these conditions the low frequency displace- 

ment was very large while the high frequency vibration was small. 

Here a second source of energy for the vibration is present, namely 

the large dynamic pressure oscillations.  Pressure readings wera often 

more than 700 psi peak-to-peak:.  This caused a tremendous increase in 

the noise level and necessitated the wear of ear protectors by all 

personnel in the laboratory.  It was interesting to note that even 

with the addition of the large dynamic pressure, the vibration at the 

pump frequency actually decreased slightly while the low frequency 

displacement and the noise level increased greatly.  This smaller 

vibration at the higher pump frequencies was expected since the atten- 

uation of the vibration becomes mvich greater at high frequencies. 

Figure 9 also shows data for a pump frequency of 4000 rpm (600 Hz) 

which was just slightly higher than the resonant frequencies.  The 

dynamic pressure was still significant at this frequency but much 

smaller than at the resonant frequency.  The vibration at the pump 

frequency wa? still small due to the large attenuation at this high 

frequency, but the low frequency vibration changed, increasing at 1.5 

and 2.5 gpm and decreasing at the other flow rates.  At 4000 rpm (600 

Hz) and all high frequencies, the motor driving the hydraulic pump 

generated significant noise and vibration, while at the lower frequen- 

cies, 3000 rpm (450 Hz) and below, the motor ran relatively quietly. 

I 
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Figure 9. Vibration Displacement Measurements At Resonant Frequencies and 
600 Hz With and Without an 110 Hz High-Pass Filter 
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Energy Sources for Vibration 

As noted above, there were several significant energy sources 

for the vibration.  The first source was the hydraulic pump which was 

a source for vibrations at the same frequency as the dynamic pressure 

and thus was a problem for clampon transducers.  A second source was 

the motor driving the pump.  With all of its belts and pulleys, vibra- 

tions at many frequencies, especially low frequencies, were gener- 

ated.  A third source was the dynamic pressure in the line.  This 

again was a problem for the clampon transducer.  A fourth source came 

from the experimental setup itself.  There were sharp bends and tees 

in the 1 i.nes that caused the flow to turn abruptly.  Since part of the 

energy source here was the steady-state through-flow, the vibration 

generated was probably at the natural frequency of the system, approx- 

imately 20 Hz, which was much lower than the lowest pump frequency of 

interest, 180 Hz.  The other portion of the energy source was the 

oscillatory flow.  Since the flow was oscillating at the pump 

frequency, vibrations at this frequency were likely to be produced 

when the flow was abruptly turned.  This was observed experimentally. 

Vibration both at 20 Hz and below and at the pnnp frequency was 

significantly higher near bends than in straight line sections. 

I 

Blocked Line Experiments 

Since there were three primary sources for vibration at the pump 

Frequency, It was desirable to isolate one, the vibration caused by 

the hydraulic pump and motor.  To do this, the hydraulic line was 

blocked 3.623 in. downstream of the pump.  The line was filled with 

hydraulic fluid, but there was no flow.  The vibration generated by 

the pump could still travel down the tube walls, but there was no 

68 

liMiitiiiMfffrlMifi '^T'-jl Stf Hjtirr; ■ * ti ■—"■ '~ZZL zv^^^wmmmm 



PBiPPPWwwu^^^ ^HfW^ jtgpgi^s^aattB^^ 

dynamic pressure in the line and thus no vibration due to it.  Like- 

wise, there was no vibration due to abrupt turning of the flow since 

there was no flow, oscillatory or steady-state.  Data were taken at 

four points down the line and compared with data taken with the line 

unblocked but with no flow.  All dat-a were taken with a clampon trans- 

ducer.  The results are shown in Figures 10-13.  Figure 10 shows 

results at a short distance downstream of the blockage.  The curve for 

the unblocked line shows the superposition of the dynamic pressure and 

the vibration, while the curve for the blocked line is due to vibra- 

tion only.  The blocked line "pressure" reading induced by the vibra- 

tion is a significant fraction of the overall "pressure" reading as 

depicted by the curve for the unblocked line.  If the vibration and 

the dynamic pressure were in phase, the difference between the curves 

would be representative of the true dynamic pressure, barring nonlin- 

earities.  However, the two signals are not in phase or else negative 

dynamic pressure, an impossibility, would be present in the line from 

1800 to 2100 rpm (270 to 315 Hz).  One reason why the vibration and 

the dynamic pressure are out of phase is that the vibration travels 

along the tube walls at approximately four times the velocity that 

pressure waves travel in the hydraulic fluid. 

Figure 11 shows data for blocked and unblocked lines about 8 in. 

downstream of the point where data were taken for the previous graph. 

Figure 10.  The "pressure" reading induced by the vibration in the 

blocked line is still large and the data for the unblocked line are 

changed somewhat, primarily due to the fact that the data are from a 

different point on the standing pressure wave in the line.  The first 

significant decrease in the "pressure" reading induced by the 
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vibration shows up in Figure 12, where the largest pressure is 120 psi 

compared to 200 psi in the previous figure.  The primary reason for 

this large decrease is that the data were taken 19 in. further 

downstream, which is 32.5 in. from the pump and just 2 in. upstream of 

the first brace.  This brace reduced the amplitude of the dioplacemeut 

due to vibration but had no effect on the dynamic pressure.  The 

damping brought about by the braces is shown in Figure 13.  In this 

plot, the "pressure" readings induced by vibration have decreased to 

the point that they are no longer significant, while the dynamic 

pressure is still at normal Levels.  The reason for this large drop is 

that the data were taken 64.5 in. from the pump, downstream of the 

second brace which had three shot bags over it.  The braces and the 

shot bags dampened the vibration from the pump and motor enough that 

it was no longer significant.  Data taken from points further down the 

line, past more braces and shot bags, showed ever decreasing vibration 

levels. 

The primary conclusion drawn from these experiments is that 

significantly high vibrational displacements caused by the hydraulic 

pump and motor can seriously affect the measurements taken with a 

clampon transducer.  The peak displacements for the data runs ne.ur the 

pump. Figures 10 and 11, were 0.004 in. peak-to-peak; 0.0029 in. 

peak-to-peak at 32.5 in. from the pump (Figure 12); just 0.0011 in 

peak-to-peak 64.5 in. from the pump (Figure 13); and only 0.00045 in. 

peak-to-peak 156.75 in. downstream of the pump.  A second conclusion 

is that braces, shot bags and other damping devices suitably placed 

can reduce the vibration generated by the hydraulic pump and motor to 

a level that does not affect the clampon transducer significantly. 

V ' 
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One reason why Amies had no vibration problems in his experiments is 

that his lines were securely anchored and braced.  The resulting 

vibrational displacements were probably very low.  It appears that a 

good rule of thumb is to keep the vibrational displacements down to 

0.001 in. peak-to-peak or less for normal hydraulic system applica- 

tions of the clampon transducer. 

Pressure-Induced Vibrations 

At this point only part of the problem has been addressed.  The 

remainder, the vibration induced by the dynamic pressure oscillations, 

is left.  Since this vibration is generated anywhere when dynamic 

pressure is present, and hence where dynamic pressure measurements 

would be taken, a serious problem exists if the vibration is signifi- 

cant enough to affect the clampon transducers.  Several experiments 

were run in which a clampon transducer was mounted upstream of the 

in-line transducer, as close as possible to it without touching. 

Vibration data were also taken.  Then pressure data from the clampon 

transducer were compared with that from an in-line transducer.  The 

in-line transducer, by virtue of the fact that it sensed the dynamic 

pressure directly by being flush-mounted in the line, was not affected 

by vibrations as were clampon transducers.  The results of the experi- 

ments are shown in Figure 14.  Assuming no vibrational effects, one 

would expect only small differences in pressure readings due to the 

transducers being mounted at slightly different locations along the 

line.  However, at frequencies where the measured vibration was high, 

the clampon transducer read extremely high, nearly twice the reading 

given bv the in-line transducer.  When the vibration was low, agree- 

ment was much better.  Only where the vibrational displacement was 
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low, near 0.001 in. peak-to-peak, did the clarapon transducer agree 

well with the in-line transducer. 

The results indicate that dynamic pressure itself does generate 

vibration at the same frequency as the pressure oscillation.  When the 

pressure oscillations are large enough, the resulting vibration will 

affect a clampon transducer since it is measuring vibrational 

displacements as well as pressure-induced displacement.  The resulting 

pressure readings are high, especially at frequencies where pressure 

peaks occur.  The experiments were designed to allow large vibrational 

displacements.  This was done by placing the transducers as far as 

possible from any brace or support that would dampen the vibration. 

With more bracing and thus lower displacement, the agreement would be 

better.  The experimental setup of Amies (4) was better braced but 

still his data show the same trend, pressure readings taken with a 

clampon transducer that are consistently higher than predicted by 

theory. 

Further tests were conducted by Katz (16) using the same instru- 

mentation and equipment as used by the author.  The difference was 

that his line was securely anchored with variable span between 

anchors.  Katz compared clampon transducer data with in-line trans- 

ducer data.  Th3 results are given in Table I.  The span most closely 

approximating that used in the author's experiments is 30 in.  The 

+25% correction for high frequencies and large dynamic pressures shows 

the same trend as the experimental data of the author; namely, 

pressures measured with the clampon transducer that were much higher 

than predicted.  Even at the lower frequencies and pressures, the 

corrections are significant, indicating the effect of vibration cannot 

i 
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Table I 

Differences (Percents) Between Tn-Line 
and Clamp-On Transducers 

(Related to the In-Line Transducer) 

Span 10 in. 30 in. 

|           (RPM) 1500-3300 3300-4500 1500-3300 3300-4500  | 
j  Frequency  (Hz) 225-500 500-675 225-500 500-675 

Pressure > 100 PSI + 10% + 20% + 10% + 25% 

1  Pressure < 100 PSI + 10% + 15% + 15% + 20% 

Span 50 in. 70 in.          j 

(RPM) 
Frequency  (Hz) 

1500-3300 
225-500 

3300-4500 
500-675 

1500-3300 
225-500 

3300-4500  | 
500-675    | 

Pressure > 100 PSI + 10% + 2 5% + 15% + 20% 

Pressure < 100 PSI + 20% + 25% + 15% + 15%    | 

I        Span 90 in. 110 in.          j 

(RPM) 
1  Frequency  (Hz) 

1500-3300 
225-500 

3300-4500 
500-675 

1500-3300 
225-500 

3300-4500 
500-675 

Pressure > 100 PSI + 15% + 25% + 15% + 25%    1 

Pressure < 100 PSI + 15% + 20% + 15% + 25% 

u 

1 
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be neglected. The data in Table T confirm that the better secured the 

line is, the smaller the effect of the vibration on the clampon trans- 

ducer. 

Summary 

When vibration that produces significant displacements is 

present, pressure measurements using a clampon transducer will defin- 

itely be affected.  In most cases the measured pressure will be 

significantly higher than the actual pressure.  In the experiments 

run, the clampon transducers were not significantly affected by the 

vibration until the vibrational displacements became greater than 

0.001 in. peak-to-peak.  The vibrational displacements were typically 

large near the hydraulic pump, the motor, sharp bends and tees in the 

line.  Mounting the clampon transducer as far as possible from these 

areas will help reduce vibration effects.  Perhaps the best method of 

reducing vibrational displacements is by securely anchoring the line 

at as many points as possible, especially near points where a clampon 

transducer is to be mounted.  Margolis and Brown (19) used this method 

to eliminate vibration when they buried their entire fluid line in 4 

in. of concrete.  When less effective damping methods are employed, 

vibrational displacement measurements must be taken to assure the 

damping is sufficient. 

A third method of eliminating the effect of vibrations is to 

mount two clampon transducers directly opposite each other, i.e., 180 

deg around the tube from the other.  Both transducers would have to be 

calibrated separately.  Then adjustments would have to be made so that 

both transducers had the same effective calibration factor.  This 

could possibly he done by using an amplifier to raise the voltage of 
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the transducer with the lower calibration factor.  Any error due to 

bending moments caused by vibration should be cancelled out using this 

technique.  For a the cost of some additional instrumentation and 

time, good dynamic pressure measurements should be obtainable. 

L 
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VT.  Effect of Bends 

Background 

Prior research on the effect of bends in a fluid transmission 

line generally supported the assumption that bends have a negligible 

effect.  Swaffield (31) in his study on the influence of bends on 

fluid transients found that the reflection of a pressure wave from a 

90 deg bend wi"s a radius of curvature to line diameter ratio of three 

or greater is small.  Enever (11) in his comments on Swaffield's paper 

noted that the effect of a bend should be negligible if the wave front 

of the transient pressure is long compared with the length of the 

bend, which is true in most practical systems.  This agrees with Zur 

(44) who found no significant effect of sharp bends on the transient 

response of a hydraulic line.  In their experimental study and 

analysis of a liquid line with a sharp 90 deg elbow, Blade, Lewis and 

Goodykoontz (6) concluded that the elbow had little effect other than 

acting as a coupling device between pipe motion and fluid'wave motion. 

The elbow itself caused no appreciable reflection, attenuation or 

phase shift in the fluid waves.  These results, however, were for 

frequencies well below normal hydraulic system operating frequencies. 

S-'nce an aircraft hydraulic system has many bends, experiments 

were run to determine what effect bends hr-ze on the frequency response 

of a hydraulic system in a range of typical operating frequencies. 

Tests 

Experiments were run with the test setup in Configuration Four, 

with the U-shaped bend near the end of the line as shown in Fig. 3. 
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Data were also taken with the test setup in Configuration One with the 

U-shaped section at the beginning of the line.  However, excessive 

vibration from the pump in the region of the bends caused the clampon 

transducer data to be unreliable.  The Configuration Four setup, 

though, had three in-line transducers, v/hich gave reliable data, in 

the region of the bends.  For comparison, data were taken at the same 

distance from the hydraulic pump under similar test conditions with 

the setup in Configuration Five, the straight line of length equal to 

that of Configuration Four.  The U-shaped bend consisted of four 

bends, two 90 deg elbows and two curved pipes with T?d'.i of curvature 

of 2^75 in. and 4.9A in. 

•:i 
j. 

Results 

Figures 15, 16, 17 and 18 depict the results for flow rates of 

0, 2.5, 5.0 and 7.5 gpm respectively.  As would be expected consid- 

ering the results of Swaffield (31) , and Blade, Lewis and Goodykoontz 

(o), the effect of the bends was very small.  In most cases, the 

pressure peaks of the frequency response for the straight line were 

slightly higher than the peaks for the line with the U-shaped btnd. 

Away from the resonant frequencies, pressures for the straight line 

and the line with the bends were nearly the same.  There is one major 

difference, however.  At the higher flow rates, the system with the 

bends responded to a much greater extent at the fifth resonant 

frequency.  The resonant peak at 3600 rpm (540 Hz) for a flow rate of 

7.5 gpm (Figure 18) and at 3650 rpm (547.5 Hz) for a flow rate of 5.0 

gpm (Figure 17) were considerably higher for the line with the bends. 

Data taken at eight other points along the line using clampon 

transducers showed the same trend; however, the pressure peaks for 
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both the straignt line and the line with the bends were much larger, 

on the same order as the fourth and sixth resonant frequency peaks. 

One possible reason for the larger pressure peak at the fifth resonant 

frequency in the line with the bends at high flow rates is a coupling 

of the unbalanced pressure forces at the bends with the dynamic 

pressure.  The HSFR program was run to see if it predicted any signif- 

icant change at these higher flow rates.  The HSFR results for both 

cases showed the same trends as the straight line experimental data. 

Actually one would not expect HSFR to show much of a difference for 

the line with the bends since HSFR treats a bend as a small steady- 

state pressure loss and nothing more. More work needs to be done in 

this area to fully understand what is happening at the fifth resonant 

frequency. 

The bends did have one other effect as is shown in Figure 19, 

whi,;h compares the vibrßtion in the two cases.  For the most part, the 

line with the bends had higher vibrational displacements.  This is due 

to the additional energy source, the unbalanced pressure forces at the 

bends from both the steady-state pressure and the dynamic pressure. 

Summary 

The effect of bends on the frequency response of a hydraulic 

system was small.  An interesting exception to this was the signifi- 

cant increase in the peak pressure at the fifth resonant frequency for 

the line with the bends at high flow rates.  This exception merits 

further study.  Other pressure peaks were slightly lower for the line 

with the bends and the vibrational displacement was generally larger 

for the line with the bends. 
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VIT.  Sensitivity Analysis 

Introduction 

The theoretical analysis of a hydraulic system, whether it is 

based on the theory using the confluent hypergeometric equation as 

given in Chapter II, or the theory of D'Souza and Oldenburger (10) 

which is the basis for the HSFR program, provides an excellent means 

of obtaining the frequency response of the system.  As described in 

Chapter I, HSFR, the hydraulic system frequency response computer 

program developed by McDonnell Aircraft Company, uses the same assump- 

tions as the author except that the effect of the coupling between the 

mean flow and the oscillatory flow is not considered.  HSFR calculates 

the frequency response, in particular the pressure peaks and resonant 

frequencies.  However, the results are only as good as the input data. 

For practical engineering applications, precise input data are not 

always possible to obtain.  A given input parameter, for example the 

bulk modulus of the fluid, may be slightly in error.  It is important 

for the engineer to know how small variations in the input parameters 

will affect the results.  Small effects can be neglected, but those 

parameters causing a large change need to be identified.  Once identi- 

fied, the engineer can ir.ske sure these parameters are as accurate as 

possible.  Likewise he will know how his results will vary if his 

input data are overestimated or underestimated. 

Methods of Determining Parameter Sensitivity 

A sensitivity analysis was undertaken to determine the effect of 

small variations about a norm of many typical parameters used in a 
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hydraulic system analysis.  Two methods w;re used to determine these 

effects.  First HSFR was used to determine the location of pressure 

peaks in the frequency response.  This was done since the frequency 

response is typically us-^d by the hydraulic engineer in the design 

process to determine a good operating frequency for the system which 

is well away from any pressure peaks.  Experimental Configuration Five 

with steady-state conditions of 115 F, 2970 psig and a 5 gpra flow rate 

was used as the reference and was modeled according to instructions in 

the HSFR Computer Program User Manual (1).  Frequency response data 

were calculated for points 7.19, 96.25 and 197.25 in. from the pump 

and the pressure peaks at these points are denoted P , P and P 

respectively.  Data were obtained for 5 rpm (0.75 Uz)   increments and 

results are given in terms of the amplitude of the pressure peak and 

the frequency at which it occurs. 

The second method used to ascertain the effect of varying the 

input parameters was to calculate the change in the attenuation and 

phase constant of both a left and right traveling wave.  Also, the 

change in the maximum amplitude of the standing pressure wave, denoted 

as P   , was calculated.  For this, the straight line model as 
max' ö 

described earlier was used.  The results showing the variations in the 

attenuation and the phase constant apply in general while the results 

showing the change in the maximum amplitude of the standing pressure 

wave strictly apply only for a  blocked line.  However, since the line 

model is used as a basis for reference, the trends determined should 

be applicable in general.  The results were calculated for a pump 

frequency of 1300 rpm (195 Hz) and a 5 gpm flow rate at 2970 psig and 

o 
115 F.  The line geometry was the same as used in HSFR. 

90 

tea'iM^'^^^ i ■ ■ ■ r- '":^Tr; MT I -vaMmMlIiili^^ 



z^^^^mmmmm HSKäSSHiKäJ^SS 

Effect of Line Length 

The line length for Configuration Five is 209.75 in. which is 

the reference line length.  Data were obtained for line lengths of 

208.75 and 210.75 in., which corresponds to variations of + 0.5%.  The 

results are shown in Table II.  The first effect seen is the lowered 

resonant frequency.  A line 0.5% longer than the reference has a reso- 

nant frequency 10 rptn (1.5 Hz) lower.  The peak pressure changed by 

about 1% per inch change in line length.  The change was both plus and 

minus indicating that the effect is dependent on position.  When the 

attenuation, ctL, and phase constant, 3L, are put in dimensional form, 

i.e., divided by the line length, the resulting dimensional forms are 

the same for each case.  The maximum pressure on the standing wave 

decreased slightly less than 1% for a one inch increase.  The primary 

effect is the decrease in the resonant frequency of 10 rpm (1.5 Hz) 

for a one inch increase in line length. 

Effect of Radius 

The reference radius was 0.2475 in. and data were taken for radii 

of 0.2375 and 0.2575 in., which is equivalent to a change of 0.01 in. 

or 4%.  As shown in Table III, the resonant frequency increases 10 rpm 

(1.5 Hz) for an increase in radius of 0.01 in.  The peak pressure 

changed about 4% both plus and minus indicating that this effect is 

also dependent on position.  The attenuation is 4% smaller for an 

increase in radius of 4% and the phase constant increases, but only a 

small amount, 0.035%.  Likewise P   changed only slightly, a 0.07% 
max 

decrease which would be too small to be measured by most pressure 

transducers.  The primary effect of a 4% increase in radius is a 4% 
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Table  IT.     Effect of Line Length 

Line Length 

[             208.75 in. 20ri.75 in. 210.75 in. 

1   Pl 324.9 psi 0 2255 rpm 323.4 psi @ 2245 rpm 321.9 psi @ 2235 rpm 

?2 
246.6 psi @ 2255 rpm 250.1 psi (3 2245 rpm 253.3 psi @ 2235 rpm 

\       p3 122.7 psi @ 2255 rpm 123.1 psi @ 2245 rpm 123.4 psi @ 2235 rpm 

I ai | L 0.06174 0.06203 0.06233 

1 a2 1 L 0.06243 0.06273 0.06302 

IßiU 4.966 4.990 5.013         | 

1 ß2 1 L 4.986 5.009 5.033        j 

i   ^rnax 101.08 psi 100.13 psi 99.29 psi 

Table  III,     Effect  of Radius 

0.2375 in. 

Radius 

0.2475 in. 0.2575 in.       | 

P3 

ML 

1 ot2 1L 

|3I1L 

|  |32lL 

j  ^max 

332.7 psi @ 1235 rpm 

260.7 psi @ 2240 rpm 

117.8 psi @ 2235 rpm 

0.06462 

0.06541 

4.986 

5.0077 

100.20 psi 

323.4 psi (? 2245 rpm 

251.1 psi @ 2245 rpm 

123.1 psi @ 2245 rpm 

0.06203 

0.06273 

4.990 

5.0094 

100.13 psi 

314.0 psi (3 2255 rpm 

240.1 psi @ 2255 rpm 

251.3 psi (3 2255 rpm  | 

0.05966        1 

0.06027        ! 

4.993         j 

5.0112 

100.06 psi      j 
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decrease in attenuation, accompanied by a 10 rpm (1.5 Hz) increase in 

resonant frequency. 

Effect of Wall Thickness 

Data were taken for a wall thickness + 0.001 in. from the refer- 

ence which was 0.065 in.  This is a change of + 1.5%.  The results are 

shown in Table IV.  The peak pressure was not affected significantly 

as the maximum change was only 0.08%.  The resonant frequency was not 

affected.  The attenuation decreased slightly, 0.04%, for an increase 

in wall thickness of 0.001 in.  The phase constant: also changed only 

slightly, decreasing by 0.05%.  Likewise there was a small decrease in 

P  , 0.07%, which again is in the noise level of most pressure 
max 0 r 

transducers.  The primary result here is that small variations in wall 

thickness have no significant effect. 

Effect of Temperature 

Experiments accomplished before the sensitivity analysis was 

undertaken demonstrated that small changes in temperature had a 

significant effect.  A temperature change causes viscosity, density, 

and the bulk modulus to change, resulting in changes to the speed of 

sound and Cü .  HSFR data were computed using 115 F, 135 F and 155 F, 

temperatures that typically occurred in experiments.  Results are 

shown in Table V.  Data for three resonant peaks are given to quantify 

better the large shift in resonant frequency.  Figure 20 plots the 

frequency response showing these three peaks.  The computations for a, 

ß, and P   were accomplished for 110 F, 115 F and 120 F.  The peak max r 

o   . o 
pressures decreased a small amount for the 20 F rise from 115 F to 

135 F and increased slightly from 135 F to 155 F.  The largest change 
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Table IV.  Effect of Wall Thickness 

L 

0.064 in. 

Wall Thickness 

0.065 in. 0.066 in. 

Pi 

P?. 

P3 

lall L 

|a2|L 

|ß2lL 

323.3 psi @ 2245 rpm 

249.9 psi @ 2245 rpm 

123.2 psi @ 2245 rpm 

0.062057 

0.062778 

4.9917 

5.0114 

100.06 psi 

323.4 psi @ 2245 rpm 

251.1 psi @ 2245 rpm 

123.1 psi @ 2245 rpm 

0.062034 

0.062729 

4.9897 

5.0094 

100.13 psi 

323.3 psi @ 2245 rpm 

250.1 psi @ 2245 rpm 

123. L psi (? 2240 rpm 

0.062011 

0.062698 

4.9878 

5.0075 

100.21 psi 
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Table V.  Effect of Temperature 

1150F 1350F 1550F                       j 

Pi 323.4  psi @  2245  rpm 322.6  psi @ 2185  rpra 326.5  psi (? 2125  rpm       1 

360.6  psi  (3 3040   rpra 356.0 psi  @ 2960  rpm 352.5  psi (3 2875  rpm       1 

350.2  psi @  3855  rpm 343.7 psi @ 3750 rpm 337.1  psi (3 3650 rpm       j 

|      ?2 
250.1  psi @  2245  rpm 249.7  psi @ 2185  rpm 252.9  psi (3 2125 rpm 

273.2  psi (3 3035   rpm 271.7 psi @ 2950  rpm 270.4 psi @ 2870  rpm 

439.8  psi @ 3850  rpm 434.1  psi @  3750 rpm 428.3 psi @ 3645  rpm 

P3 123.1   psi  @  2245   rpm 122.5  psi @ 2180  rpm 123.8 psi @ 2120 rpm 

54.8 psi @ 3035  rpm 53.9 psi (3 2955  rpm 53.1 psi @ 2870  rpm 

31.0  psi (? 3850  rpm 30.9  psi @ 3750 rpm 30.7  psi (3 3650 rpm 

j                                       110OF 1150F 120oF 

1      |oi]_|L 0.06402 0.06203 0.06179 

1       |ct2|L 0.06473 0.06273 0.06085                       | 

1 ßl 1 L 4.9648 4.9897 5.0025                       j 

| ^2 1 L 4.9843 5.0094 5.0423 

Praax 
1 

101.13   psi 100.13  psi 98.84 psi 
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was less than 1.5%.  The resonant rpm, however, changed significantly 

as was expected.  To understand this effect, the frequency response 

from 0 to 4000 rpm (600 Hz) must be considered.  As calculated by 

HSFR, the first system resonance occurred at 705 rpm (105.75 Hz) for a 

system temperature of 115 F, and decreased 20 rpm (3 Hz) for each 

20 F rise in temperature.  The system responded at near multiples of 

this first resonant frequency.  The data in Table V corresponded to 

the third, fourth and fifth resonant frequencies.  For a 20 F rise in 

temperature, ehe third resonant frequency decreased 60 rpm (9 Hz) or 

2.7%, the fourth resonant frequency decresed 80 rpm (12 Hz) or 2.7%, 

and the fifth resonant frequency decreased 100 rpm (15 Hz) or 2.7%. 

This indicated a leftward shifting of the entire frequency response 

curve by a significant amount, especially at normal operating frequen- 

cies of 3000-4000 rpm (450-600 Hz).  This could be critical to the 

engineer who must design his aircraft hydraulic system to operate away 

from resonant frequencies for a range of temperatures. 

The attenuation, which is also given in Table V, decreased 3.2% 

for a 5 F temperature rise, primarily due to the smaller viscosity 

and hence smaller 0) .  The phase constant, however, increased 0.6% due 

to the decreased speed of sound associated with the 5 F temperatura 

rise.  P   decreased slightly, about 1%, for a 5 F temperature max o      J 3 » i 

increase.  Thus, as expected, a temperature increase has two signifi- 

cant effects, decreased resonant frequencies and decreased attenuation. 

Effect of Kinematic Viscosity, Density and Bulk Modulus 

Considering the large effect of temperature, it was interesting 

to consider separately the effect of slight variations in fluid 
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Table VI.  Effect of Kinematic Viscosity, Density, and Bulk Modulus 

Kinematic Viscosity (in^/sec )                                           I 

0.0212 0.0228 0.0245 

KIL 0.05976 0.06203 0.06436                       i 

|a2|L 0.06052 0.06273 0.06509                      | 

|                    1ßl 1 L 4.9875 4.9897 4.9919                       1 

| 02 | L 5.0071 5.0094 5.0116                       1 

"max 100.22  psi 100.13   psi 100.05 psi                   ! 

Density (lbf-sec2/in^) 

0.8143510 4 0.817xl0~4 0.820x10 4 

|                ja-jL 0.06192 0.06203 0.06215 

|a2|L 0.06261 0.06273 0.06284 

1                1ßi 1 L 4.9806 4.9897 4.9988 

| B21L 5.0002 5.0094 5.0186 

^max 100.50 psi 100.13  psi 99.77 psi 

Bulk 1 Modulus   (psi) 

0.226xl06 0.233xl06 0.240xl06 

KIL 0.06294 0.06203 0.06117                        I 

| ou 1 L 0.06365 0.06273 0.06185                        | 

1 ßl 1 L 5.0624 4.9897 4.9203 

| &2 1 L 5.0827 5.0094 4.9394                      j 

|                  "max 97.26   r>si 100.13  psi 102.93  psi                   j 
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properties which change with temperature, namely kinematic viscoaity, 

density and bulk modulus.  This was done by using reference values at 

115 F for two of the three fluid properties and varying the third. 

Data were not obtained using the H.SFR program as only temperature and 

not the actual fluid propert'   vere read into the program.  However, 

data for a, ß, and P        obtained and are given in Table VI. 
max 

The kinematic   .osity values of 0.0212, 0.0228, and 0.0245 

in /sec are those ior MIL-H-5606-B hydraulic fluid at 120OF, 1150F arJ 

110 F respectively.  This is equivalent to a variation of + 7% from 

the reference viscosity.  The attenuation increased 3.7% for an 

o 
increase in viscosity equivalent to that due to a 5 F drop m 

temperature.  The phase constant increased only 0.04% for the same 

viscosity change.  Also, P   decreased slightly, 0.8%.  Thus the 7    0 max 

primary effect of increased viscosity is increased attenuation. 

-4 -4 -4 
The density vnlues of 0.814 x 10  , 0.817 x 10  and 0.820 x 10 

Ibf-sec /in are for MIL-H-5606-B hydraulic fluid at 1250F, 1150F and 

105 F respectively.  This is equivalent to a variation of 0.37% from 

the reference density.  Both the attenuation and the phase constant 

increased slightly. 0.2%, for a 0.37% increase in density, while P D  J max 

decreased 0.4% for a U.37% increase in density.  Thus the.e is no 

significant effect due to small density changes. 

The bulk modulus values of 0.226 x 10 , 0.233 x 10 , and 

0.24 x 10 psi are those for MIL-^-5606-B hydraulic fluid at 125 F, 

115 F and 105 F respectively.  This is equivalent to a variation of + 3% 

from the reference bulk modulus.  The attenuation and phase constant 

decreased 1.4% and P    increased 2.4% for an increase in bulk modulus 
max 

of 3%. 

1 
4J: 
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Table VII.     Effect  of Steady-State Pressure 

I 

2940 

Steady-State Pressure (psi) 

2970 3000 

Pi 

P2 

P3 

323.9 psi @ 2245 rpm 

250.6 psi @ 2245 rpm 

123.3 psi @ 2240 rpm 

323.4 psi @ 2245 rpm 

250.1 psi @ 2245 rpm 

123.1 psi (? 2245 rpm 

322.4 psi @ 2250 rpm 

249.7 psi @ 22 50 rpm 

123.2 psi @ 2245 rpm 

Table VIII.  Effect of Young's Modulus 

Young's Modulus  (psi)                                                   | 

0.29 x 108 0.30 x  108 0.31 x 108              I 

Pi 322.8  psi (3 2245  rpm 323.4  psi @ 2245  rpm 323.6  psi @ 2250  rpm 

I     P2 249.S  psi (? 2245 rpm 250.1  psi  @  2245 rpm 250.6  psi @ 2250  rpm    ') 

P3 123.3  psi @ 2240 rpm 123.1  psi  @  2245 rpm 123.3  psi @ 2245  rpm 

lal|L 0.06209 0.06203 0.06198 

|a2|L 0.06279 0.06273 0.06268 

IßllL 4.9940 4.9897 4.9856                   1 

|ß2lL 5.0138 5.0094 5.0053                   j 

i     Pmax 99.75  psi 100.13  psi 100.30 psi 
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Effect of Steady-State Pressure 

The steady-state line pressure, P , for the experiments was 

2970 psig.  Using this as a reference, data were taken for variations 

of + 1%.  No data are given for the attenuation, phase constant or 

P   because the analysis assumes P  is constant and uses P only for 
max J o o 

nondimensionalizing dynamic pressure.  Thus the analytical results are 

unaffected by changes in steady-state pressure.  The HSFR results, 

given in Table VII, showed a very small change in peak pressure, 

0.3%.  The resonant frequency increased slightly, 5 rpm (0.75 Hz) for 

a 60 psi increase in P •  Thus small changes in the steady-state 

pressure have no significant effect.  It is important to note that 

these results are for a hydraulic system, the fluid properties of 

which are not significantly affected by small changes in the steady- 

state pressure. 

L 

Effect of Young's Modulus 

Young's modulus, Y , is a measure of the rigidity of the line 

and affects the speed of sound in the line.  The larger Y  is, the 
m 

greater the local speed of sound.  Y has no other effect on the 

calculations.  As seen in Table VIII, a 3.3% increase in Y  resulted 
m 

in a small peak pressure change, 0.2%.  The resonant rpm did increase 

5 rpm (0.75 Hz) for a 6.7% increase in Y .  Both the attenuation and 
m 

the phase constant decreased slightly, 0.08% for a 3.3% increase in 

Y .  The overall effect of small variations in Young's modulus is 
m 

insignificant. 

Effect of Entrained Air 

This effect was looked at prior to any experiments being run to 

see if special precautions had to be taken to eliminate air bubbles in 

101 
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Table IX.  Effect of Entrained Air on Peak Pressure 

Percent Air by Volume 

0% 0.01% 0 1% 

54  psi  (3   1275  rpm 4 psi @ 1200  rpm 

Peak 83  psi @  2075  rpm 52  psi @  1675  rpm 4 psi @ 1500 rpm 

Pressure 66  psi  @ 2925   rpm 41  psi @ 2350  rpm 3 psi @ 2200  rpm 

31  psi @ 3775  rpm 21  psi @ 3050 rpm 4 psi @ 2550 rpm 

3 psi @ 2900  rpm 

.102 

l_ 
iiJ^-.■■:■:■■■:■<  ■■ •■;-■' 

.^Mä^aj^iA^^^wM*«.!^^     ■ ., ... ...., .■>..:.-;.L 



.,. -t,,. 

0) 
E 
o 
> 

CO 

c 
8 
0) a. 

5? 
5S0.'". 
000 

N 
I 
>- u 
c 
0) 
3 
tr a> 

8! 
c 

o 
c 
e> 
3 

LL 

C 
O 

•a a> 
c 

c 
LU 

t3 

LU 

<U 
u 
3 

LE 

(ISd) a-inssajj >|B8d 

103 

u 

:-"' ■■      .•  ■■■^■■.;i-Vv.-,^,,';.^..v.r-.  ,    .  ,     .     ■■■■,■■.- T-;..■..::...■     ^..^  _v    :. K^MjaMaä^^-^.^^ 



nmmmm<i^^!?^^^smmm^!^f^!^'^l^r''  "  MSftSHPffllRMI 

the line prior to test runs.  The HSFR computer program was used with 

Configuration One modeled for no flow and a steady-state pressure of 

3000 psig.  The fluid properties, in particular the bulk modulus, were 

modified to account for the entrained air.  Numerical results for a 

point 42 in. from the pump are given in Table IX and Figure 21 for 

entrained air quantities of 0%, 0.01% and 0.1% by volume.  The 

frequency response shown in Figure 21 demonstrates how large an effect 

0.01% air by volume can have.  The peak pressures are lowered 62-68% 

and the resonant frequencies are 19% lower.  When the air volume is 

0.1%, the pressure peaks are no longer significant. 

These results indicate that even a very small amount of 

entrained air would cause significant changes to the frequency 

response of an actual hydraulic system.  However, three things must be 

noted.  First, it would be difficult to achieve 0.1% air by volume at 

3000 psig.  At 14.7 psi, the same air would occupy over two hundred 

times the volume it does at 3C00 psig, assuming isothermal condi- 

tions.  Thus the line, before the pump is started, would have over 20% 

air by volume, an unlikely situation for a system that has been bled. 

Secondly, much of the air that is present in the line will be trapped 

in the reservoir as the return flow enters the top of the reservoir 

and the pump intake flow departs the bottom of the reservoir. 

Thirdly, whatever air does remain in the line will quickly go into 

solution.  Foster and Parker (12) note that at pressures above 500 

psi, all entrained air in hydraulic fluid will be in solution and any 

effect of the air will have disappeared. 

For hydraulic systems, the primary effect of entrained air is 

cavitation and the resulting component damage or failure in regions 
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where the pressure drops low enough, long enough, to allow air to come 

out of solution.  This can happen near fast acting valves and the port 

plates of pumps where large pressure fluctuations occur.  Detailed 

information of this effect can be found in an analytical and experi- 

mental study by Safwat and Van den Polder (29) of air bubbles coming 

out of aqueous solution downstream of a fast closing valve. 

Effect of a Volume Element 

A volume element, meaning a simple cavity attached to a fluid 

line, is often used to decrease dynamic prssure.  Typically volume 

elements are found near valves ;n water lines to decrease waterhammer 

and also are found near hydraulic pumps ii •'ircrft to decrease pump 

ripple.  No-flow experimental data from Configurations 1, 2 and 3, 

3 
which had volu-ne elements of 19, 15.866 and 0 in.  respectively, were 

3 
obtained using clampon transducers.  The 19 in.  volume was a 

3 
resonator used on F-4 aircraft and the 15.866 in.  volume was an 

aircraft filter cavity (filter removed).  HSFR data were also obtained 

for the same three configuratons. 

Figure 22 shows the frequency lesponse at a point 191.125 in. 

from the pump for the three configurations.  Similarly, Figure 23 

shows the frequency response at a point 128.75 in. from the pump.  In 

3 
this last graph only data for volumes of 15.866 and 19 in.  are 

plotted to display better the effect of a small volume change.  Like- 

wise HSFR data at a point 40 in. from the pump for volumes of 15.866 

.  3 
and 19 in.  are plotted in Figure 24.  The primary effect of an 

increase in volume, that of decreased peak pressures, is easily seen 

in these figures.  Figure 22 also shows the leftward shift of the 

resonant rpm's.  Table X gives comparative data for the pressure 
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Table X.     Effect  of Element Volume 

Experimental Data HSFR Data        | 

3 
Volume (in. ) 128.75 in. from Pump 40 in. from Pump 

Peak Pressure Resonant rpm Peak Pressure Resonant rpm 

0 243.7 psi 2400 131.0 psi 2275 

15.866 112.3 psi 2200 103.2 psi 2075    j 

19 90.2 psi 2200 82.4 psi 2075 

i      C 
85.1 psi 3200 296.6 psi 3075 

j    15.866 51.7 psi 3100 108.5 psi 2900    j 

!        19 29.4 psi 3100 75.3 psi 2925    j 

1      o 267.6 psi 3950 358.7 psi 3900 

1    15.866 105.6 psi 3950 79.5 psi 3750    | 

i      i9 27.5 psi 3900 39.8 psi 3775    j 

«.' 
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peaks.  The experimental pressure data are probably high due to the 

effect of vibration on the clampon transducers.  The data presented 

are for a point far from the pump and the bends to minimize the vibra- 

tion.  Despite some vibration error, the trends are valid.  Increased 

line volume causes a large decrease in dynamic pressure, especially at 

the resonant frequencies.  The resonant frequencies themselves are 

lower,- much lower, 200 rpm (30 Hz), at the lower frequencien and only 

slightly lower at the higher frequencies.  Also at the higher rpm's, 

the decrease in peak pressure is larger than at the lower rpra's. 

Thus, increased frequency has the effect of accentuating the pressure 

decrease yet minimizing the resonant rpm shift.  Considering that most 

aircraft hydraulic systems have operating frequencies between 3000 and 

4000 rpm (450 and 600 Hz), the small resonant frequency shift can be 

neglected by the designer, but the large pressure decrease is impor- 

tant.  Should other considerations require a system to operate near a 

resonant frequency, the engineer has a means of eliminating large 

amplitude dynamic pressure. 

L 

Summary 

Of the eleven variables considered in this sensitivity analysis, 

variations in only a few need concern the hydraulic engineer.  Gener- 

alized results are given in Table XI. 
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Table XI 

Generalized Effect of a Small Increase in Sensitivity Variable 

Sensitivity Peak Resonant 

1         i 

i  Variable Pressure Frequency |a|L |B|L 

L   II NA NA 

1    R   H It      I 
W 

1     T   III II 1 
i     V NC NC H     | 

1            P NC NC \ \ 

Bm NC NC 1 i            1 
V 

Po     NC NC 

i   Ym       
     i 

Entrained 
Air m HI NC NC    j 

Element 
Volume HI 

  NC NC    1 

Legend:  | | 

NC 

moderate increase 

small increase 

negligible change 

not calculated 

♦ II large decrease 

1 i moderate decrease 

| small decrease 

NA not applicable 
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VIII.  Analytical Results for Hydraulic Lines 

Introduction 

The analysis based on the confluent hypergeoraetric function was 

used to study the effect of mean flow on hydraulic lines.  Three 

results are given:  attenuation, the phase constant, and velocity 

profile data.  Eqs (88), (89), (96) and (98) were used to calculate 

the attenuation and phase constant.  Using these results in Eqs (90), 

(105), (106) and (107), the velocity profile was calculated.  Both the 

attenuation and the phase constant were calculated for flow rates up 

to 100 gpm for a stra.'ght line with the same geometry and fluid 

properties as Configuration Five from the experiments.  The analysis 

yields the dimensionless propagation constant, F = YL, which is a 

complex number.  The real part of y is the attenuation, a,  and the 

imaginary part is the phase constant, ß.  Values of a and ß for both 

left and right traveling waves were calculated.  The subscript one is 

used for the right travelling or forward wave and the subscript two is 

used for the left traveling or backward wave.  The subscript zero 

denotes the no-flow value.  Since Y, as defined by Eq (40), was not 

set negative, it carries its own algebraic sign.  Th^ numerical 

results for both the 'real and imaginary parts of Y are negative 

numbers.  This is correct as a positive value for the real part of Y 

would correspond to signal growth, not attenuation.  Considering that 

both the attenuation and the phase constant are typically quoted as 

positive numbers in the literature, the negative signs are dropped and 

all figures and discussions consider a and ß as positive. I 
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Quite by accident, solutions were found in which the real and 

imaginary parts of y  were positive, corresponding to signal growth. 

The magnitudes of a and 3 were of the same order as those correspon- 

ding to signal attenuation.  Since these solutions were not physically 

realizable, they were discarded.  However, the point that there are 

more than two allowable modes of signal propagation, at least mathe- 

matically, was demonstrated. 

Most of the results are for flow rates up to 3 gpm.  This corre- 

sponds to laminar flow conditions with a Reynolds number, based on 

line diameter, of 1038.  These relatively small mean flow velocities, 

98 in/sec or M = 0.00178 for 5 gpm, result in small deviations from 

the classical results using the Bessel function expression for 

no-flow, Eq (99).  The best way to see the effect of flow on a and ß 

is by plotting the deviation from the no-flow case; i.e., (aQ-a,)L and 

(3Q-B|)L.  The line length, L, is used as a nondimensionalizing factor. 

The classical Bessel function results for the attenuation per 

wavelength are functions only of w/o) and for gases the Prandtl number 

and the ratio of specific heats.  The analytical results with flow are 

much more complicated and are dependent on many more parameters. 

Numerous calculations for hydraulic systems were made with results 

compared for data sets having identical values of (D/O)   The param- 

eters varied were the fluid properties and line geometry data.  As 

expected, no-flow results showed no variation, but the results with 

flow varied slightly.  Typically the results matched to three signifi- 

cant figures when an input parameter was varied by a factor of two. 

For Chose engineering applications where more accuracy is required. 

Hi 

isä^.ÄMiaiiÄäi^^ 
ü^iäiateiMia ,ta-,ttMmmk :'i-.'■.:. .:...'.:■'.■:. L.'sA-teitä. 



mmmm^v^yv*' 

results given here can be used to identify trends, but a computer 

solution must be used to determine numerical values. 

Attenuation Results 

The attenuation for both left and right running waves was calcu- 

lated for a hydraulic line with a temperature of 70 F.  Figure 25 

gives the deviation in the attenuation versus flow rate for dimension- 

less frequencies from 1 to 187.  Here 0)  is 0.96 Hz.  Two important 

trends can be noted from this plot.  First, as the flow rate 

increases, the deviation in the attenuation increases, nearly 

linearly, for a constant value of w/w .  This larger deviation corre- 

sponds to a smaller forward wave attenuation.  Second, the attenuation 

deviation for a constant flow rate increases with frequency.  The 

calculated results also show that both a« and a1 increase with 

frequency.  Figure 26 depicts the deviation in attenuation plotted 

against dimensionless frequency, w/ti) .  The important thing to note 

here is that the attenuation deviation, while increasing with 

frequency for a constant flow rate, does not do so linearly.  Rather, 

as the frequency increases, the attenuation deviation increases by 

smaller and smaller amounts, implying an asymptotic behavior at high 

frequencies. 

Both of the previous figures presented data for a constant d) . 

The next two figures show data for a constant frequency, U), with to 

varying.  Data for W  = 6.04 rad/sec, the value used in Figures 26, 27 

and 28, are compared with data for 0)  half and twice this value. 

Figure 27 shows the dimensionless attenuation deviation versus flow 

rate where (^ is varied by changing the radius.  Figure 28, on the 

other hand, depicts dimensionless attenuation deviation versus flow 

I 

114 

„fa^,, - , ^■,^. ^■.^.^^li^^L^i.iiii.^ .■■.■.-;■'■.■■•■•■'■■'■■■'.--:■ n-, ^ -■-^«iaa ^MiitM.ii'n^i^i-^U  IT iM'im>-.fn<i ilvn rMÜfflitiiia 



.,,„^,^„^^.11 ^yj.m ;i,i>.WiiWBpb^i|W^H!^|jW|iW 

I 
ISl 

X 
N N 

I 
IM 

I 
Nl 
X X 

N 
X 

N 
X 

N 
X X 

N 
X 
CD 

N 
X 
0 O 

00 
1— 

ID 
CD 

o IT) 
CO 

o in o o tn 
i^ 

0 
CD 

in 0 
CO 

LO ai 1— 

II II II II II II II n II 11 II II 11 II 
3 3 3 3 3 3 3 3 3 3 3 3 3 3 

Cvj' (£ 6" it 00 CN (JD q" »* co- CNJ" co" Ö" 0 
00 

(6 
in o 

CO 03 csi 
CO 

co 
00 

in d 

ii II II II n II II n II II II 11 II n 
2» 

.3 .3 ^3 ^3 3 
a 

^3 .3 
a 

,3 
a 21 

3 
a a 

.3 3 
"3 ~3 ~3 ^3 "3 's "3 "3 ~3 3 ~3 3 "3 "3 

H   in 

H  T 

\- oo 

h CN 

N 
X 

cc 
5 o 

LL 

a > ■*■ c 
0)   c 

si 
is ci 

ro 
3 
C 

B 
< 
if) 

3 

,01 xi ( 'o- "o) 

• 1 

115 

-.:,.,     . ■   ,.:'MäM 



lUHW^^Wim.itwuM^iftu,^^ 

t- 

■—. -a 

— u. 
IT 

m 

o 
CO 

N 
X 

> 
o 
c 
0) 

o 
CM 

3 

T~ u. 

"N 
vt 
3 

X k» 
Q) 

> > 
u 
c 
tu 

C 
o 

3 +-' 
tx ro 

u. 5 
Q 
c 

(0 
3 
C 

o 
CO 

< 
CO 
CM 

o 

§ o 
CO 

in 

sOL xn ( 'w- 0ö) 

116 ( 

i 

L 
iiiisiiaaaiiiiiiA ÜÜii ^■^^^-^^^  äi - ■... ^^a 



IPPPPPfsaüpi ^^^w-^^^^^^^^^m^m^mm»mmmmMkmmm mmmmm 

r-Ln 

~«* 

n 

-CN 

c 
o 
ro 
"1 
D 
c 
o 

'■p ro 

^ i 
S < 
s ° 
^ 3" 
I   o 
u.    ■»-< 

0 
03 
tt 
LU 

CM 

3 
DJ 

soix n ( '«■0») 

117 

8teiiifa^-.ll.^,,,.l^vi^.,,A;-,r^^i..>^l^,^ri^ tmmtfammm&täiä^^ 



fp8w?j3«!-ii^Ms<<)!i)'.{»ww«u,ji'«*,iwMHH^^iH1A!ii*ii«in- 'K^,™^"*vmm^simmmm!*mmsm 

CO 

3 
3 
N 
x 

II 

CO 
LO 

CO T- 

r>. II 
n a 
ä 3 

^ 3 
3 

N 
N I 
I tn 
«— o 
ii II 

i. 

1 

I 
■' 

0. 

c 
o 

> 
0) 
D 
c 
g 

"■P 
CO 
D 
c 
0) 

< 
c 
O 

*•       3 

o 
0) 

IXJ 

00 
CM 

3 

■i1 

\ 

S0L  x T ('AS- o») 

«*'l 
118 

a^,.^.^^, -—— 



pwpuwm ww^Brawjssws^Bw-swaa^^ 

rate wViere U)  is varied by changing the kinematic viscosity.  Both 

graphs show that the attenuation deviation increases with increasing 

characteristic viscous frequency.  Calculated results also show that 

both a    and a  increase with increasing OJ .  Also the deviation 

increases, nearly linearly, with flow rate.  Again this is due to a., 

decreasing with increasing flow rate.  This nearly linear relationship 

was surprising considering the complex mathematical relations used to 

calculate the results.  To check this out further, data were calculated 

for much higher flow rates, up to 100 gpm, which is equivalent to 

M = 0.036.  Figure 29 shows the results for a frequency of 180 Hz for 

the same line geometry and fluid properties as used for the data in 

Figures 27 and 28.  Under these conditions the flow would be turbulent 

for flow rates above 10 gpm, and thus the results given in Figure 29, 

which are based on laminar flow theory, represent laminar theory 

extrapolated into the turbulent regime.  Figure 30 depicts data for 

the same line geometry but a frequency of 195 Hz and a kinematic 

2      .   . 
viscosity of 4.72 in. '/sec which is a hundred times larger than 

normal.  Under these admittedly unrealistic conditions, the flow is 

laminar at flow rates exceeding 100 gpm.  The trend depicted on both 

curves is the same.  The attenuation deviation increases nearly 

linearly with flow rate.  However, a slight dropping off of the curve 

can be noted at the high flow rates.  If a straight line were drawn 

through the origin and the 5 gpm data point, it would yield a value at 

100 gpm for the nondimensional attenuation deviation 3% higher than 

the turbulent results and 6% higher than the laminar results. 

All of the attenuation results just presented are for the 

forward traveling wave.  For all cases Ot-, is smaller than Ot- and Ct- is 
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larger than an.  At the low mean flows, 5 gpm and less, the backward 

wave attenuation, a„, is less than 1% higher than the forward wave 

attenuation, a., and less than 0.5% higher than an.  The smaller the 

flow rate, the smaller the difference between OU and C^.  The larger 

backward wave attenuation is due to the inclusion of the parabolic 

mean flow velocity profile in the analysis. 

One main point must be emphasized.  While the attenuation data 

show the effect of mean flow, this effect is very small, at least for 

the low mean flows considered.  Looking back at Figure 25, the largest 

-4 
attenuation deviation, that for 5 gpm at 180 Hz, is 4.2 x 10  .  For 

this condition, Ct L = 0.0816 and thus the deviation is only 0.5% of 

the no-flow attenuation.  Even for the worst case, 100 gpm, the devia- 

tion is only 6% of the no-flow attenuation.  For most engineering 

purposes the no-flow results are adequate.  If further accuracy is 

required, the no-flow results can be modified using the results of 

this research.  Precise results are possible using the analysis formu- 

lated in this research but they are expensive in terms of computer 

time.  For example, the data point for 50 gpm at 180 Hz required 518 

seconds of execution time on the CDC Cyber 74 computer. 

i. 

Phase Constant Results 

The phase constant was calculated for the same conditions as the 

attenuation. Tn all cases ß1 is smaller than 3n and ß^ is larger than 

ß . Figure 31 plots the dimensionless phase constant deviation versus 

flow rate for a constant value of to . Two trends are seen. First the 

phase constant deviation increases linearly with flow rate for a 

constant value of (JJ/OJ . This is due to ß-, decreasing with increasing 

flow rate.  Mso the phase constant deviation increases with 
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increasing frequency at a constant flow rate.  Not only does (3Q-6^)L 

increase with increasing frequency, but also intermediate computer 

results show that both ß0 and ß1 increase with increasing frequency 

too, with ß0 increasing faster than ß,.  Figure 32 shows this trend 

also. Here the deviation is plotted against M/Iü^.     The phase constant 

deviation is seen to increase linearly with frequency at a constant 

flow rate.  These last two graphs had a constant value of 0) .  Figure 

33 shows the effect of varying 03 with u held constant.  As with the 

attenuation, the phase constant deviation increases with increasing w^ 

regardless of whether üJ  is varied by changing the radius or the kine- 

ma tic viscosity.  In the lower plot, the spread between the curves for 

constant 0) is greater than in the upper plot.  This is expected since 

the frequency, 150 Hz, is twice that in the upper plot.  The recults 

for large flow rates, given in Figure 34, also show a nearly linear 

increase in the phase constant deviation for a constant value of w 

If a straight line were drawn between the origin and the 5 gpm data 

point, it would yield a value at 100 gpm for the nondimensional phase 

constant 1% higher than the result extrapolated into the turbulent 

regime and 4% higher than the laminar result. 

The phase constant for the background traveling wave is just 

slightly larger than ß. and ß .  The larger the mean flow, the larger 

the difference in the phase constants.  The backward wave phase 

constant is only 0.3% larger than the forward wave constant for 5 gpm 

at 180 Hz, and 0.18% larger than BQ. Also at this frequency, $2  i-s 2^ 

larger than ß, at 25 gpm and 4% larger at 50 gpm. 

The main result of the calculations is that the change in the 

phase constant at low flow rates is very small.  Looking at Figure 31, 
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the largest dimensionless phase constant deviation is 8.1 x 10 

For this condition BnL = 4.385 and thus the deviation is only 0.2% of 

the no-flow phase constant for a mean flow of 5 gpm.  Even for the 

highest flow rate, 100 gpm, the deviation is only 4% of the no-flow 

phase constant.  If the phase constant results are put in an alternate 

form, namely the speed of propagation, the result for 5 gpm at 195 Hz 

is only 0.2% higher than for no-flow.  At 100 gpm, the forward wave 

speed of propagation is 4.5% higher.  For most engineering purposes, 

the no-flow results are adequate.  If further accuracy is required, 

the no-flow results can be modified using the results of this 

research.  Again, precise results are possible using the analysis 

formulated in this work on the computfer. 

t 
I 

J 

Velocity Profile Results 

A  third  outcome of  the  analysis   is   the velocity profile.     One  of 

the  reasons  for the  increased accuracy of  the analytical  results  is 

the   inclusion of  the mean  flow parabolic  velocity distribution  in  the 

equation of motion.     The  resulting velocity profile,   consisting of the 

mean  flow parabolic velocity  profile modified by the oscillating 

velocity  generated  by  the  dynamic   pressure,   was  calculated   for  the 

straight   line hydraulic  system.   Configuration Five,   at  210 Hz  and 

105 F   for mean  flow rates   from 0   to  5   gpm.     The  results  are   shown   in 

Figures  35  through 38.     The velocity  is  nondiraensionalized using  the 

maximum centerline velocity,   U-/T ,   for   the  case  of no-flow and  u     for 
C/L o 

the cases with mean flow.  The phase angle, $,  which corresponds to 

the maximum value of the perturbation velocity at the centerline, is 

zero degrees.  The effect near the pipe walls is most pronounced. 

There reverse flow exists for part of a cycle.  This is due to the 

128 

SsSiuäk^, ,...„..„,j,...,...,..;;. ..■^, -.. ■- u .,... .,.,.,.;.., -.^.■■J,..,..ii..w.; «..^^.:^ ,..:..  ;..^,vJ. '....M^^„.^u.t.^^*^^.^.a^i^.<-^ ■ - -,.:,... -■,..J.^..JteM^aiigfaii^ 



ID 

u. d 

<- '^ 0 oc 
— u. ||    N 

u O CM 

X p 3 

— 

I 

Oo 
ii 

^ 
n 
II 

CO 
II 

00 
d 

to 
d d d 

h 
CN 

II 

O 

II 
-s- 

r7 

a 
oo 

•©• 

;i 

i 
1 

L 

129 

Üfefp^-- m^ah.^tfafctel^.. ÜSJuMi-Bäii 



im^s^ma^mm i.WS«WSWIi*!)ll^Hll|i'W«'l'l!*-«"W**« 
" "linn nifrfflTT 

; 

1: 

;!i 

I 

•«t 

o Q. 

CN 
in 

t- 
O 

c 
CO c 

(U 

< 

1= 0 
u. 

13 0) 

CO IP o 
0. 

Ü _o 
> 

00 to o P0 

3 

V 

d 

d 

I 
I 
I 

130 

.— 

ifclV--.   .■^.^^vJr.;;■^.^.^^^■ 
'-^-^   - ■     -■       ■--■    ■ 

thr'isiVx' ,lW^^-l^to'^^mr^i'<Bwa*ito^^ ■, ,,..■,.- .:- "'" »i-l^^m^ J ^aühfUii :t ■:...■.-..,.. ——J-:v^; 



BjU^uiJ^--^   "    ~"- ■    --~i»«-^!—-^»-^-r,lRT>. u^u^ry^sr^snw.TJ--- ~<- ■WWllJilUMPIipiWIMIM^^waTOW^ 

! 

o 
13 "«» 
13 

CL 

in 

5 o 

c 
CO 
0) 

o 
u. 

o 
u 

Q. 

_o 
<u 
> 

3 

131 

tHafthSlfi'ifimn-r-n .^■.^_-„.J„....-^.^-^-..^.^..t>^^-^ ^Kte^.e^j^^i-.^.^^w^'^M^' 



Wli!ip!!#)»PJ^^^ 

V 

i 

a. 
O 
1a 

5 o 

c 
co 

o 
LL 

O 
k. 

Q. 

> 
■*-> 

'Ü 
O 

> 

od 

0) 
k- 
3 

I   5^ 

r. 

1 

i.' 

132 

tt 
^«A^^U^wx ,., ,. . ...  - :,Vir..^W..-„.^.f ■■aA.i.^S. wfi"itMtfiiii,rnHifti 

^^£^Baasaa^aaS:::ai^ 



S8>gWW^W»^WW.«'fS8<^^ ssi/m&mmmsmmim'-.i/ ^{ l},i«Ki:,mAifjm/j 

flow near the centerline of the pipe lagging behind the flow near the 

wall.  This effect is the same effect as was observed experimentally 

by Richardson (27) who termed it the annular effect.  Uchida (32) also 

calculated similar profiles by superposing the parabolic mean flow 

velocity profile with a periodic velocity profile. 

i 
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IX.  Comparisons with Experiment 

Introduction 

Experiments described in Chapter III were run to obtain the 

frequency response and the standing pressure half wave for comparison 

with analytical results.  The straight line hydraulic system, Configu- 

ration Five, was used with flow rates up to 5 gpm.  At these flow 

rates the flow was laminar.  Experimental data were obtained at nine 

points along the line.  However, the data at only one point, 

x/L = 0.4839, were obtained using an in-line transducer.  All other 

data were obtained using clampon transducers.  Thus at the beginning 

of the line, close to the pump, significant vibration errors were 

likely.  Likewise, at points where the dynamic pressure was large, so 

was the vibration and the error due to vibration. 

The data were read off the spectrum analyzer display.  Figure 39 

shows two typical displays.  The first pressure spike or fundamental, 

corresponds to the response at the excitation frequency, the pump 

frequency.  The smaller spikes correspond to the response at harmonics 

of the excitation frequency.  Although an in depth study of the 

pressure harmonics was not undertaken, the data shown in Figure 39 are 

typical.  For the top display, the amplitude of the first harmonic was 

9% of the fundamental, the second harmonic 1%,   and the third harmonic 

only 3%.  For the bottom display, the first harmonic was 8% of the 

fundamental and the second harmonic was 4%. 

( 
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Frequency Response 

Figures 40 and 41 show the frequency response of the system for 

flow rates of 0 and 5 gpm respectively.  The frequency range is from 

180 Hz, the lowest pump frequency obtainable, up to a frequency at 

which the analysis failed to give accurate results due to convergence 

problems.  The data and analysis agree well except where the vibration 

error is expected to be large, especially at high dynamic pressures. 

The largest difference between analytical and experimental values was 

13 psi (18%) for the no-flow case and 13 psi (28%) for the case with a 

mean flow of 5 gpm.  The experimental and calculated resonant frequen- 

cies agree in each case.  The amplitude of the pressure peak does 

increase slightly with flow rate, 6% from 0 to 5 gpm, while the 

resonant frequency decreases with increasing flow rate, from 225 Hz at 

0 gpm to 210 Hz at 5 gpm.  The primary cause for these changes is 

temperature.  The analytical data were calculated using the measured 

temperature from the experiments, which was different for each flow 

. te.  For the data presented in Figures 40 and 41, the temperature 

was 40 F higher for the 5 gpm data than it was for the 0 gpm data. 

Using the rule of thumb given in Chapter VII for the shift in resonant 

frequency, a temperature increase of 40 F should decrease the 

resonant frequency 12 Hz.  This means the resonant frequency for the 

line with 0 gpm, but at the same temperature as the 5 gpm line, should 

be 213 Hz which compares well with the calculated frequency of 210 Hz 

for 5 gpm.  Thus when the effect of temperature is considered, there 

is no significant shifc in resonant frequency due to through-flow. 

This same result was reported in AFAPL-TR-7 7-63, "Aircraft Hydraulic 

Systems Dynamic Analysis" (3) for flow rates up to 10 gpm.  The same 
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technical report states that an increase in pressure amplitude with 

increasing flow was observed in a long line.  This agrees with the 

trend noted in Figures 40 and 41.  The change is so small, however, 

that it could be solely due to temperature.  Other experimental data 

taken at different resonant frequencies and different flow rates show 

small pressure amplitude jhanges, but in both directions, for an 

increase in flo^f.  The resonant frequencies were unaffected though. 

Standing Pressure Half Wave 

Figures 42, 43 and 44 show the standing pressure half wave for 

flow rates of 0, 2.5 and 5.0 gpm respectively.  Again, the agreement 

between experiment and analysis is good except in regions where the 

vibration is large; namely, near the pump aad in regions of high 

dynamic pressure.  In all three figures the pump frequency is the same 

and the nodes ana antinodes occur at the same location, regardless of 

flow rate.  The maximum amplitude does increase with flow rate, but 

again this is primarily due to the temperature effect which shifts the 

resonant frequency leftward with increasing temperature.  The closer 

to the nearest resonant frequency a system is, the larger the pressure 

amplitude should be.  It is possible that the pressure amplitude 

increase was due in part to the increased flow rate, as this effect 

was noted in AFAPL-TR-77-63 (3) as discussed earlier.  In any case the 

effect is very small.  A comparison of the plotted analytical results 

for 0, 2.5 and 5.0 gpm, after accounting for the temperature differ- 

ences, shows that the through-flow has very little effect. 
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Eq (105) 

Experimental Data 

a. 

D 
to 
0) 

a> 
Q. 

0.4 0.6 

Distance Down Line (X/L) 

0.8 1.0 

Figure 42. Standing Pressure Half Wave 
For A Mean Flow Of 0 GPM 

(Straight Hydraulic Line, CJ = 180 Hz, T = 75° F, L = 209.75 In, R = 0.2475 In) 
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0       Experimental Data 
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Figure 43. Standing Pressure Half Wave 
For A Mean Flow Of 2.5 GPM 

(Straight Hydraulic Line, CJ= 180 Hz, T = 1150F, L = 209.75 in, R = 0.2475 In) 
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Comparisons with Data from the HSFR Program 

Figure 44 also shows data from the HSFR computer program.  The 

nodes and antinodes occur at the same line locations as calculated 

using the analysis reported herein.  The amplitude, however, is only 

about half that given by the analysis and does not agree with the 

experimental data.  The reason for the low amplitudes is that HSFR 

mmputed a resonant frequency of 240 Hz compared to the 210 Hz given 

by the analysis and the experimental data.  The primary reason for the 

error in the HSFR results is the great difficulty involved in 

accurately modeling the dynamics of a hydraulic pump.  The analysis 

reported here requires a boundary condition and the results are only 

as accurate as that boundary condition.  HSFR does not need a boundary 

condition, but rather determines one of its own by calculating the 

pump output pressure and velocity for any given operating conditions. 
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X.  Analytical Results for Air Lines 

Introduction 

The results of the laminar flow analysis for hydraulic lines 

showed the effect of through-flow, but the effect was small due to the 

low mean flow velocities involved.  To better understand the effect of 

through-flow, larger mean flow velocities are required.  For this, air 

lines with Mach numbers up to 0.3 were used.  Mach numbers higher than 

0.3 would invalidate several of the assumptions used in the derivation 

of the analytical relations. Even for low Kach numbers, one assump- 

tion is violated, that of laminar flow.  The Reynolds numbers asso- 

ciated with small diameter air lines at standard temperature and 

pressure for a Mach number of 0.3 are well into the turbulent regime 

(Re = 22315 for a 0.125 in. ID line).  Lower Reynolds numbers could 

have been obtained by using values for the radius or viscosity that 

were physically unrealizable.  Since, as noted before, the results do 

depend on the line geometry and fluid properties, typical values had 

to be used.  Lower Mach numbers would have also resulted in lower 

Reynolds numbers, but then the flow effects would be small as seen in 

the hydraulic lines.  The high Reynolds number approach was used by 

Orner (24) and gave good results.  At worst, the trends demonstrated 

with the high Reynolds number data should be valid and should agree 

with the trends noted for the hydraulic lines with laminar flow. 

As before, the analytical results for the air lines are given in 

terms of the dimensionless attenuation, aL, and phase constant, ßL, 

for both the left and right traveling waves.  The phase constant data 

L 
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are also presented in terms of the speed of propagation, c = to/ß. 

Using these results, the engineer will know how fluid transmission 

line parameters are affected by flow and can modify easily obtainable 

no-flow results accordingly.  The attenuation and phase constant 

results are given in three forms.  In this way it will be easier for 

the engineer to extract data most applicable to his problem.  Since 

the no-flow attenuation and phase constant are easily calculated using 

Eq (99), results for flow are given in terms of first the actual 

dimensionless values, aL and ßL, second the deviation of the values 

for flow from those with no flow, (o^-ot.. )L and (ß -ß )L, and third the 

ratio of the values with flow to those without, Ot../an and ß /ß .  The 

results are plotted against the dimensionless frequency, (JJ/CJ .  For 

those engineering applications where precise results are needed and 

the trends shown by the results presented here would not suffice to 

modify no-flow data, a computer solution using the derived analytical 

expressions is required. 

Attenuation Results 

Figures 45 through 48 show attenuation results calculated for an 

0.125 in. ID air line 23.245 in. long at standard temperature and 

pressure.  The first plot. Figure 45, shows how the forward and back- 

ward traveling wave attenuation varies for mean flow velocities from 0 

to 0.3 Mach.  The attenuation of the forward wave decreases as the 

mean flow velocity increases while the attenuation of the backward 

traveling wave increases.  This is caused primarily by the decreased 

time required for a forward wave to travel the length of the line and 

likewise the increased time required for the backward wave resulting 

from the fact that the wave is traveling in a moving medium.  Also, as 
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the frequency increases, so does the attenuation.  This is analogous 

to electrical transmission lines where high frequency signals atten- 

uate much more rapidly than low frequency signals.  Note also that for 

a mean flow velocity increase, the increase in attenuation for the 

hackward traveling wave is more than the decrease in attenuation for 

the forward traveling wave due to the mean flow velocity profile.  The 

deviation from the no-flow attenuation is given in the next plot. 

Figure 46, for both forward and backward traveling waves.  The devia- 

tion in attenuation for the backward wave is larger than that for the 

forward wave.  If the ratio, (a -an)/(a ~a ) is considered, the 

largest value, 3.5 for M = 0.3, 2.3 for M = 0.2, and 1.5 for M = 0.1, 

occurs at w/w  = 1.  Also (ao-ai) for M = 0-2 ^s   ^ • ^ to 1-• 8 times 

larger than for M = 0.1, depending on the frequency, and (.a„~aQ)   is 

2.4 to 2.6 times larger for M = 0.2 than for M = 0.1. 

Figure 47 shows the ratio of the attenuation of both forward and 

backward traveling waves for several Mach numbers to the attenuation 

for no-flow.  This plot accentuates the large change in attenuation 

with flow especially at low frequencies.  This is somewhat deceiving, 

however, since as was seen in Figure 46, the logarithm of the differ- 

ence in the attenuation with the flow and without flow changes only 

slightly as frequency increases.  This happens since both the flow and 

no-flow attenuation increase with frequency.  Figure 47 also shows 

that w/w must be greater than 20 for the approximation of Katz, 

Hausner and Eisenberg (17) to be valid.  This approximation states 

that the effect of through-flow on high frequency signals is to reduce 

attenuation by a factor of (1+M).  The approximation would predict 

a /«„ = 0.909 for M = 0.1 while the analytical result for w/cij = 20 is 
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0.794.  Another way of looking at the same data is given in Figure 

48.  The deviation in the attenuation for the forward traveling wave 

is plotted against Mach number for several diraensionlpss frequencies. 

The same trends as noted before are evident.  Data runs were made for 

negative Mach numbers and, as expected, the calculated values for the 

forward wave attenuation were identical to those for the backward wave 

attenuation for positive Mach numbers.  Likewise, the forward wave 

attenuation for positive Mach numbers was the same as the backward 

wave attenuation for negative Mach numbers. 

Phase Constant Results 

Calculations for the phase constant were made along with the 

attenuation calculations and many of the trends are the same.  Figure 

49 shows the dimensionless phase constant for both forward and back- 

ward traveling waves plotted against nondimensional frequency, w/ü) , 

for mean flow Mach numbers from 0 to 0.3.  The forward wave phase 

constant decreases with increasing Mach number while the backward wave 

phase constant increases.  For all Mach numbers, the phase constant 

increases with frequency.  For a given frequency and Mach number, the 

increase in ß„L from M = 0 is larger than the decrease in ß L.  At the 

higher frequencies, the constant Mach number lines are nearly 

straight, but appear to curve at lower frequencies.  Figure 50, a 

log-log plot, shows what is happening to the forward wave phase 

constant at low frequencies.  The constant Mach number curves are not 

straight but curve away from the M = 0 curve.  A different perspective 

is given in Figure 51 which plots the dimensionless phase constant 

against Mach number for three values of Lü/üJ .  The curves bow slightly 

and show the same trends as noted above. 
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Eq (96) 
  ß, L (Forward Wave) 

 ß2L (Backward Wave) 

 ßoL (No Flow) 

M = 0.2 

M = 0.1 

Figure 49. Phase Constant Versus CJ/CO^, For Mach Numbers From 0 to 0.3 

(AIR, T = 59°F, ID = 1/8 In, L = 23.245 In) 
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Figure 50. Phase Constant for Small Frequency Ratios 
(AIR, T = 590F, ID = 1/8 In, L = 23.245 In) 
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The next three graphs, Figures 52, 53 and 54, give the deviation 

from the no-flow valaue for the phase constant at Mach numbers of 0.1, 

0.2 and 0.3,  Figure 52 depicts results plotted against frequency. 

Note that the phase constant deviation is larger for the backward wave 

than it is for the forward traveling wave.  Also, the deviation 

increases with increasing frequency and Mach number.  Similar to the 

previous plots for the phase constant, the curves are relatively 

straight at the higher frequencies but appear to curve at the lower 

frequencies.  Figure 53, a log-log plot, shows what actually happens 

at these lower frequencies.  The curves for the forward wave phase 

constant deviation level off and actually start a gentle rise as the 

frequency decreases.  The actual phase constant decreases as the 

frequency decreases as is seen in Figure 49, but the deviation does 

not.  Figure 54 plots the forward wave phase constant deviation versus 

Mach number for several frequencies.  The same trends as noted on the 

prior two graphs are evident.  Data for the backward wave piase 

constant deviation, not plotted, consist of similarly shaped curves 

located above the curves for (BQ-B-, )L,  The next plot. Figure 55, 

shows the ratio of the forward wave phase constant to the no-flow 

phase constant.  The large change in ß relative to ß- at low frequen- 

cies is obvious in this graph which shows better what is happening 

than the deviati i data did.  The phase constant is affected by the 

mean flow more at low frequencies than it is at high frequencies where 

the curves appear to level off, indicating that both the flow and 

no-flow phase constants are growing at nearly the same rate. 

When the speed of propagation is calculated from the phase 

constant data, several interesting results appear.  Figure 56 shows 

■ *Ji 
155 

i  I 
^^^jutt^^^ä^^^i^mma ^^^^immmmsir mm f^^^-iiaiii^tiii. 



^m^m^m^mm^m^mm^v^^m^iwmmi^^im^^mm j^-K^HJigjiwaäaigwijii^i^ 

.25   r- 

.20 

I 

.15 

.10 

.05 

Eq (96) 

(|32 -ß0) I (Backward Wave) 

(ß0 -13,) L (Forward Wave) M = 0.2 •' 

Figure 52. Phase Constant Deviation Versus CJ/CJ^, 

(AIR, T = 50°F, !D = 1/8 In, L = 23.245 In) 
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the ratio of the speed of propagation for both left and right 

traveling waves to the isentropic speed of sound.  As expected, the 

forward wave with flow propagates faster than the wave with no flow, 

and the backward wave propagates   wer.  At high frequencies the 

curves level off and appear to become asymptotic to (1+M).  For 

frequencies near ^/^ = 0.1, the change due to flow is small, but this 

change increases greatly at lower frequencies.  The high frequency 

behavior has led to a good approximation as given by Katz, Hausner and 

Eisenberg (17) that c /c = 1 + M.  However, in low and raid frequency 

regimes, the approximation is not valid.  Another approximation is 

(110) 

Mr 

where c f is the speed of propagation calculated for no flow at the 

frequency of interest.  This is a better approximation since it 

applies in both the mid and high frequency regimes (WA^, > 1) • 

Figures 57 and 58 show how well Eq (110) approximates the actual 

values of c/c  for both left and right Li.iveling waves.  The agree- 

i.ient is good for frequencies above w/^y = 1.  From this point on, the 

lower the frequency, the worse the approximation. 

Isentropic Ideal Gas Results 

As an alternative to the rather complex, but frequency dependent 

process relations, Eqs (18) and (20), derived by Orner (24), the isen- 

tropic ideal gas relation, Eq (22), was used for air lines. The 

weighting function was written as ^ = c /c  where P  and p were 0 v p       o     o 

absorbed in Q  as was done in Eq (37).  This relation was used in lieu 

of the weighting function given by Eq (20) in calculations for the 
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propagation constant and the characteristic impedance.  The attenua- 

tion and the phase constant for both forward and backward traveling 

waves were smaller when the weighting function based on the isentropic 

ideal gas law was used.  The attenuation was up to 50% smaller and the 

phase constant up to 18% smaller for M = 0.1.  The difference became 

less as the Mach number increased.  Results for M = 1 x 10  were 

much smaller, up to 42% smaller, than classical resu?.wS for no-flow. 

The results for the characteristic impedance for no-flow did not agree 

either.  The ideal gas results were up to 18% larger than those calcu- 

lated using the Bessel function relation.  The ideal gas results with 

flow were also larger than those calculated using Eq (20) and did not 

agree as well with the data of Katz, Hausner, and Eisenberg.  The 

conclusion is that the isentropic ideal gas relation, Eq (22) is an 

oversimplification of the pressure-density relation for fluid trans- 

mission line problems involving dynamic pressure.  A frequency depen- 

dent relation, such as Eq (18), is needed for accurate results. 

Us 

1 

i 

Application of Results 

The engineer needs to know when the effect of mean laminar flow 

must be accounted for.  The analytica. data given in this chapter show 

that the effect of mean flow on the attenuation, phase constant and 

speed of propagation, which was small for hydraulic lines at moderate 

flow rates, is significant for air lines with higher flow rates.  The 

effect is frequency dependent, being much larger at low frequencies 

than at high frequencies.  In the high frequency regime, üj/w > 1, the 

effect of mean flow is significant for Mach numbers greater than 0.1. 

For low frequencies, (o/w < 1, the effect is significant at lower Mach 

numbers, 0.05 or even lower for very low frequencies.  Since the 
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frequency regime is defined in terms of w/wv where a) is the viscous 

characteristic frequency, the effect of radius and kinematic viscosity 

must be considered also.  For a given üJ, small radii and large kine- 

matic viscosities make w/o)  small and hence drive u)/ü)  toward the low 

frequency regime where the effect of mean flow is more pronounced. 

The opposite effect occurs for large radii and small kinematic 

viscosities. 
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XI.  Comparisons with Published Research 

Introduction 

To assure that this mathematical model of a fluid line with mean 

flow is indeed representative of an actual fluid transmission line and 

its associated fluid mechanics, analytical data must be computed and 

compared with experiment and the results of other researchers. 

Considering that through-flow is the primary variable included in the 

analysis which distinguishes this work from prior research, compari- 

sons need to be made for cases with significant through-flow.  This 

necessarily eliminated the use of the available experimental data for 

hydraulic systems due to the small through-flows.  The largest flow 

rate used was 9.5 gpm (Re = 1973) which equates to a mean flow Mach 

number of 0.003.  However, published results for air lines with 

significant mean flow are available.  Further coraparisows were made to 

ensure that the analysis, when applied to the case of no-flow, gener- 

ated the same results as given by Nichols (22) and Brown (7).  A final 

comparison is made with the turbulent results of Bro\m, Msrgolis and 

Shah (8) and Moore (20). 

Comparisons with the Work of Nichols and Brown 

Nichols (22) and Brown (7) studied the response o^ rigid circu- 

lar lines to small amplitude laminar disturbances.  The lines had no 

mean flow.  Both researchers derived analytical expressions in terms 

of Bessel functions for attenuation and phase velocity.  These two 

quantities, nondimensionalized in the manner of Nichi  - TI  Brown, are 

plotted in the following figures.  Figures 59 and 60 show how the 
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author's results and those of Brown compare for a liquid.  The curves 

overlap showing that the author's analysis does predict the same 

attenuation and phase velocity as given by Brown for the case of 

no-flow.  Data for mean flows up to 5 gpm (Re = 1039) showed a devia- 

tion from the no-flow curve of less than 1% of the no-flow value. 

Results for air lines with Mach numbers up to 0.3 are considered 

next.  Figures 61 and 62 compare the author's results with those of 

Brown.  Again the no-flow curves agree.  The curves for M = 0.1, 0.2 

and 0.3 show how mean flow affects the attenuation and phase velocity 

of the forward and backward traveling waves.  A comparison with 

Nichols' results for air is given in Figures 63 and 64.  Once again 

the no-flow curves agree and the curves for M = 0.1, 0.2 and 0.3 

demonstrate the effect of mean flow.  The. curves with mean flow show a 

large deviation from the no-flow curve at low frequencies.  For the 

forward wave at üj/ü) = 0.01 and M = 0.1, the db attenuation per line 

wavelength is 41% of the no-flow value and c/c  is 21% higher than 

the no-flow value.  These deviations decrease rapidly with increasing 

values of ü)/ü) .  The deviations are primarily due to the low wave 

propagation velocities in the line at low frequencies.  For these low 

wave propagation velocities, the mean flow becomes a mucp larger 

percentage of the propagation velocity and deviations in ß due to mean 

flow are more pronounced. 

Comparisons with Turbulent Flow Results 

Moore (20) and Brown, Margolis, and Shah (8) present analytical 

and experimental results for fluid transmission lines with turbulent 

mean flows.  The effect of the turbulence is given for the attenuation 

and phase velocity of the forward traveling wave.  The magnitude of 
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the attenuation at a given frequency increases from the laminar value 

with increasing Reynolds number above the critical Reynolds number. 

The phase velocity also increases with increasing Reynolds number 

above the critical Reynolds number at a constant but high value of 

frequency.  At lower frequencies, the opposite effect occurs; i.e., 

the phase velocity decreases with increasing Reynolds number.  The 

curves in Figures 61 and 64 for M = 0.1 (Re = 7438), M = 0.2 

(Re = US??1), and M = 0.3 (Re = 22315), as well as the data given back 

in Chapter X, show a different trend.  The attenuation decreases with 

increasing Mach number and hence Reynolds number.  The frequencies 

plotted in Figure 64 are in the low frequency range as given by Brown, 

Margolis, and Shah (8) and the turbulent analysis and experimental 

data showed a decrease in phase velocity with increasing Reynolds 

number in this range.  Just the opposite occurs in Figure 64.  Also 

the apparent resonance in attenuation found experimentally by Margolis 

and Brown (19) for water at turbulent Reynolds numbers transitioning 

from low to high frequency is not observed in the laminar data given 

in Figure 61,  Thus the effect of turbulence is not predicted by the 

author's analysis.  This is expected as a laminar mean flow was 

assumed in the analysis. 

For most pneumatic lines (0.125 in. ID and greater), the flow is 

turbulent for M > 0.05 and thus the laminar results given in X and XI 

do not apply.  For meaningful results with turbulent flows, the turbu- 

lent momentum transport must be considered in the analysis. 

Corparisons with the Work of Orner and Cooley 

A research effort by Orner (24) led to an approximate solution 

for a fluid transmission line with mean flow.  This is a perturbation 
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solution based on powers of Mach number.  Numerical results are given 

for the admittance parameters of the conventional two-port model for a 

transmission line; i.e., 

u(0) = Y11p(C) + Y12p(l) 

u(l) = Y21p(0) + Y22p(l) 

(111) 

(112) 

where a zero in parenthesis denotes the beginning of the line, one 

denotes the end of the line, and the Y's are the admittance param- 

2 
eters.  Orner's numerical solution retained terms through M .  In a 

follow-on paper a year later, Orner and Cooley (25) published the 

results of experiments designed to determine how well the approximate 

solution compared with actual line data.  The admittance parameters 

were experimentally determined for Mach numbers of 0 and 0.1 for air 

at one-fifth atmosphere in a 0.125 in. ID acrylic plastic line.  The 

line temperature was not given in Reference 25, but was assumed to be 

room temperature, 68 F.  Much later it was determined that the actual 

line temperature was 75 F.  For M = 0.1, high laminar flow exists as 

the Reynolds number is 1454, assuming transition is not triggered 

early as may happen if vibration is present. 

The computer program that calculated the attenuation and phase 

constant using the confluent hypergeometric equation analysis was 

modified to calculate the admittance parameters.  Due to long run 

times, only Y11, termed the forward driving point admittance, and Y  , 

termed the forward transfer admittance, were calculated.  These were 

chosen as they showed the largest changes for an increment in mean 

flow.  Another reason was that the analytical and experimental results 

of Orner and Cooley were not in agreement, even qualitatively, for Y „; 
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indicating errors in the analysis, the experiment, or both.  However, 

the results for the other admittance parameters agreed qualitatively; 

i.e., the trends were the same.  Vibration is a likely source of any 

experimental error and may have even triggered transition to turbulent 

flow.  Vytoyannis and Hsu (33) in a careful experiment with curved 

pipes found transition near a Reynolds number of 900. 

Figures 65 and 66 show the computer results along with the 

experimental results of Orner and Cooley.  The magnitude data have 

been nondimensionalized by Y' which is equal to 1/c p so as to 
o oo 

correspond to the data given by Orner and Cooley.  The agreement is 

good for the magnitudes of the two admittance parameters.  The phase 

angle data agrees qualitatively, however the curves appear to be 

shifted to the left in compcrison with the experimental data.  This is 

possibly due to the temperatu re for the experiments being slightly 

higher than room temperature which was used for the computer calcula- 

tions. 

Comparisons with the Work of Katz, Hausner, and Eisenberg 

Several years following the work of Orner and Cooley, the 

results were publishtd of an analytical study on the effect of 

through-flow by Katz, Hausner, and Eisenberg (17).  In their analysis, 

two models were used.  The first, a fixed component model, added 

convective terms to the conventional transmission line equations.  The 

second, a variable component model, used the continuity, momentum, and 

energy equations with a uniform velocity profile.  The solutions were 

then placed in transmission line form with the resulting impedance and 

admittance being functions of the uniform mean flow velocity.  In the 

fixed component model, which also used a uniform velocity profile, the 

ÄÄ 
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impedance and admittance were not functions of the mean flow velocity. 

Plots of the real and imaginary parts of the normalized characteristic 

impedance were given for Mach numbers of 0, + 0.2 and + 0.3 for the 

fixed component model and for M = 0.3 for the variable component 

model.  Negative Mach numbers refer to mean flow toward the source of 

the pressure oscillations.  The data were normalized using the adia- 
2 

batic characteristic impedance, Z  , which is equal to P0
c
0/(

TrR )• 

The characteristic impedance was calculated using the analysis 

based on the confluent hypergeometric equation by modeling the line as 

a matched line.  This means there is no reflection from the end of the 

line and thus there exist only forward traveling waves.  The pressure 

and velocity at the end of the line were calculated and used to calcu- 

late the characteristic impedance.  Results were obtained for condi- 

tions of standard temperature and pressure for several Mach numbers. 

For Mach numbers of 0, 0.1 and 0.2, data were obtained for the entire 

range of frequencies used by Katz, Hausner, and Eisenberg.  For 

M = 0.3, no data were obtained due to convergence problems.  Likewise, 

convergence problems allowed calculations over only a limited range of 

frequencies for negative Mach numbers.  The results are depicted in 

Figures 67 and 68. 

Figure 69 shows comparisons for the real parts of the dimension- 

less characteristic impedance for M = 0.2.  The M = 0 line is iden- 

tical for both analyses.  This was expected since any analysis with 

mean flow must reduce to the classical Bessel function formulation for 

the case of no flow.  The two M = 0.2 curves agree qualitatively. 

Both are consistently below the M = 0 curve, both show large devia- 

tions from the M = 0 curve at low frequencies, and both appear to be 
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approaching one at high frequencies.  Two distinctions are apparent. 

First the analysis based on the confluent hypergeometric equation gives 

data consistently lower than that of Katz, Hausner and Eisenberg for 

all frequencies.  Due to this, the second distinction occurs; namely, 

the data do not approach one as fast as the data of Katz, Hausner and 

Eisenberg.  Figure 70 shows the imaginary part of the dimensionless 

characteristic impedance for Mach numbers of 0 and 0.2.  The agreement 

here is excellent. 

Further comparisons are made in Figures 71 and 72 which show 

data from the confluent hypergeometric equation analysis for 

M = + 0.1.  Katz, Hausner and Eisenberg did not present data for 

M ■= 0,1, so their data for M = + 0.2 is given.  The same points noted 

for the prior comparisons are noted again.  The real part of the 

dimensionless characteristic impedance for M = 0.1 is consistently 

below the M = 0 curve and approaches one at high frequency.  The datJ 

for M = -0.1 are consistently above the M = 0 curve and likewise 

approach one at high frequency.  These trends are better seen in 

Figures 67 and 68 which plot only data from the confluent hypergeo- 

metric equation analysis.  The limited data for M = -0.2 fall slightly 

ab.jve the M = -0.1 data for the real and imaginary parts of the 

dimensionless characeristic impedance. 

The differences between the two analyses for the real part of 

the dimensionless characteristic impedance at low frequencies, 

(jj/ü) < 1) would not be as large if data from Katz, Hausner and 

Eisenberg for the variable component model had been used.  Unfortun- 

ately, Katz, Hausner and Eisenberg gave data for the variable compon- 

ent model only for M = 0.3.  However in this case, for w/w < 0.1 the 
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real part of the dimensionless characteristic impedance is signifi- 

cantly smaller compared to that for the fixed component model. At 

higher frequencies, the variable component model gives values only 

slightly higher than the fixed component model.  This closer agreement 

between the variable component model and the model based on the 

confluent hypergeoraetric equation is expected since both analyses are 

based on the same fundamental equations of fluid mechanics while the 

fixed component model is based on the transmission line equations. 

The differences that do exist between the analysis of Katz, 

Hausner and Eisenberg are due to two things.  First and primarily, 

Katz, Hausner and Eisenberg assume a uniform velocity profile in their 

analysis as opposed to the parabolic Hagen-Poiseuille velocity profile 

used in the analysis based on the confluent hypergeometric equation. 

This is probably the reason why the real part of the dimensionless 

characteristic impedance is nearly the same for positive and negative 

Mach numbers.  The second reason for the differences is that both 

analyses are for laminar flow.  The analytical results based on the 

confluent hypergeometric equation were for a typical pneumatic line at 

standard temperature and pressure.  The Reynolds numbers for all but 

the M = 0 case were well into the turbulent range.  This is probably 

why convergence problems arose for the higher Mach numbers.  The 

results of Katz, Hausner and Eisenberg do not explicitly involve 

Reynolds number though it is difficult to think of r.n actual fluid 

transmission line with laminar flow at a Mach number of 0.2 or 0.3. 
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XTI.     Conclusions  and Reconmendations  for Future Research I 

Conclusions reached as a result of this research are contained 

in this chapter.  Also, recommendations for future research that would 

extend this work are given. 

Conclusions 

1. A new analytical solution for the pressure and velocity in a 

fluid transmission line with laminar through-flow has been developed. 

The solution is in the form of an infinite series that converges 

uniformly.  Convergence is fastest for low mean flows and dimension- 

less frequencies, üj/ü) , near one.  At very low or high frequencies and 

at high mean tlow rates, the convergence is very slow and numerical 

evaluation if difficult due Lo destructive cancellation.  For zero 

mean flow the solution reduces to the classical Bessel function 

relation.  Since the velocity is given as a function of radius, the 

velocity profile can be calculated. 

2. This new analytical solution provides an alternative for the 

many approximations found in the literature.  The transmission line 

equations have been modified, additional convective terms have been 

added, and empirical results based on careful experiments are avail- 

able.  Now a solution, not an approximation, based on the fundamental 

equations of fluid mechanics, not electrical transri'ssion line theory, 

is available.  It considers the radial velocity distribution and the 

coupling of the mean flow with the oscillating flow.  As a result it 

is complicated and numerical results are expensive in terms of compu- 

ter time, but the results are accurate.  There are several important 
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applications.  For large mean flows, the new solution provides an 

accurate means of analyzing a system that was not available before. 

Second, the solution provides a standard against which approximations 

can be judged.  Thirdly, the solution provides an accurate means of 

determining trends, especially those due to the effect of mean flow, 

which will help the engineer and designer who do not need the accuracy 

a complete analytical solution would give. 

3.  Results calculated using this new analytical solution were 

compared to the published results of other researchers.  The no-flow 

attenuation, wave propagation velocity, and db attenuation per line 

wavelength for both air and liquid lines compared very well with that 

given by the analyses of Brown (7) and Nichols (22).  Results were 

also compared to the turbulent res'lts of Moore (20) and Brown, 

Margolis and Shah (8) with the expected conclusion that the laminar 

analysis which included the effect of mean flow, but not turbulent 

momentum transport, does not predict well for turbulent flows. 

Admittance parameters compared well with those given by Orner 

and Cooley (25).  Also the real and imaginary parts of the character- 

istic impedance compared well with those values given by Katz, Hausner 

and Eisenberg (17).  Increasing positive flow caused the real part of 

the characteristic impedance to decrease and the imaginary part to 

become more negative.  The one point of disagreement is where Katz, 

Hausner and Eisenberg show the real part of the characteristic 

impedance to be nearly the same for both positive and negative Mach 

numbers, when the new analysis shows a deviation on each side of the 

M = 0 curve.  For positive Mach numbers the values fall below the 

M = 0 curve in agreement with the results of Katz, Hausner and 
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Eisenberg, but for negative Mach numbers the values fall above the 

M = 0 curve.  This is probably due to the inclusion of a parabolic 

mean flow velocity profile in the new analysis.  A uniform velocity 

profile was used by Katz, Hausner and Eisenberg.  In all, the 

comparisons with published laminar results were very good. 

4. Using the new analysis, the attenuation, phase constant and 

velocity profile were calculated for a straight hydraulic line.  Data 

were obtained for flow rates from 0 to 100 gpm.  Dimensionless 

frequencies ranged from 1 _< ca/w £ 203.  The primary conclusion was 

that the effect of flow was very small at these low mean flow rates. 

However, the data did show several trends.  Both the attenuation and 

the phase constant increase with frequency. Also the backward wave 

attenuation and phase constant increase with flow while the forward 

wave attenuation and phase constant decrease with flow.  For a given 

increase in flow, the increase in the backward wave attenuation and 

phase constant is greater than the decrease in the forward wave atten- 

uation and phase constant.  The attenuation and phase constant devia- 

tions increased nearly linearly with flow for a constant ^Z^, while 

the increase with frequency for a constant flow rate was nonlinear. 

Likewise, both the attenuation and phase constant increase nonlinearly 

with increasing co for a constant frequency and mean flow. 

5. Data for an air line with mean flow Mach numbers up to 0.3 

and for dimensionless frequencies, W/k)   from 0.01 to 100 were also 

calculated. With these large mean flows, the effect of flow is more 

pronounced.  The same trends as found for the hydraulic lines were 

noted again with the following exception.  The nearly linear relation- 

ships noted for hydraulic lines over a limited frequency range were 
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found to be nonlinear when a broader frequency band was considered. 

At high frequencies, CJ/CU > I, the linear results were reasonably 

valid. However, at low frequencies, ^My < 1, nonlinearities set in 

for both the phase constant and the attenuation.  The ratio of flow to 

no-flow values showed this the best.  The simple approximation that 

the forward wave attenuation and phase constant are reduced by a 

factor of 1 + M is only valid for w/w » 1.  For lower frequencies 

the analysis developed in this research must be used.  In all, the 

effect of laminar mean flow needs to be accounted for when M > 0.1 for 

w/w > 1.  For lower frequencies, w/d) < 1, the effect of mean flow is 

significant at lower Mach numbers, 0.05 or even lower for very low 

frequencies. 

6. Velocity profiles calculated for a hydraulic line compared 

well with the profiles given by Uchida (32) and Richardson (27). 

7. Hydraulic line experiments were conducted to study further 

the effect of flow and to provide data for comparison with analytical 

results.  The frequency response and standing pressure half wave were 

determined for flow rates up to 9.5 gpm.  However, only data for flow 

rates up to 5.0 gpm were used as the flow became turbulent at the 

higher flow rates.  The analytical and experimental results compared 

well.  The mean flow had no significant effect on the resonant 

frequency, nodal point locations or pressure amplitude. 

8. The effect of bends in a hydraulic line was studied experi- 

mentally.  No significant effect was found except for a large increase 

in the pressure amplitude at the fifth resonant frequency for high 

flow rates. 
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9. Pressure measurements were made with a roving clampon trans- 

ducer which was easily moved and did not disturb the flow.  In the 

absence of vibration, pressure measurements made with the clampon 

transducer were within 5% of readings taken with a conventional 

Statham in-line transducer 90% of the time.  Vibration does affect the 

clampon transducer, however.  Vibrational displacements in excess of 

0.001 in. peak-to-peak were found to cause significant errors.  When 

the vibrational displacement is le&s than 0.001 in. peak-to-peak, the 

clampon transducer becomes an excellent tool for the hydraulic 

engineer. 

10. A sensitivity analysis showed how variations in input data 

can affect results for a hydraulic system.  Calculations were made 

using the analysis developed in this research and also using the HSFR 

computer program.  The most significant input parameters were tempera- 

ture, line length, radius, kinematic viscosity, element volume, and 

entrained air content.  A summary of these effects is given in Table XI. 

Recommendations for Future Research 

1.  The analysis developed in this research effort applies 'o 

laminar flow only.  Work needs to be done using turbulent velocity 

profiles such as the l/7th power velocity distribution law.  Using an 

appropriate turbulent velocity distribution function instead of the 

parabolic velocity distribution function for laminar flow, the 

complexity of the resulting expressions in the analytical development 

will be greatly increased, but perhaps an infinite series solution 

that converges uniformly can be found, or at least one that converges 

in some region of engineering interest.  Analytical results thus found 
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could be compared with turbulent experimental data already gathered in 

the experiments reported herein. 

2. Considering the convergence problems that were encountered 

when the computerized calculations were attempted for very high and 

very low frequencies, there needs to be work done in finding another 

infinite series solution that converges faster in these extremes of 

frequency.  The LOW frequency regime is most important as good 

approximations are available for the high frequency regime. 

3. As an alternative to the prior recommendation, a new numeri- 

cal method could be developed to overcome the destructive cancellation 

which causes the numerical problems.  Lacking a new numerical method, 

one could also use a computer that carries more significant figures. 

The C^O Cyber 74 computer used for the calculations reported herein 

carried 29 significant figures. 

4. Experiments need to be run to test the idea of putting two 

clampon transducers 180 deg apart on the same mount and using the 

combined output, after the transducers have been individually cali- 

brated, to determine dynamic pressure in a line with significant 

vibration present.  If good dynamic pressure measurements can be taken 

in this manner, the clampon transducer will be an invaluable 

engineering tool, especially for pressure measurements on operational 

systems where it is not practical or possible to cut lines and mount 

conventional in-line transducers. 

5. The analysis and the experiments ignored the effect of 

pressure harmonics.  This was done to make the analysis tractable, and 

the experiments demonstrated that the amplitudes of second and higher 

harmonics were much smaller than the fundamental and thus could be 

&a. 
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neglected.  Work needs to be done to determine what effect, if any, 

they have. 

6.  The experiments for the hydraulic line with the U-shaped 

bend showed that the bends had no significant effect except that the 

pressure amplitude at the fifth resonant frequency increased signifi- 

cantly.  Work needs to be done to determine what causes this effect 

and how it can be predicted. 

■ 
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Appendix A 

Demonstration that Orner's Solution is Incorrect 

Orner solved Eqs (41) and (42) obtaining Eq (48) which does 

satisfy the radial boundary conditions as given in Eq (39).  Comparing 

Eq (40) with Eq (48) and using Eq (42) for an expression for exp (Yl), 

one finds 

E(e) 

whei 

exp(D2e ) 

B+4D„ 

M 

I - 

(l/2-g|-;  1;  2D2C
2j 

■(^ HII/2-EI-;  ^  2D2 
) 

B + 4D9 = K 

(113) 

(114) 

Now ie t 

where 

E(e) = exp(-D2e )W(e) = exp(-z/2)W(z) 

z = 2D e 

Substituting Eq (115) into Eq (41) yields 

zW"(z) + (1-Z)W' (z) - /l/2 - -—j W(z; 
K exp(z/2) 

8D. 

(115) 

(116) 

(117) 

Ai 

where ' denotes a derivative with respect to z. 

Note that the homogeneous form of Eq (117) is the confluent 

hypergeometric equation.  Now let 

199 



,y.WjW.uwiM.im).w."." '    ' i ^J^i.wy.aMiwy^iiii'yiy^»iwwtw^»jijiij>iMiW)1wjw.^H.itww^^ 

W(z)   = V(z) 

M(l/2-g^;     l;     Z) 

M/I/2 - g|-;     1;     2D0
N 

(118) 

\ ""2 

Substituting Eq  (118)   into Eq  (117)   yields  the  following differential 

equation  for V(z): 

I 

zV" 

M(1/2-4;     1;     Z) 
M(l/2-^-;     l;     2D2^ 

-  2zV 

(M'(l/2-^-:    l;    z) 

M/I/; 

8D2
? 

8D   ,     ±,     /.u2 
) 

; 

M(l/2 - 
8D. 1;     z 

+  (l-z^'     1 ) 

H(l/2-J-;     l;     2D2 
)■ 

I-v I1'2 - si:) 

K1exp(z/2) 

8D~ (119) 

Now if Orner's solution is correct, 

V(z) = 
K1exp(z) 

B+ 4D0 
(120) 

and substitution of Eq (120) into Eq (119) should yield an identity. 

Substitution yields 

2ZM'(l/2-^-;  l;  z) 

^1/2 + g^-j [exp(-z/2)-l] = - -y—^ ^ f 
M 1/2 

8D:
;
 

1; 2D
2, 

M(l/2-3^;  l:  z) 

Mfi/2-8^: i; 2D2) 
(121) 

( 
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Since it is not obvious whether this is an identity or not, two 

methods can be used to determine if Eq (121) is an identity or a 

con tradiction.  First, evaluate Eq (121) at z = 0 noting that 

M(1/2-8ih  i;  0) 

which is easily noted by looking at the infinite series 

Ml/2 &Dr ■ ; Z = E 
/   K=0 

(--4)/ 
(K!)' 

Also note that 

"( 
M' 1/2 8D. -) = 

E 
K=l 

(1/2' 4) Kz 
K-l 

2 /K 

(K!)' 

Thus 

(i/z-sf-;   ^   0)' M' 1/2 1/2 - 8D. 

(122) 

(123) 

(124) 

(125) 

Using Eqs (122) and (125) and substituting into Eq (121) yields 

*Uh 

Ml/2 

This  could be   true  only   if 

st1 1; 2D2 
(126) 

B 
M^l/2-3^;  l;  20^ 

were unbounded for all values of B and D2, which it is not.  This 

term was calculated for several values of B, which is a function of 

frequency, with the result being a finite complex number in each case. 
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A second way of showing the same contradictions is by writing Eq 

(121) in terms of the infinite series representations and then equa- 

fficients of like powers of z.  An identity should result if ting coe 

Eq (121), and hence Orner's solution, is correct.  The result for z 

is 

V 

1/2 8D. 
1/2 + 

(1/2 - 3I-;  l;  2D2j 

8Dr 
(127) 

Neither Eq (126) nor Eq (127) is an identity.  These contradictions 

which were generated from Orner's solution demonstrate that his solu- 

tion is not correct. 

AM. 
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Appendix B 

Proof of Uniform Convergence 

For Eq (117) let 

and 

= 1/2 - 8D, 

W(z) = E c
m
z m 

m=0 

- ■■ ■/:,-- ■ 

(128) 

(129) 

*'  i 

J 

"i 

i 

i v 

Thus 

zX>(m-l)c z     ..-. -, ^  m 

m=2 m=1 
zm 2 + a-z)Y,mc

m
z 

m=l 

After some manipulation of the summation indices 

oo K.,      oo        m 

n'"1-"vvn'-85:^^   <130) a 2c z    = 

K,      oo        K 
K 1    V-   ^_     (13i) 

EK(K+l)eK+l2
K +   E (K+l)cK+lZ    -LKc^    =8^^, 

Equating  coefficients  of  z     yields 

K+a 
K, 

cT, + 
(132) 

CK+1
 ' (K+l)2 K  SD^KK+l)2 

which is a two term recursion formula.  Noting that cK is complex in 

the general case 

K+a 
lc„| + 1-5^-1 — 2 

K+l'1^!)2 'CK    8D2 2KK!(K+1)
: 

(133) 

Now  suppose   for  some K 
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"K1 - /KT 

where D is a positive real number.  Then 

(134) 

|c   1 <   |K+a|D  + |i|  1  
K+1   (K+1)2/Kr   8D2  2KK!(K+1)2 

(135) 

or 

K, 
|c   | <  lK+alD     + |-X|   * __  
K+1 ~ (K+l)3/2 /(K+1)!   8D2 2K(K+1)3/2 /ÖC+l)! /Kl 

(136) 

Now if 

|K+a|D   i 1 

(K+1) 3/2   l8D2' 2K(K+l)
3/2/Kr 

< D (137) 

then 

c    < 1 K+11 - 
/(K+1)! 

(138) ( 

By induction 

c    < 1 K+J1 - 
, J = 2, 3, 4, ... (139) 

/(K+J)! 

To show that Eq (137) and hence Eq (138) is valid, rewrite Eq (137) as 

K 
A > 

"1 1 
8D. 2K(K+i)3/2 /icT 1 - 

K+a 
L 

(K+1)3/2J 

(140) 

Note that 

is a constant; 

8D. 
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2K(K+1)3/2 /Kl 

is monotone   increasing;   and 

1 - 
K+a 

(K+l) 
3/2 

**  ' 

is monotone increasing.  Therefore 

11                 1 
8D
2 2K(K+1)3/2 /Kl 1 - 

|K+a| 

(K+l)3/2 

is monotone decreasing.  Thus a value of D that satisfies Eq (134) for 

one value of K. say K , satisfies Eq (134) for all K ^ K . J     o o 

Since |c I is some finite constant, a value of Ü can always be 
K 

found such that two conditions are satisfied; 

1)   Ul-ZI,   K>K 
K   /K!        0 

(141) 

2)  D > -i" 
11 1 

8D2I 2K(K+1)3/2 /K! 1 - 
1 K+a |  '1 

(K+1)3/2J 

, K > K 
— o 

(142) 

This assures  that 

IW ± /(K+l)! 
K >  K (143) 

Then by  the comparison test with  the known uniformly convergent 

series 

the  series 

Iz 
K! 

K=0 

1 i 
t- ■ 
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K=0 
CKZ 

K 

is also a uniformly convergent series.  Note, however, that nothing is 

said about the relative magnitude of the terms, i.e., |cK+J may be 

larger or smaller than Ic,.!.  The only guarantee is that 1 K. i 

lim |c | = 0 (144) 

{ 

As a result numerical problems may occur depending on the size of z, 

K1, D and a.  Many terms in the series may be needed for accurate 

numerical evaluation if K  is a large number.  Note also that term- 

by-term differentiation and integration is possible due to the uniform 

convergence property. 

■i 
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Appendix C 

Demonstration that  the Solution Satisfies  the Differential Equation 

The  solution to Eq  (I1?)   is 

W(z)   = 
^     oo    /   K (a+ra) 

8D2K=l(m=l   WV^-D 
K-m 

(in-l)!2 
ra-1 

K K    MU.l.z) 
J     U1V    M(a,1.2D2) (145) 

Differentiating Eq  (145)   term-by-term,  which  is valid due  to  the 

uniform convergence  property,   and  substituting  the  results   into Eq 

(117)  yields 

(a+m) K-m CO     I     K 

t~t   i  L 2 .   m-1 
K=lim=l   (m)ZK_(in_1)(m-l)!am 

K^-a+a)/    =   E   -4-       (146) 
"o 2^! 

where the confluent hypergeometric equation, 

zM,l(a,l,z)+ (l-z^vl^a.l.z) - aM(a,l,z) = 0 (147) 

is subtracted out since the confluent hypergeometric function, 

M(a,l,z), satisfies it identically.  Also the infinite series repre- 

sentation for exp (z/2) is included in Eq (146). 

The terms with an "a" in them cancel out as can be seen by 

K—1 
calculating the coefficient of z   for any K ^ 1 from Eq (146). 

The remaining terms, which do not have an "a" in them, on the left 

K-l 
hand side of Eq (146) should equal the coefficient of z   in the 

series for the exponential.  They do; in fact ;he resulting equation 

after the "a" terms have b, •= n cancelled out is 

Ait. 

* 

I L 
teaBaWA».v^ati,-iakiit 
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K-l 

^-i ~ 2-« 

K-l 

K=l (K-1)!2K~1  K^L (K-DIZ^1 
(148) 

Thus it has been demonstrated that the solution, Eq (145), to Eq (117) 

can be substituted into Eq (117) with .in identity resulting.  The 

solution then does satisfy the differential equation. 

, 

i. 
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Appendix D 

Reduction of the Solution for Zero Through-Flow 
to the Bessel Function Velocity Profile 

Starting with Eq (81) and reversing several of the transforms 

yields 

u, = 
2  dp o    oo 1 K 

R    i exp(-j/XE
2/2) E {  E 'I      AP V dx 

o K=l |m=l 

L .- , /Ä . WR 
1/2 + 7T +   + m 

V     4j  4V/Ä' 
i 

^2K-(m-l>
(m-1)!2m'1 

® 
\      M(a,l,jA) 

(149) 

Looking at the confluent hypergeometric functions, 

lim NKa.lj/Xe2) = lim M(I/2 + ^ + ^- .  1,  j/Xe2    (150) 
Ü ->0 A-^O \ J  Av/A ü ->0 

o 

From the Handbook of Mathematical Functions   (13) 

iimM(ä,b,-z/ä)/r(b) = g1/2-b/2Jb_1(2/S) (151) 

Let 

j 

!    ; 

where 

j/Äe 

- 9 
1 ^ /Ä .   oiR 
2   '  AJ   '  4v^ 

1 + /Ä +   ü)R2 

L2   '   Aj   '   4V/ÄJ 

= - z/a 
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1   ,   /Ä  ,   ü)R2 

+ yr + 
2     »     4vÄ 

-£.e
2[^ + f + J^] 

b = 1 

r(i) = i 

(153) 

(154) 

(155) 

(156) 

, 

Then 

lim 
A+0 Ki 1   .  /K  .   ü)R 

+   "TV   + 
4j 4v/Ä 

,  1,  j/Äe2 ) = lim M(a,l.-z/a) = J  (2/z)       (157) 

Also 

lim z  = -e 
A+O 

4v (158) 

The  result after reversing  some  transforms  is 

lim M^ + ^ +   ^ 
2      4j      4vA 

,  1,  .1/Ae2j = Jo(rj
3/2v4^) (159) 

1 •! 

SLmilarly, 

lim M(y + ß + -^- ,   1,   J/ä) = J   (Rj3/2/^) (160) 
A-K)     V ^       4v/Ä /        0 

Also 

lim exp(-j/Äe  /2)  = 1 

The next  term is 

K 

E 
m=l 

(a+m) 
K-m 

^'K-^I)^
1512

"
1
"
1

. 

(j/A) 
K-l 

(161) 
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In the limit as A ->■ 0, the only terms that remain are clearly 

\ 4WA / K-; m K 

-l|(-)2K_(m-l)(m-1)!2m' 

T>(.i/Ä) K-l 

as all the other terms have a positive power of /Ä in the numerator. 

Remembering that (a)„ = a(a+l)(a+2)...(a+K-1)s one notes that 

U)R 
2 \ 

4v/Ä/] 

will have a factor, (1//Ä)  and thus 

.K-l 

in=l \4v/A/K-m 

has one and only one term with the factor, (1//A) and all other 

terms have a factor, (1//A) , where n < K-l. Thus only one term of 

the sura survives as A "*■ 0, the m = 1 term.  Thus 

K 

lim E 
A^O m=l / (m) ,, , ..(tn-l)^ 

(Tw-X-*   AarA)*-i.(Mty-^ ,2\ K-l/ 
(162) 

Piecing everything together and noting that 

-\2K 

E 
K=l 

(-1)K d /Wc2/v/ 
22K(K!)2 

(j /ja)R2e2/v j - 1 (163) 

which utilized  the  series   representation 

oo     ,  ,, m 2m 

J   (z)   E  -^-^T 
m=0 2     (m!) 

(164) 

AA. . 

i >. 
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where  the -1  in Eq  (163)   comes  from the omitted  first  term (K-0)   in Eq 

(164),  one  finds   the  final  result 

lim ja)u    = " - 77 
u -H) Ko 

o 

,3/2, 

1 - 
J  (rj^V^ÄÖ 

o _^__ 

J   (Rj372/^) o    J 

(165) 

This is exactly the well-known form of the Bessel function 

locity profile for zero through-flow as cited by many authors 

including Nichols (22). 

ve 

I 
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