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This report gives a sumeiary of all the results of the research performed
under the project supported by Grant AFOSR 75—2811. It is important to keep
in mind that the research project supported by this grant began before the
grant support conenenced and is still an ongoing project. This report
concentrates on the results obtained during the period of the grant.

Most of the technical results have been published in the journal articles
and Ph.D. dissertations given in the list of publications at the end of
this report, and the technical details of proofs and algorithms are given
in those publications, copies of which have been forwarded to the AFOSR at
the time of submission for publication. Therefore this report will state
definitions and results in an informal manner, in order to present the
results in a form more understandable by a reader not familiar with the
formalism of research in this field. Instead of repeating the technical
definitions and theorems in this report, we shall concentrate on the
implications and importanc. of the results.

The principal investigator and staff of this project wish to take this
opportunity to.ezpress their gratitude to the United States Air Force for
supporting this research, and particularly for the helpful and encouraging
cooperation of Lt. Colonel George W. Mcgemie , under whose supervision this
project was conducted.

The report is divided into three areas:

1) Formal theory of semantics, language definitions, and phrase
structure languages with semantics . ‘.,—

.~~::~‘..; -o,.
F 2) Formal theory of langui.~. translation. ~~~

-; ~~~~~~~~~~~~~

~ I 3) Open problems for further research. ~~~~ °eq
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1. Porinaj . theory of semantics. language definjtions. and laneuaae.

Formal language theory has been an acknowledged field of theoretical
computer science since at least 1954. And significant contributions have
been made in the theory of syntax. But there have been no general
theoretical models of semantics and of the relation between syntax and
semantics. Numerous concrete models of particular semantics have been
developed (Ref s. 1—8), but none are abstract enough to match the generality
of our formal models of syntax. On the other hand, a general theory of
translation requires a comprehensive theory of both syntax and semantics.
Consequently, one of the major efforts in this project was to develop a
general theory of semantics for phrase structure gramears. Because it is
so foundational to the rest of the research in this project, the semantic
model has evolved during the entire .project, and it is still being
developed and refined. However, certain basic definitions for semantics
which were developed during the period of funding by the grant appear to be
fundamental, and have led to the beginnings of a general, cohesive theory
of linguistic description and language translation. The following outlines
the basic theoretical developments and results in this area.

The chief contributions of this portion of the research project have been
to give precise formal definitions for the basic concepts in semantics, and
to force a rethinking of certain established concepts in the area of formal
language theory—in particular, the concepts of “phrase”, “sentence”,
“syntactic contextual dependence” , “ambiguity”, and “language”. We will
explain these points in more detail later itt this section of the report.

The following is an outline of the developments and results in this area:

1) We have developed the first formal general theory of semantics for
phrase structure languages.

2) The theory states precisely~

• what meaning is,

• how meaning is specified in a linguistic description,

.juat what the relationship is between syntax and semantics,

• how meaning is computed as a function of both syntactic and
semantic information.

3) The theory includes a theory of semantic context and
context—sensit ive semantic functions which shows :

•h ow syntactic and semantic context differ ,

• how synactic a*d semantic context may be interdepend ent ,

e how both syntactic and semantic contex tual infor mation affect
the meaning of a phr as. or sentence .

4) Th. theory prov ides precise definitions of syntactic and semantic
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structure and syntactic and semantic ambiguity which shows:

.hov syntactic and semantic ambiguity are distinct but related
properties of language,

•how a partial knowledge of one kind (syntax or semantics) may
be used to resol- e ambiguities of the other kind—a process
extremely important in reducing the processing time of language
understanding .nd translation systems.

5) Given the formal definition of phrase—structure semantics, we
specify a formal definition for language definitions (or in the parlance of
linguistics, of “linguistic descriptions”). A phrase structure language
definition is a phrase structure grammar toge the r with a phrase structure

I semantics. A language definition may have an unrestricted ,
context—sensitive, context—free, or regular syntax and a context—sensitive
or context free semantics.

6—) The formal definition of “language definition” gives rise to
precise definitions for phrases, sentences, languages, and the set of
meanings of a phrase or sentence. The definitions of phrase, sentence, and
language differ from the standard definitions in classical formal language
theory because our language definition system now has a semantic component.

I Phrases and sentences are no longer just the frontiers of certain syntax
structures, but the meaningful frontiers of these structures. In addition
to the usual syntactic criteria, a string of symbols must satisfy certain

I semantic criteria in order to be a phrase or sentence. A language is not
I just a set of sentences generated by a grammar, but the set of sentences

(meaningf ul sentences of the grammar) together with their meanings assigned
• by the semantics. In other words, the language of a linguistic description
I is the set of ordered pairs , (s,in), where s is a sentence of the grammar

and m is one of the meanings of a assigned by the semantics.

1 7) The hierarchy of grammars and the two different kinds of semantics— context—free and context—sensitive — give rise to a hierarchy of
linguistic descriptions ranging from the most general (unrestricted syntax

f and context—sensitive semantics) to the most restricted (regular syntax and
context—free semantics). A number of fundamental issues in theoretical
linguistics arise when we consider in just what since this apparent
hierarchy of linguistic descriptions is a true hierarchy. Some of these

J issues are further outlined below.

8) The form al definition of language definitions gives rise to a
number of ways in which language definitions are related . To begin with ,
there are the two classical relations on gra mears suggested by Cho.sky:

- 
weak equivalence and strong equiva lence. However a number of other

J relations suggests themselves given that we have a riche r model of language
definitio n. The following seem relevan t at the present time. Suppose D
and D’ are lan gua ge definitions.

— •V.ak ~~u1v*1.nep~ D and D’ are weakly eouiva] ant if f they
define th. same language.

[ •$trong equivalenc e. D and D’ are stron gly equ ivalen t if f they

‘-
~~~~ ~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~ — - 

~~~~~~~~~~~~~~~~~~~~~~ 

_ rt_,, — -
~~~~~~ — — —— —

~—~~
.------- - - - -



4

define the same set of linguistic structures — i.e., the same
set of syntactic structures and the same set of semantics
structures for each syntactic structure.

Tree equivalence. D and D’ are tree—equivalent if f they define
the same set of skeleton syntax trees. By skeleton syntax
t rees we mean the following: In phrase structure linguistics,
every syntactic structur e is either a tree or a tree augmented
with certain context—sensitive structure. Thus, the underlying
phrase structure is always tree—like . If one starts with an

I arbitrary syntactic structure and eliminates all the
I context—sensitive structural information , one is left with a

data structure which is a tree that shows the underlying
i phrasal relationships of the original sentence. We call this
I underlying phrase structure the skeleton tree of the original

syntactic structure. Thus, tree—equivalent language
definitions define the same phrase structural relationships,

I but may do so by means of different context sensitive
mechanisms. Since the basic phrase structures of a language
seem intuitively to be more fundamental than the context

I restrictions , tree equivalence seems to be an important
I relation on language definitions.

‘Strong tree equivalence. D and D’ are strongly tree—eauivalent
if f they are tree—equivalent and assign the same semantic
structures to each skeleton tree. Language definitions which
are strongly tree—equivalent define the same phrase
relationships and assign the same meanings to tree—equivalent
sentences.

I Obviously, other relations are definable as well . But these four have
I turned out to be useful in the research go far A little thought will show

that strong equivalence refines strong tree—equivalence, which refines both
tree—equivalence and weak equivalence. However, neither weak equivalence
nor tree—equivalence refine each other, in general.

9) Now we can say more about the hierarchy of language definitions.
Certain types of language definitions have turned out to be important, so
vs have given them special names. In particular, a language definition is~

•gen.ral if it has an unrestricted syntax and context—sensitive
semantics,

• ~~~~~~~~~~~ if both its syntax and semantics are context—free,
and

•zuMIIL.if its syntax is regular and its semantics is[ context—free.

A major (and counteru.intuitive) result is the following:

I ~~~g~g~ : Every language definable by a general langua ge
definition 1. also definab le by a regular language

I definition.
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This theorem means that, in terms of language definition power, theI hierarchy of linguistic descriptions is not a true hierarchy. Any language
that can be defined by any phrase structure linguistic description can be

- defined by the simplest (or weakest) linguistic description!

10) A similar but more important result is the following:

I Theorem: If D is a general language definition, there is
1 a context—free language definition D’ with the property

that D and D’ are tree—equivalent and weakly equivalent.

I This theorem seems to make an important statement in linguistic theory:
that any language definable by a general phrase structure language
definition (having a context—sensitive or unrestricted syntax and a

I context—sensitive semant ics) can also be defined with a context—free syntax
and context —free ~emantics ! And the context—free definition will not alter
the basic phr ase — structure of the language ! This result gives us the

I Important fact that, in ter ms of language defin ition power ,
I context—sensitiveness is not necessary! It is always possible to define a

language without context—sensitive rules without altering its basic phrase
I structure! Such a result is extremely counter—intuitive. In fact, the
I proof of the theorem is constructive and shows just how to convert

context—sensitive information to context—free information.

I This result says, in effect, that in deciding whether a particular property
of a language should be treated as a context—free or context—sensitive
property, or whether it should be treated as a syntactic or semantic

I property, the criteria to be used do not deal with definitional or
I generational power, but must refer to other aspects of linguistic or

computational issues. This point leads naturally to a number of open
I questions about the nature of language and linguistic descriptions, which
I are mentioned in Section 3 of this report.

2. Formal theory of language translation,

There hay, been several attempts at a formal characterization of language
translation — notably sequential transducers and gain mappings (Ref. 9), g

I me maps (Ref. 10) and the study of syntax—directed translations in Ref s.
11—13.

However, none of these models incorporate any concepts of semantics, and
I therefore fail to get at the essential requirement of a translation — that

it be meaning—preserving.

( Given our formal model of linguistic definition with explicit syntax and
sasntics, a formal theory of translation developed itself naturally . The

- 
chief results are outlined her.: 

-

1) The first task was to formulate a sensible definition of
“t rans lation ”. This is straightfo rward only when the source and targe t
languages are ui~ambiguous and each sentence has a unique .saning. For
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ambiguous languages and languages with many sentences sharing common
- meanings, several definitions suggest themselves. The following is a

catalog of some. Let L be a source language and L’ a target language.

I • An or9,nary translation (or just “tran~lation” for short) from
I. to L is a function on L to ~~ which assigns to each member
(s,m) of L the set of all members (s’,m’) of L’ where in — in ’.

A full translation from L to I..’ is a function which assigns to
each member (s, in) of L the set of all members (s’, ni’) of L’

I where ~ —

Note that in our sense of translation, we are given both the source
• sentence and it~ meaning. Intuitively, it doesn’t make sense to consider

translating if you can’t figure out the meaning of what you are trying to
translate.

I 2) If one considers translation as a process or procedure, two
fundamentally different strategies suggest themselves at once:

I ‘semantic—driven translation — a procedure which, given a source
I sentence a and its meaning in uses the semantic rules of the

source and target languages to pr oduce one (or more) sentences

I in the target language having the same meaning.

.pYntax—driven translation — a procedure which, given a source
sentence a and its meaning in uses the syntax rules of the

I source and target languages to produce one (or more) sentences
in the target languages having the same meaning.

1 3) One of the most important results of our research is to show the
I existence of a particular class of translators (which we call “table

translators”) which have the following properties (our results on table

1 translators were published in Ref s. 14—16):

• They are defined on languages defined by context—free language
definitions.

• No semantic computation is performed during the translation.

I This is a very important feature, since semantic functions can be
arbitrarily complex. In fact it is this featur , of tree translators which
enab les th. next property .

I • They perform ordinary translation by first parsing the input
sentence and then tran slatin g the parse tree. Thus, we can
divide their computation t im, into :

parsing time + actual translation tins.

‘The actual tr anslation tim. is a linear function of the length
of the input sentence! The coefficients of the function depend

of the source and target languages, not on

- — —~~~~~~~~~~~~~
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This property makes table translators fast as translators go, since any
sequential translator must read the input, a process which alone takes
linear time. In fact, it is hard to conceive of a translator operating in
a sequential manner which can run faster. Since context free languages can
be parsed in cubic time or less, then, if the input sentence is
syntactically and semantically valid, translation can occur in no worse
than cubic time!

‘The class of languages for which tree translators exist is the
entire class of phrase structure languages for which any
computable translation exists!

The last two properties of tree translators make their discovery rather
remarkable. We have found a translation method which can be used on any
phrase structure language pair for which a computable translation exists,
and which runs in linear space and in the time it takes to parse plus an
increment which is a linear function of the input!

4) It could appear at first reading that the discovery of the table
translator “solves” in some sense the language translation problem. But,
of course, it doesn’t. This development really points out more exactly
what the translation problem is. In the first place, the fact that actual
translation time is linear is a little misleading, since the coefficients
of the linear function depend on the number of entries in the syntax table
driving the translator, and this can be huge. The real translation problem
is uot performing the translation, but finding the translation — that is
to say, the right set of rules for driving the translation.

Our project has studied this problem in some detail, and it is yet today
one of the chief efforts in the project. During the period of this grant,
we have approached this problem from different perspectives:

i) Integrate the strategies of semantic—driven and
syntax—driven translation.

ii) Study the problem of generating table translators from
given linguistic descriptions of source and target languages.

These efforts are discussed in (5) and (6) below:

5) Refs. 17 and 18 report the results of a stud y integrating
semantic—driven and syntax—driven translation strategies. A hierarchy of
translators is defined with increasing translation power and which exhibit
improved computation time for certain classes of languages. Sons very
important issues were uncovered during this study which need further
development — in particular:

• The Concept of “semantic deviance”, its role in the translation
process and the effect of its presence on the computational
complexity of translation.

• The interplay of semantic snd syntax considerations during the
translation process, and how they can be best balanced to

I
- ~~~~~~T. ~~~~~~~JUWJ W ~~~~~~~~~~
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I reduce translation time.

Our papers report some results in these areas, but more work needs to be
done.

6) The research in the area of producing translators from linguistic
descriptions has not yet been reported in the literature because we have as

I yet only a few results, The results we have are given here. Suppose 0 and
0’ are two linguistic descriptions, and we wish to produce a syntax—driven
translator from the language of D to the language of D’, driven by the

I gramoar rules of D and 0’:

• Such a translator (using the given linguistic definitions 0 and
f l h )  may not exist, even though there may be other definitions

I for the same languages for which such a translator does exist.

‘It is undecidab le, in general, whether such a translator
I exists.

• It is undecidable, in general, whe ther any computableI translation from the source to the target language exists.

• If a computable translation does exist, then a syntax—driven
I translator (in fact, a table translator) exists for (and is
U defined by) some pair of definitions D” and D” for the

language.

I ‘There is, in general, no effective way to construct from D and
0’ the pair of definitions D” and 0” which define the table

1 translator.

• We have an algorithm which, given a pair of definitions, will
produce the table translator defined by the definitions on
their languages, provided such a translator exists.

The development of this algorithm appears to be an important contribution
of this research, and has led to several further areas of study discussed
in Section 3 of this report.

- 

- 

3. Open problems.

1) The implications of the theorem given in item (10) of Section 1 are
important in linguistic theory , language design , and will have practical
implication, for the efficiency of language processes. The fact that the
very model of language which established a formally distinct syntax and
semantics leads to the proof that there are not theoretical reasons in the
model for making any particular linguistic property either syntactic or
semantic — this fact — has important philosophical implications for

I linguistic theory. Just what are the right criteria f or deciding whether a
- given property should be treated syntactically or semantically? We know

that, for a given language, some definitions seen to be “better” in someI sense than other.. Why? Parsimony? Computational complexity of parsers

I
J .

~~~~~~~~
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and/or inter-pre tors? Complexity of the definition itself? There is much
research to be done in this area.

2) A related question deals with a process we call evaluation. Now
that we have a formal model of language which explicitly incorporates
semantics , we can talk about the process of evaluating the meaning (or
meanings) of a sentence. Evaluation is the function which computes for a
given sentence a all its meanings. Given the semantic context, an
evaluation gives all the meanings assigned by the semantics to s within
that context. In our model, evaluation is the analogy of parsing in
classical formal language theory, and we need a formal study of evaluation
similar to the study of parsing. Of particular practical interest is the
question of how to coordinate the use of syntactic and semantic information
during the evaluation process in order to minimize overall evaluation time
by reducing backtracking and resolving ambiguity. We need to study the
question , When and how should syntactic/semantic information be used to
resolve ambiguities encountered during the evaluation process?

3) Item (5) of Section 2 describes our results in a study of
translation srategies integrating semantic and syntactic—driven
strategies. The results so far are interesting and satisfying, but more
work needs to be done. Our studies so far have identified a hierarchy of
techniques which vary in the classes of languages they will translate. But
the important issue is to understand the nature of the trade—off between

P the use of syntactic and semantic information during translation so as to
minimize the time and space cost of translation. It is desirable to find
semantic and syntax—directed translation schemes for a significant class
of languages (say, the context—free or even the context—sensitive
languages) which run in polynomial time with small coefficients and in
polynomial space.

4) The immediate open problems in the area of translator generation is
the following:

i) What is a good upper bound on the problem of generating a
table translator from source and target language definitions?

ii) Identify significant and useful classes of languages for
which table translators running in polynomial time and space can
be generated in reasonable time.

A host of further problems suggest themselves, as a result of this
research. It is the author’s opinion that, as a result of this grant,
fundamental issues in the theoretical nature of syntax and semantics have
been identified and defined in such a way that we can now study in a
careful and precise way the nature and interrelationships of syntax and
semantics , the nature of meaning and semantic evaluation of phrases and
sentences within a context, the nature of ambiguity and techniques for its
resolut ion , th. theoretical nature of translation and the r ules of
syntactic and semantic knowledge in the translation process , and the
complexity and generality of the translator generation process. This
project has established a foundation on which much future research in
semantics and translation will depend.

n~~ -w ~~~~~~~~~ 
- 

~~~~~~~~~~ 
- ~~~~~~~~~~~~~~~~ r~~~~~~~~r ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~+~~~

_-
~
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~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
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