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SUMMARY 

The difficulty of the medical diagnostic task and the advantages of the computer as an 
aid in this task are discussed. The general strategy and structure of any computer- 
aided system is presented, and the relationship of diagnostic accuracy to key variables 
involved in the development, test and use of a computer-aided diagnostic system is 
examined. These variables include: the computer algorithm, the source of the in- 
formation used to develop the data base, the number and type of diseases under 
investigation, the number and type of indicants used, the source of the test sample, 
and the source of the validated diagnosis. A table o/58 empirically tested computer- 
aided medical diagnostic systems is presented; each system is summarised in relation 
to the variables mentioned above and diagnostic accuracy. 

SOMMAtRE 

On discute de la difficulte du travail de diagnostic medical et des avantages de 
Vordinateur en tant qtf auxilliaire. On decrit la Strategie generate et la structure de 
tout Systeme ä ordinateur auxilliaire puis on examine la relation entre la precision 
du diagnostic, les variables fundamentales impliquees dans la conception, l'essai et 
Vutilisation cfun Systeme ä ordinateur auxilliaire. Ces variables comprennent: les 
algorithmes de calcul, la source ^information utilisee pour construire la base de 
donnees, le nombre et le type des maladies etudiees, le nombre et le type des indica- 
teurs, la source de Vechantillon d'essai et celle des diagnostics confirmes. Onpresente 
un tableau de 58 systemes de diagnostic medical ä ordinateur auxilliaire; on decrit 
rapidement chaque Systeme en tenant compte des variables signalees plus haut et de 
la precision du diagnostic. 
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1.  INTRODUCTION 

Medical diagnosis is a difficult and complex task largely empirically based and 
poorly understood as an intellectual task. The gap between the information which 
exists for diagnosis and that accessible from memory is difficult to close even for a 
highly trained general practitioner with substantial daily exposure to many 
disorders. The computer-based systems described in this review were created to 
help the physician bridge this gap. 

The impetus for this review comes from the still greater problem that arises 
when an individual trained in the allied health sciences must serve in a position 
normally assigned to a physician. The Navy hospital corpsman assigned to 
independent duty aboard a submarine is such an individual. As the only person 
aboard the submarine trained in medical science, he is totally responsible for 
solution of all medical problems that arise. Paradoxically, the youth and general 
good health of the crew aggravate the problem of diagnosis for the corpsman by 
severely limiting his practical experience with serious disease. The lower levels of 
training and experience of the corpsman relative to the physician imply that 
properly designed computer-based aids to diagnosis should be particularly useful 
in the corpsman's practice of submarine medicine. 

The development of computer-aids to medical diagnosis has been enhanced 
by the fact that the computer has several inherent capabilities which seem ideally 
fitted to medical problem-solving. Paraphrasing Gorry and Barnett (1968), the 
principal advantages of the computer are its ability to: store large quantities of 
data without distortion over long periods of time; recall data, on receipt of the 
appropriate message, exactly as stored; perform complex logical and mathe- 
matical operations at very high speed; and display many diagnostic possibilities 
in an orderly fashion. A computer-aided diagnostic system could incorporate 
features to offset other limitations experienced by human diagnostic problem 
solvers. The limitations of man as an effective problem solver have been repeatedly 
demonstrated (Streufert, 1970; Newell and Simon, 1972; Janis and Mann, 1977). 
Newell and Simon (1972) found the limited capacity of short term memory to be a 
major deterrent to effective problem solving. It has been noted (Streufert, 1970) 
that in seeking and selecting data to evaluate an on-going situation men tend, on 
one hand, to gather information indiscriminately, resulting in an accumulation 
of more information than can be used effectively in problem solving, and on the 
other hand, to restrict search to only a limited subset of the alternatives relevant 
to the problem at hand. Janis and Mann (1977) have discussed the problems 
encountered by man as'... a reluctant decision maker—beset by conflict, doubts, 
and worry, struggling with incongruous longings, antipathies, and loyalties...'. 
In addition to compensating for the human limitations discussed above, computer- 
aided diagnosis promises needed insight into physicians' thought processes 
(Pauker et al, 1976) and a resulting better understanding of the human diagnostic 
process. 
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While most computer-aided diagnostic systems have not been developed beyond 
the experimental stage, preliminary results indicate that the computer can be a 
useful diagnostic aid to the physician. The ability of many computer aided systems 
to empirically diagnose diseases as well as the average physician demonstrates 
that the computer does in fact possess those capabilities mentioned earlier which 
make it well suited as an aid in the diagnostic decision making process. 

Although many different approaches and strategies have been employed to 
accomplish computer-aided diagnoses, the basic .configuration of a typical 
system is well-defined. The components involved in developing, validating and 
using a computer-aided diagnostic system are shown in Fig. 1. The components 
include the computer data base, the computer algorithm, and an interactive 
program for communication between the machine and the user (i.e., physician, 
corpsman). The computer data base consists of disease-symptom relationships, 
disease probabilities, and depending on the particular system, other medical 
information pertinent to diagnoses and treatment of the particular diseases 
involved (i.e., drug interactions, further diagnostic tests). The computer algorithm 
is composed of the logical or statistical processes used to derive a solution to a 
diagnostic problem from the information included in the data base and the in- 
formation obtained from the new patient through history, physical exam, labora- 
tory tests, etc. An interactive program for man-machine communication aUows the 
user who is unfamiliar with computer programming to interact with the computer 
in order to input the necessary patient information and to obtain the diagnostic 
output generated by the computer. In a well-planned system this interaction can 
include much more than simple data input and diagnostic output, as the user 
should be able to question the logic and data on which the computer bases a 
certain decision, or clarify a particular medical definition or laboratory procedure. 

In the experimental stage of development, the accuracy of the computer gener- 
ated diagnoses must be validated. Therefore, in addition to the major components 
of the computer-aided system already discussed, an external diagnosis and feed- 
back loop is needed. By obtaining independent diagnoses from the most reliable 

COMPUTER 

RULE 
STRATEGIES 

DATA  BASE 
(disease-symptom 
relationships, disease 
probability, etc.) 

I- 
ALGORITHM 

(rules for making 
diagnostic decisions) 

Fig. 1.   Typical configuration of a computer-aided diagnostic system—development, test, and use. 
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source external to the computer system; one can assess the validity of the computer 
generated diagnoses. By using the validated disease-symptom information 
obtained from each new patient to update the data base, the system becomes 
dynamic and self-correcting. 

While the basic external configuration of computer-aided diagnosis presented 
in Fig. 1 fits most present systems, the actual structure and content of the individual 
components vary greatly from system to system. There are enough computer 
diagnostic system applications differing in their internal structure and content, 
and in the results they produce, to make a summary and general comparison of the 
literature worthwhile. This may provide a basis for further development of com- 
puter-aided diagnostic techniques. This review concentrates specifically on 
reports which include empirical tests of a working computer diagnostic system. 
There is substantial literature which is primarily concerned with theoretical issues 
relevant to computer-aided diagnosis (Ledley and Lusted, 1959; Gorry and 
Barnett, 1968; Lusted, 1968; Croft, 1972; Gorry, 1973; Fisher et ai, 1975) which 
will not be covered here. The ability of a computer system to generate a state-of- 
the-art or better diagnostic accuracy is crucial to one concerned with the im- 
plementation of such a system. For this reason, the factors which seem significant 
for the implementation of an effective diagnostic system are summarised for each 
empirically tested system reviewed. The factors included in this summary analysis 
are: the computer algorithm; the source of the computer data base; diseases 
included in the data base; type and number of indicants (history, signs, symptoms, 
tests, etc.) included in the data base; the source of the test sample; and the method 
of validating the computer diagnosis. The diseases included in the data base are 
summarised in three ways: the general disease class to which they belong according 
to the International Classification of Diseases, Adapted for use in the United 
States—Eighth Revision (ICDA); the specific disease category or major symptom 
which best describes the disease problem explored; and the actual number of 
diseases included in the system. In addition, the first author, the year, and the 
diagnostic accuracy of each study are reported. 

Fifty-eight studies have been reviewed in relation to the factors mentioned 
above. This review has been summarised in the Appendix. Each factor and its 
relation to diagnostic accuracy will be discussed individually. 

2.  THE COMPUTER ALGORITHM 

The computer algorithm is considered by most researchers to be the heart of the 
computer diagnostic system. Many algorithms have been proposed, differing in 
their basic assumptions, method of attack, data requirements and adequacy of 
simulation of the diagnostic thought process. Although algorithm nomenclature 
is inconsistent from author to author, and it is difficult to accurately categorise 
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many algorithms, it is useful to dichotomise computer diagnostic algorithms for 
purposes of discussion. Algorithms will be referred to here as statistical or logical. 
Statistical refers to algorithms which calculate the most likely diagnosis from 
explicit statistical analysis of disease-symptom frequencies and disease pro- 
babilities. Logical refers to algorithms which usually proceed in a sequential 
branching fashion; a decision is made at each step based on a logical 'if A, then B' 
or similar type reasoning. This type of algorithm generally simulates the human 
diagnostic process more closely than the statistical models do. Although it has 
been argued that logical models are ultimately based on the statistical experience 
of clinicians, and in this sense are 'statistical' (Fisher et al., 1975), we feel the 
absence of explicit statistical computations in these models makes them cate- 
gorically different from those models generally referred to as 'statistical'. 

2.1   Statistical approaches 
Statistical approaches dominate the literature in computer-aided diagnosis. 

Three of the most common statistical models are: conditional probability based 
on Bayes' theorem; linear discriminant functions; and matching procedures. 
Conditional probability based on Bayes' theorem is the simplest and most widely 
used computer algorithm. A basic form of Bayes' theorem is: 

p(D/sy- 
P{S/D) x P{D) 

"      PW~ 
(1) 

where P denotes the probability of occurrence, S represents all data about a 
patient in terms of symptoms, signs and diagnostic tests, D represents a disease, a 
set of diseases or a normal health state, and the notations P{D/S) and P{S/D) 
signify the probability of D given S and S given D respectively (Lusted, 1968). 
Strictly speaking, Bayes' theorem requires that P(D), P(S), and P(S/D) be derived 
from subjective estimates. In practice, there is substantial disagreement between 
investigators, the values being derived subjectively for some systems and based on 
empirical data for others. 

Linear discriminant functions, originally developed by Fisher (1936) for applica- 
tion to a taxonomic problem, basically distinguishes to which of 2 possible groups 
an individual belongs. This discrimination is based on a set of normally distributed 
measurements. In applications to medical diagnosis this discriminant function is 
calculated so as to give the lowest possible probability of misdiagnosis. Croft and 
Machol (1974) point out that there are a number of discriminant functions in use, 
including linear discriminant functions and Bayes' conditional probability, which 
are very similar both in their theoretical assumptions and empirical results. 

Matching procedures basically compare a patient's symptom profile with every 
one in the data base or a calculated average symptom profile representative of 
each disease in the data base. The most common of the matching procedures 
involves the assignment of a weight to each symptom for each disease. The 
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symptoms of a new patient are then summed according to their weight for each 
disease. The disease which produces the largest ratio of the patient's weighted 
symptoms to the weighted sum of all characteristics for that disease is considered 
the correct diagnosis. This general procedure is referred to by a variety of names, 
the most common of which is weight summation (Birk et af., 1974). The strategy in 
assigning weights to symptoms and the precise calculations used to determine the 
final diagnosis vary from study to study, but the general procedure is the same. 
Matching models also include a variety of other procedures such as template 
matching, and pattern recognition. The almost careless use of terms by some 
authors creates a major problem in analysis of the literature. Standardisation of 
algorithm nomenclature is sorely needed. 

2.2   Logical approaches 
Logical algorithms include flow charts, sequential questioning methods, and 

decision tree approaches. These methods all have the same basic structure and will 
all be generally referred to as decision tree models in this review. Basically, a 
decision tree model is patterned after the classical differential diagnostic procedure 
and consists of a sequence of questions or test nodes, decision nodes, and binary 
branches. Typically, 2 alternatives are possible at each question or test node, and 
the alternative chosen automatically leads to a specific branching logic and particu- 
lar questions, tests, 'and decisions in the tree structure. Test results required, 
questions asked, and conclusions made are determined by the individual or 
collective knowledge of the designers. This knowledge, or data base, is gathered 
either from real life incidence data or from opinions and estimates gained from 
various sources. It need not be as extensive as a statistical algorithm data base. 

The theoretical aspects of some of the proposed algorithms have been extensively 
reviewed (Croft,. 1972; Croft and Machol, 1974; Fisher et at, 1975). In addition, 
specific theoretical problems have been addressed by others. Rector and Ackerman 
(1975) discussed the advantages and disadvantages of a sequential vs. non- 
sequential decision model. Since both the human diagnostic process and disease 
manifestation are sequential, it is argued that computer-aided diagnosis should be 
sequential. Norusis and Jacquez (1975a, 1975b) discussed the problems met when 
assuming independence of symptoms with Bayes' conditional probability. They 
argued that models which assume independent symptoms necessarily produce a 
substantial increase over the minimum misclassification rate when even small 
symptom dependencies exist. They proposed practical alternate models which 
take into account the dependence of symptoms. Gorry et al. (1973) discussed the 
costs of misdiagnosis in their program for management of acute renal failure. They 
observed that most models assume symmetrical costs of misdiagnosis, even 
though some misdiagnoses are obviously more costly than others, both monetarily 
and from the standpoint of patient well-being. 

In our review of computer diagnostic applications (see Appendix), it was found 
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that 60% of all the studies used an algorithm based on Bayes' theorem. Algorithms 
based on Bayes' theorem, linear discriminant functions, matching procedures, and 
decision trees accounted for nearly 90% of all systems reviewed. 

Studies which compare different algorithms used in computer diagnosis generally 
fail to show significant differences in relation to diagnostic accuracy when all 
other factors are held constant. A comparison of a Bayes' model and discriminant 
functions analysis on patients with upper abdominal pain (Scheinok and Rinaldo, 
1968) reported a 1% difference in diagnostic accuracy. Birk et al. (1974) compared 
Bayes' probability with a weight summation model and found a difference of 4% 
in diagnostic accuracy. These trends are supported by most of the studies testing 
the accuracy of more than 1 algorithm on the same set of data (Boyle et al., 1966; 
Nordyke et al., 1971; Fleiss et al., 1972; Hirschfeld et a!., 1974). The general 
finding that several algorithms work equally well in relation to the accuracy of the 
system is best documented by Croft (1972). In comparing 10 statistical algorithms 
used in computer-aided diagnosis on the same set of data, Croft found a 13% 
difference in diagnostic accuracy. He considered this difference insignificant in 
relation to the diagnostic differences caused by other factors in computer-aided 
diagnosis. 

The effect of other factors on diagnostic accuracy becomes apparent .when one 
notes that similar algorithms, when applied in different studies to different sets of 
data, yield drastically different diagnostic accuracies. Reports using Bayes' 
theorem varied in accuracy from 57% obtained by Meerten et al. (1971) in the 
diagnosis of asthma, asthmatic bronchitis, chronic bronchitis and emphysema to 
100% obtained by Wilson et al. (1965) in the diagnosis of gastric ulcers and by 
Spicer et al. (1973) in the diagnosis of Crohn's disease and proctocolitis. Studies 
using linear discriminant functions varied in accuracy from 49% obtained by 
Ross and Dutton (1972) in the diagnosis of upper gastrointestinal diseases to 100% 
obtained by Spicer et al. (1973) in the diagnosis of Crohn's disease and procto- 
colitis. Differences in the number and type of diseases diagnosed probably are 
the major cause of cross-study variability in diagnostic accuracy. The consistency 
of diagnostic accuracy when using different algorithms on the same data, com- 
bined with the variability found in using the same algorithm on different data, 
suggests that selection of the appropriate algorithm in itself does not guarantee 
development of an effective computer-based diagnostic system. 

3.  THE COMPUTER DATA BASE 

Factors to consider in constructing the computer data base are: the source of 
information for the data base; the diseases included in the data base (ICDA class, 
disease category and number of diseases); and the number and type of indicants 
to be used. 
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3.1    Source of information 
The source of information for the data base is of major significance, since its 

accuracy has a direct influence on the accuracy of the diagnostic system itself. 
Among the possible sources of the computer data base are: medical textbooks; 
physicians' and experts' opinions and estimates; and hospital and emergency 
room medical records, Using a Bayes' algorithm, Birk et al. (1974) and Leaper 
et al. (1972) reported that with all other factors held constant, data bases generated 
from medical records produced more accurate diagnoses than those generated 
from physicians' opinions and estimates. Leaper et al. (1972) reported a diagnostic 
accuracy of 91.1% with a data base generated from medical records, and 82.2% 
with a data base generated from physicians' estimates and opinions. Birk et al. 
(1974) reported accuracies of 84% and less than. 70% under the same respective 
conditions. This gives strong support for a data base generated from medical 
records. Gustafson et al. (1971) give evidence, however, that a data base developed 
from subjective probabilities performs as well as a data base developed from 
actuarial probabilities, and requires less time and cost for development. 

When using real-life data, it is preferable to use as large a sample as possible to 
assure that the disease-symptom frequencies computed for each disease are based 
on a sufficiently large number of patient records. However, gathering a sufficiently 
large data base is often an arduous and time consuming task. If the medical 
records are collected retrospectively, as is the case in most studies, they are often 
non-standardised, incomplete and difficult to interpret. If collected prospectively, 
the medical data can be recorded on standardised forms, eliminating the problems 
inherent in retrospective collection. Unfortunately prospective medical records 
can be collected only as fast as patients With the diseases under study are admitted 
to a particular medical facility. 

3.2   Diseases included in data base 
(a) ICDA class; Computer diagnostic systems have been applied to a wide 

range of disease categories. We have used the ICDA to categorise disease areas 
covered in the literature. The articles reviewed in this report span diseases included 
in 12 of the 17 major disease classes of the ICDA (Table 1). Although a wide-range 
of diseases is addressed in the aggregate by the reports reviewed, each individual 
computer diagnostic system typically includes a very narrow range of diseases, 
usually involving only one ICDA class. Only 2 articles reviewed attempt to diag- 
nose a wide range of disease spanning several disease classes (Brodman and Van 
Woerkom, 1966; Birk et al, 1974). Further, computer diagnostic systems developed 
to date have concentrated on a very small number of ICDA classes; 35 of the 54 
articles reviewed involve 3 of the 17 ICDA classes. Thirteen studies deal with 
class III.—Endocrine, Nutritional and Metabolic Diseases, 10 studies involve 
class V.—Mental Disorders, and 12 studies explore class IX.—Diseases of the 
Digestive System. 
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TABLE 1 
NUMBER OF ARTICLES IN COMPUTER-AIDED DIAGNOSIS RELATING TO EACH ICDA CLASSIFICATION. 58 STUDIES 

ICDA classification Number of studies 

I Infective and parasitic diseases 0 
II Neoplasms 0 
III Endocrine, nutritional and metabolic diseases 13 
IV Diseases of the blood and bloodforming organs 2 
V Mental disorders 10 
VI Diseases of the nervous system and sense organs 1 
VII Diseases of the circulatory system 5 
VIII Diseases of the respiratory system 2 
IX Diseases of the digestive system 12 
X Diseases of the genitourinary system 2 
XI Pregnancy, childbirth and the puerperium 1 
XII Diseases of the skin and subcutaneous tissue 3 
XIII Diseases of the muscuioskeletal system and connective tissue 1 
XIV Congenital anomalies 0 
XV Perinatal morbidity and mortality conditions 0 
XVI Symptoms and ill-defined conditions 4 
XVII Accidents, poisonings and violence 0 
Studies relating to a wide range of diseases 2 

58 

It is of interest to note that within the 3ICDA classes investigated by a significant 
number of studies, there is a marked correlation between the disease class and the 
kind of algorithm used to make the diagnoses. The major algorithms applied to 
disease classes III and IX are Bayes' probability and discriminant functions, while 
the decision tree is the most frequently used algorithm in studies of ICDA class V. 
Perhaps the choice of algorithm is, and should be, determined by the reliability 
of diagnosis for the disease studied. The statistical algorithms, which require 
extensive, detailed data bases, intuitively seem more appropriate for well-defined 
disease problems, while the more heuristic less formalised logic of the decision- 
tree type models seem better suited for disease categories which are not distinctly 
defined in terms of disease differentiation and disease-symptom profiles. 

(b) Disease category andnutnber of diseases: In the Appendix, disease category 
and number of diseases are treated separately, but for purposes of discussion it is 
convenient to combine them. The relationship of the disease category and number 
of diseases to diagnostic accuracy is not unique to computer-aided diagnoses. The 
fewer diseases and the more distinguishable they are from each other, the higher 
the resulting diagnostic accuracy, whether diagnosed by physician or computer. 
In computer diagnosis, the relationship of the type and number of diseases included 
in the data base to diagnostic accuracy becomes apparent in comparing studies 
which attempt to deal with a small number of diseases which are well-defined to 
studies which address a larger number of less well-defined diseases. Five studies 
which diagnose the metabolic status of thyroid dysfunction range in accuracy 
between 85% and 97%, while 6 studies involving diagnosis of abdominal pain 
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TABLE 2 
COMPARISON OF COMPUTER-AIDED DIAGNOSIS STUDIES~ABDOMINAL PAIN VS. THYROID DYSFUNCTION 

Number Diagnostic 
possible accuracy 

Study Algorithm diagnoses (JO 
Abdominal pa in 

de Dombal, 1972 Bayes 8 91.8 
de Dombal, 1975 Bayes 6 77-85 

(depending on 
information 
available) 

Horrocks, 1975 Bayes 4 85.4 
Rinaldo, 1963 Bayes 6 52 
Ross, 1972 Discriminant functions 8 49 
Scheinok, 1968 Bayes 

Discriminant functions 
6 57 

56 

Thyroid dysfunction 
Fitzgerald, 1966 Bayes 3 97.2 
Nordyke, 1971 Bayes 94.0 (Stage 

Discriminant functions 3 94.3 IV 
Pattern recognition 84.8 Scores) 

Oddie, 1974 Bayes 3 96.8 
Overall, 1963 Bayes 3 93.3 
Winkler, 1967 Bayes 3 93 

vary in diagnostic accuracy between 49% and 92% (Table 2). The generally higher 
accuracy of the thyroid studies is assumed to be due to the smaller number of 
diseases and greater, distinguishability among the diseases involved. 

Although the disease category and number of diseases involved give some 
indication of the difficulty of the diagnostic problem, under closer scrutiny it 
becomes apparent that the way a particular category is divided into diagnostic 
alternatives is equal in importance. In computer diagnosis this division is some- 
times arbitrary. As Oddie et al. (1974) point out, there is a large number of specific 
thyroid dysfunctions which could be differentiated, and in fact, the computer 
performs very poorly when attempting to diagnose the specific dysfunctions. 
However, most computer-aided systems deal with only the metabolic status of 
thyroid dysfunction and perform well in distinguishing among the diagnostic 
alternatives. This demonstrates that the diagnostic alternatives available are often 
more predictive of diagnostic accuracy than the disease category involved. 

3.3   Indicants included in data base. 
Indicants are defined to include patient history, physical signs, symptoms, exam 

results, lab test results, or any other features of a patient's condition which could 
be considered manifestations of a particular disease. The number and type of 
indicants in the data base also affect diagnostic accuracy. It is obvious that the 
more powerful indicants (pathögnomonic in the ideal case) one includes in the 
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system, the higher the diagnostic accuracy. This relationship is supported in a 
study (Nordyke et al., 1971) in which diagnostic accuracy was assessed using 
different sets of indicants (Table 3). 

However, practical considerations often prevent the inclusion of such powerful 
indicants as sophisticated lab tests and procedures. For example, in a program 
devised for corpsmen aboard submarines it would be useless to include results of 
lab tests that could not be administered aboard ship. Additionally, choice of 
indicants should be based on the balance between differentiating power and cost, 
where both monetary outlay and potential harmful effects of the diagnostic 
procedure are included in costs (Gorry et al, 1973). Systems have been devised 
which use more costly indicants only when a definite diagnosis cannot be reached 
from less costly indicants (Gorry et al, 1973; Pople et al, 1975). There are also 
systems which produce high diagnostic accuracy using no complex, costly lab 
tests or procedures at all (de Dombai et al, 1972; de Dombai et al, 1975; Horrocks 
and de Dombal, 1975). 

TABLE 3 
NORDYKE et al. (197L)-METABOLIC STATUS OF THYROID DYSFUNCTION 

Accuracies using Bayes' theorem 

Type of indicants used Diagnostic accuracy 

Stage 1 
History —17 signsand symptoms+age + weight 79% 

Stage 2 
History (Stage l) + physical examination (tremor, skin feeling + pulse) 83% 

Stage 3 
History + physical exam + thyroid palpation 89% 

Stage 4 
History + physical exam + thyroid palpation + Achilles reflex time (ART) 94% 

Stage 5 
All of above + 3 lab tests-T3RCU, 6 h mI uptake, and 24 h 131I uptake 96% 

Many researchers (Scheinok and Rinaldo, 1968; Burbank, 1969; Fleiss et al., 
1972; Birk et al, 1974) have remarked that the number of indicants used in a 
system often can be reduced drastically without significantly affecting the accuracy 
of the system. Burbank (1969) found that reducing the number of indicants from 
140 to 70 actually increased the diagnostic accuracy of the system when tested on a 
cross-validation sample. A study of chest pain (Pipberger et al., 1968), showed 
that out of 498 information items under study, 55 was the maximum number 
required for effective differential diagnosis, and that nearly 90% of the total 
information available was either redundant or irrelevant both for the description 
of the disease entities and for their separation in a differential diagnoses. This 
suggests that the usefulness of many indicants for diagnosis has not been system- 
atically analysed. Croft (1972) argues that no substantial improvement in computer 
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diagnosis is possible until clinical profiles of major diseases are more accurately 
defined. It does not seem likely that more accurate clinical profiles will be a major 
goal of medical research. Modern medical research emphasises identification of 
mechanisms and specific therapies rather than determination of clinical profiles 
based on patient history and physical examination. 

4.  TESTING THE SYSTEM 

Once the algorithm and the factors involved in the construction of the data base 
have been optimally integrated into a functional and efficient computer-aided 
diagnostic system, the system must be tested. Test of the system requires an 
appropriate test sample and an independent criterion of the correct diagnosis for 
each patient. 

4.1    The test sample 
The test sample must consist of new patients whose medical records were not 

used to derive the information for the data base (the developmental sample). If 
the test sample and developmental sample are the same, the true diagnostic 
accuracy of the system will be unknown. Although use of a new test sample is 
fundamental to realistic assessment of a system's accuracy (Fisher et al, 1975) 
many studies ignore this requirement and report diagnostic accuracies testing the 
system on the developmental sample. This procedure does, however, give an 
estimate of the best a particular system can be expected to do. 

Two studies (Fleiss et al., 1972; Hirschfeld et al, 1974) clearly illustrate the 
effect of the test sample on the estimated accuracy of a computer-aided diagnostic 
system. Fleiss et al. (1972) reported that the statistical algorithms such as Bayes' 
or discriminant functions produce higher accuracy when tested on the develop- 
mental sample than when tested on a new sample from the same population. 
Statistical algorithms, by their curve fitting nature, minimise error for the particular 
sample they are developed from. Since any new sample will be somewhat different, 
the algorithms cannot be expected to perform as well on the new samples as they 
do on the developmental sample. These 2 studies also showed that a test sample 
from a different population will be less accurately diagnosed by these statistical 
models than the new sample from the same population. The inferiority of these 
statistical algorithms on new population data is explained by Fleiss et al. (1972) 
in relation to studies of mental disorders: The results... illustrate the danger of 
applying numerical rules derived from a sample on one population to a sample of 
another population. Whenever the patterns of psychopathology change, as they 
well may between populations, the numerical constants of the statistical pro- 
cedures appropriate to one are no longer appropriate to the other.' This would 
indicate that, a diagnostic system based on actuarial data compiled from a par- 
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ticular population must be limited in its application to new cases from that same 
population. Logical algorithms, such as the decision tree, produce higher accuracy 
than statistical models when diagnosing patients from a new population (Fleiss 
et at, 1972; Hirschfeld et al, 1974). This is attributable to the fact that decision 
rules and disease-symptom relationships are not formulated from any one popula- 
tion or source for most decision tree systems. 

4.2    Method of validation 
When testing the system, the diagnoses of the new patients are usually confirmed 

by the most reliable source available for the particular ailment, such as histological 
exam, radiographic results, results found at biopsy, surgery or autopsy, or diagnosis 
based on retroactive assessment of all factors, including response to therapy. The 
meaningfulness of the reported accuracy of a system is greatly increased as the 
reliability of confirmed diagnoses increases. The diagnostic accuracy of the 
computer is usually stated as the percentage ratio of correct diagnoses to attempted 
diagnoses. 

In most studies of mental disorders, accuracy of diagnoses is described by Kappa 
scores (K) or weighted Kappa scores (iCJ rather than by percentage correct. The 
Kappa statistic was developed by Cohen (1960,1968) in recognition of the fact that 
professional consensus is largely the only source of validation for accuracy of 
psychiatric diagnosis. The Kappa measure is based on percentage agreement 
among authorities corrected for percentage agreement predicted from com- 
binatorial theory and, often, for extent of disagreement among authorities. Kappa 
is a relative measure. A positive score represents some degree of agreement 
between computer and clinician, with a score of one equalling perfect agreement. 
Zero is equal to chance agreement, and negative scores represent less than chance 
agreement. The Kappa scores reported in the Appendix are more meaningful in 
the light of information supplied by Spitzer et al (1974). They reported weighted 
Kappa scores produced by the amount of diagnostic agreement among well- 
trained clinicians when given precoded research protocols: the range of Kw scores 
was 0.25-0.80 with an average Kw of 0.45. 

While percentage correct is important in medical diagnosis, it only becomes 
meaningful in real practice when it is compared to state-of-the-art diagnosis. If 
the computer diagnoses a particular set of cases with 90% accuracy and the average 
physician diagnoses the same cases with 80% accuracy, then the computer would 
be a valuable aid. If, however, those same cases are diagnosed by the average 
physician with 95% accuracy, then the computer offers no advantage. Unfortun- 
ately, for many disease categories, the precise state-of-the-art accuracy is not 
known. Therefore, when testing a computer-aided system it is useful to obtain 
physicians' diagnoses of the cases as well as the computer diagnoses and the 
validated diagnoses. 
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5.  DISCUSSION 

This review by no means covers the entirety of computer-aided diagnostic applica- 
tions. Studies which did not directly specify several of the factors we investigated, 
studies which did not report systems tests and those dealing with systems whose 
indicants consisted entirely of sophisticated lab tests (e.g., the interpretation of 
electrocardiograms), were purposely excluded. Several studies which reflect 
stages of progression of one system by the same author or group are reported only 
once, usually as the particular report that contains the most information in relation 
to the factors investigated. In addition, there probably were relevant studies which 
were simply overlooked. 

Nevertheless, the reports reviewed here are sufficient to gain a basic under- 
standing of what is required for computer-aided diagnosis. In summary of the 
factors reviewed, the computer algorithm is certainly the most controversial area 
of computer-aided diagnosis. The superiority of a particular type of algorithm 
has not, to this point, been conclusively demonstrated. To discriminate. the 
effective from the non-effective algorithms, and to progress towards the optimally 
performing algorithm(s), more comparative work is needed in testing different 
algorithms on the same data. In addition, to guarantee successful integration into 
the real-life medical sphere, the method by which an algorithm reaches a diagnostic 
decision must be visible to and understood by the physician. Shortliffe (1976) and 
Pople et al. (1975) emphasise the importance of the ability of. the physician to 
question the logic and information on which the computer bases a particular 
decision. An entire segment of Shortliffe's (1976) MYCIN system is dedicated to 
answering questions presented by the user about its logic and medical information. 

Croft (1972) and others feel the real improvement in the success of computer- 
aided diagnoses will come not with the slow sophistication of algorithms, but 
with the creation of more accurate disease-symptom profiles, obtained through 
the maintenance of large, standardised medical data bases. The computer, having 
no intuition or 'gut feelings', must make a diagnosis based on the measurable 
symptoms of the presenting patient, and the known relationships of different 
symptoms and signs to different diseases. Therefore, accurate measurement and 
recording of the patients' symptoms along with precise knowledge of disease- 
symptom relationships will optimise the probability of the computer making a 
correct diagnosis. 

It is obvious from this review that computer-aided diagnosis research should 
attack a wider variety of diseases and disease categories. Unfortunately, no 
computer-aided systems presently have the capability of diagnosing a large number 
of diverse diseases accurately. The number of diseases and symptoms involved in a 
wide-range system becomes overwhelming even for the computer. Patrick et al. 
(1974) have suggested dividing a wide range of diseases into subsystems so that 
subsequent to entering a small amount of critical information, the computer can 
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identify the most appropriate subset of diseases to evaluate. Thus the diagnostic 
problem becomes less complex than consideration of all the diseases simultane- 
ously. 

In reviewing the indicants used for computer-aided diagnosis as well as for 
contemporary clinical practice, it is apparent that more information is needed as 
to the actual utility of many signs and symptoms in differentiating diseases. As 
stated previously, this includes more accurate disease-symptom profiles, based on 
large numbers of documented cases. 

Finally, the computer system must be tested in a real-time setting in order to: 
successfully demonstrate acceptibility to and compatibility with users; insure a 
state-of-the-art or better diagnostic accuracy on a sufficient number of new 
patients; and show an overall enhancement of the medical environment on a 
practical, technical and financial levej. Positive results in all facets of such a field 
test will assure successful computer-aided diagnosis implementation on a real- 
time basis. 
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