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chv three types of imagery was collected. - Included in this data base were
samples over the same arca with different aperture sizes™ Feature analysis
and decision software required in addition to standard FFACEL routines was
developed., Using this software, features and a decision rule were developed
for radar imagery that achicved 90% correct classification of four classes of
terrain., A quantitative statistical analysis was performed to determine the
effects of aperture and sensor type on the performance of the optical power
spectrum based features. In addition, a qualitative analysis was performed
in order to present examples that illustrate signature differences between
radar and panchromatic imagery.

The following gencral conclusions were drawn from this study:

(1) There are statistically significant performance differences for
optical power spectrum based algorithms for radar, panchromatic
and thermal sensors.

(2) No statistically significant trend is evident associating better or
worse performance as aperturce size increasces that is independent
of the imagery type.

(3) For a given type of imagery, there is a statistically significant
variation in decision performance that depends on aperture sice.

(4) For the samples used in this study, the single best sensor is radar.
It is presumed that this is because of the greater texture variations
present in radar imagery comparced to panchromatic or thermal.

(5) ™ No single sensor performs best for all classes. The resulis ef -

this study would lecad to the following choices for the detection of
particular terrain types:

a. Urban - panchromatic
Water - radar or panchromatic
ciy Agriculture - radar  a.o

d. Forest - thermal or radar
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Preface

This study was performed by Recognition Systems for the Geographic
Sciences Laboratory of the U. S. Army Engincer Topographic Laboratorics
to investigate the fecasibility of using optical power spectrum analysis
techniques for automatic topographic feature classification under Contract
No. DAAK70-78-C-0019. The contract duration was 31 January 1978 to
1 June 1979. D. Craig Baker was the USAETL Contracting Officer's

Technical Representative.
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1.0 SUMMARY

1.1 Study Objective

The objective of this study was to determine experimentally
the feasibility of using optical power spectrum analysis techniques for

automatic topographic feature classification from high resolution radar,

panchromatic and thermal imagery.

1.2 Work Performed

In conjunction with ETIL personnel, a data base of radar,
panchromatic and thermal imagery was assembled. Radar and panchromatic
imagery were available over the same geographical areca with the same scale
and perspective. An optical power spectrum data base of 6,210 individual
aperture samples from the three types of imagery was collected. Imcluded
in this data basc were samples over the same arca with different aperture

sizes.

Fecature analysis and decision software required in addition 1o
standard FACEL routines was developed. Using this software, features
and a decision rule were developed [or radar imagery that achieved 907

correct classification of four classes of terrain.,

A quantitative statistical analysis was performed to determine
the effects of aperture and sensor type on the performance of the optical
power spectrum based features., In addition, a qualitative analysis was

performed in order to present examples that illustrate signature differences
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| B -~ Continued,

between radar and panchromatic imagery,

Yo Conclusions

The following general conclusions were drawn from this study:

1) There are statistically significant performance
differences for optical power spectrum based
algorithms for radar, panchromatic and thermal

SCNsSOrs,

2) There is no universal statistically significant
aperture sine effect. In other words, no trend
is cvident associating better or worse performance

as aperture size increases that is independent of

the imagoery type,

3) For a given type of imagery, there is a statistically
significant variation in decision performance that

depends on aperture sice,

-4) For the samples used in this study, the single best
sensor is radar. It is presumed that this is becausce
of the greater texture variations present in radar

imagery comparced to panchromatic or thermal,

5) No single sensor performs best for all classes.  The
results of this study would lead to the following choices

for the detection of particular terrain types:

a., urban - panchromatic

b, water - radar or panchromatic




|
1.3 --Continued. i

¢, agriculture - radar

d. forest - thermal or radar

|

1.4 Additional Studics Recommended /|
|

The following are recommended arecas where additional effort ]

H

would extend or improve the results obtained in this study: |
1

|

1) Utilize similar features and decision rules on a larger H

data sct representing more geographical areas to

extend the statistical validity of these results.

2) Improve the decision algorithm and study the

relationship of the present algorithm to the previously E

developed FACEL MISTIC algorithm. '

1
3) Obtain a data base containing thermal, radar and ;
i
panchromatic imagery of identical scale and perspective '
over a single geographical area to obtain a more precise i
performance comparison for the three sensors. ‘
|
4) Formalize the approaches to boundary definition that
appear promising as a result of this study. '

5)

Use boundary definition or other appropriate techniques '
to implement contextual processing in order to improve
decision making in arcas where local texture is

insufficient to diffcrentiate between terrain types.




J..5 Organization of the Report

It is intended that this report be self contained to the extent
reasonable. Thercfore, the report begins with a discussion of optical
power spectrum sampling history, techniques and equipment in Section 2,
This is followed by a discussion of the experiment design, equipment and
software in Section 3. A description of the features and decision rule
is found in Section 4, A detailed discussion of the statistical procedures
used to analyze the effects of aperturce and imagery type is presented in
Section 5 along with the quantitative results that were obtained, Section 6
contains a qualitative discussion of specific sample OPS signatures that
illustrate differences due to sensor type. Conclusions and areas for

further study are discussed in Section 7,

|




2.0 OPTICAL POWER SPECTRUM ANALYSIS -
TECHNICAL BACKGROUND |
. i
2.1 Historical Development

Diffraction phenomena have been observed since the carly days

l !
of the development of optical science. Huygens obse rvcd( ) that if a screen 1

beyond the screen, light was visible as expected on the side of the beam not

e seo el -

was placed to intercept a portion of a light beam, then at some distance ;
obscured by the screen. But, in addition, light was also visible on the side [
of the beam blocked by the screen. This observation by Huygens and his !
use of the sccondary wavefront construction to predict the wavefront at an !

|
arbitrary distance beyond the screen are carly formulations of the theory i

of diffraction. As the theory of clectromagnetic wave propagation, in

particular, the propagation of cptical disturbances was developed., The
superposition principle embodied in Huygens' principle was developed
more formally as the Fresnel-Kirchhoff integral as a result of the suitable
application of Green's theorem. )
i Regardless of the historical and mathematical development
leading to the result, it became apparent that the relationship between a
diffraction pattern and the object causing the diffraction pattern was

a two-dimensional Fourier transform relationship, Until low power

helium neon lascrs became available toward the end of the 1960's,
forming diffraction patterns that could be casily photographed or measured
was difficult because non-laser monochromatic sources could not casily

supply the requisite power. Oncc the capability to gencrate the diffraction

patterns associated with scenes imaged on transparencies became readily r

available, many workers began to experiment with diffraction pattern or

optical power spectrum analysis systems. !'
}
'
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2.1 --Continued,

In the remainder of this scetion, we shall briefly review the
general optical configuration used to develop a diffraction pattern, the
type of equipment that is available to sample diffraction pattern data at
high speed, some references to general applications of the technique and

a summary of the important work that is applicable to the study.

Cut Generic Configurations for Optical Power Spectrum Analysis
3
Lyl Optical Configuration

The Abbe Theory of Image ]-‘urn\.\{ion(]) implies that whenever
a point source is imaged to a point source the image plance will contain
the diffraction pattern of a transmission object placed anywhere in the
path between the object and image point sources. Specifically, three
situations are possible as shown in Figure 2~1. The transmission object
may be placed after the lens or before the lens in a diverging beam or, if
the point source is at infinity, in a collimated beam, In gencral, it is
better to have the transmission object in the converging beam for several
reasons:
1) The lens pupil does not limit the rays diffracted
toward the detector,
2) The aberration requirements on the lens are much
less severe since the incident ilumination will be
cither a collimated beam or a diverging beam with

a known spherical wavefront.,

3) The possibility of ghost images at the detector is
minimizced because there is not a direct path from

the lens surface to the detector,

6
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The only situation in which it may be desirable to have the

transmission object before the lens is when the incident ilumination is

collimated. In this casc, with the transmission object in the collimated

beam, the position of the object relative to the lens or the detector doces

e i

not affeet the magnification of the diffraction pattern. Furthermore, if

the object is placed in the back focal plane of the lens the quadratic
phase factor in the expression for the diffraction pattern disappears.
Thus, an exact Fourier transform relationship liolds between the "
transmission object and the amplitude pattern in the diffraction plane. i
Of course, in general, it is the intensity pattern that is sampled so that y

the phase factor is of no practical importance.

Finally, we make one additional observation concerning the

general diffraction pattern optical configuration, Note that although the

development has been for fransmissive and refractive optical elements,

the analysis holds for reflective elements as well, Thus, in general,

R Yy =

any optical element in the path between the point source object and its

image will contribute to the disturbance in the diffraction plane, Thercfore,
all elements in the optical path of a diffraction pattern analysis system are
critical, Limiting pupils within the system may minimize high spatial }

frequency scatter from surfaces far from the detector but cach situation {

must be carefully analyzed.

2, 2.8 Power Spectrum Sampling Technigues

To this point we have not add ressed the problem of how one ;
[}

is to measure the diffraction planc intensity pattern. Early workers

10




--Continued.

photographed the intensity pattern in the diffraction plane and attempted
to analyze these photographs. In many cases this approach is not viable
because of the wide dynamic range of the intensity pattern as a function
of position in the diffraction plane. The limited dynamic range of film
does not allow a single exposure to adequately represent the entire range
of intensity in the diffraction plane., Thus one is confronted with a
situation in which an exposure designed to allow low intensity values to
be visible causes high intensity regions to saturate the film. If the
exposure is set so that high intensity regions do not saturate the film,
low intensity regions do not expose the film. Clearly, some wide

dynamic range readout mechanism is required.

One of the carliest systems developed specifically to sample
and record diflraction patterns as well as perform pattern recognition
studics on sampled diffraction patterns was developed by Lendaris and
Stanley. () The optical portion of their system is pictured in Figure 2-2.
By utilizing a wide selection of mechanical apertures and physically
moving the input transparency, they were able to realize the wide variety
of diffraction pattern sampling geometries and configurations. Although
extremely general, and suited for laboratory experimentation, this system

was limited by its inherent mechanical nature insofar as diffraction pattern

acquisition speed was concernced,

To overcome the limitations of this type of mechanical approach,

the solid state photodetector pictured in Pigure 2-3 was developed by
Recognition Systems specifically to allow high speed acquisition of

diffraction pattern data.  This detecior has subsequently been interfaced

11
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2ol 2 --Continucd.

to a wide variety of high specd analog signal conditioning and analog to

digital conversion circuitry. This has enabled the development of a

number of optical power spectrum analysis systems for antomatic

inspection of industrial production and automatic imagery analysis. The

earliest of these systems, ROSA (Recording Optical Spectrum Analyzer),
)

has been in use at TL since 1972, A system similar to the E'TL ROSA

was used to acquire the data for this study.,

2.3 of Optical Vower Spectrum
By 3¢ ] General Applications

Since the work of Lendaris and .Aim\lw\( ) in the late 60's,

optical power spectrum analysis and related scattering analysis have been

applicd to a wide variety of patlern recopnition, automatic inspection and
imagery analysis problems, Applications to transparency analysis have

included pneumoconiosis (black lung discase) detection from x-ray

x,)
r;l(liu_:-_l:!ph::( » determination of the type of dystrophy discasce from

’ : Sl , & 3 .
muscle biopsy photomicrographs , analysis of pap smear material from

photomicrographs of slides and real time spatial light modulator images

of smcear nmlvl‘.l.ll.( ) Dircet analysis of the scattered illumination from

biclogical cells has been usced to determine cell type distributions and

Q
. . O ¢ . . .
cell Ch.nr.lc{ul'l::l,u‘::.( ) scatter from larpe numbers of particles has

been usced to determine cell size distribations both in terms of dimension

(9)

and weight., Rellected scatter from paper and machine surfaces has

(10)

been used to determine paper quality and machine surface finish, Aside
from these non=imagery basced applications, substauntial mumber of image

analysis applications (both classificd and unclassilicd) have been developed.
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3. 2 Imace

The or

described in their

information to dist

A\

s Applications of O

ical Power Spectrum Analvsis

iginal work of Lendaris and Stanley is directly applicable

his study. In the Goleta Valley study
paper, Lendaris and Stanley utilized diffraction pattern i
. . ) 1 1 }
inguish between man-made and non-man-made aveas

in the Goleta Valley in Southern California. The {caturces which thev found
!
most useful to effect the discrimination were ring features that measured !
the non-: ¢ intensity roll-off and wedge features that measured the
non-uniformity of the encrav distribution on the wedges, Utilizine these }
L]
features they were able to correctly identify 9 of the sample in a set of !
o= i
275 samples, i

Subseg

Lan

uent work by Laulke lemon

vy ———

optical power spectrum analysis for cloud screening applications and the

v of diffraction

general, the work

o

wral attributes

1)

{for various terrain types. In ¢

.
i

)
associnted with terrain diffraction pattern signatures: !

Man-made objects typically have many straight line
structures resulting in diffraction pattern energy

that is distributed in preferred rectanpgular orientations

within the diffraction planc.

Often man-made objeets such as city strecets or plowed
ficlds appear as pratings that cause the diflfracted
cnergy at a particular angular orientation to break up
into a dot pattern similar to that caused by a diffraction

grating,

15
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3) Natural objects tend to have a uniform angular
distribution of energy. (One exception to this general
(1)

perception cited by Lukes is the case of ocean

waves. )

4) The spatial frequency content of natural objects tends
to be concentrated at lower frequencies than the
spatial frequency content associated with man-made

objects,

5) Generally lines and edges associated with buildings,
roads and other man-made structures tend to be sharp
relative to the trausmission changes normally found
in nature so that as a result higher spatial frequencies
arc more prevalent in man-made objects compared to
natural objects, There arve of course some exceptions.
For example, mountain regions with an illumination

angle such that crags and crevices are in sharp relief

comparved to the other mountain arcas will typically
have high spatial {requency content associated with them.

However there is generally no preferred orientation so

that the angular distribution of energy even in this case

is quite uniform.

To summarize, various terrain types are characterized both
by the spatial frequency distribution of encrgy and the spatial orientation
of diffracted encrgy., Preferred orientation distributions and distributions
with relatively high spatial frequency content are characteristic of man-
made objeets., More generally, highly textured scenes will have high spatial
frequency content compared to scenes that one would identify as having very

Little texture.

16
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2.4 Optical Power Spectrum Properties hmportant for this Study

The major propertics of optical power spectrum are essentially
those of two-dimensional Fourier transforms described by ILendaris and

(1) L, )

Stanley' * and Kasdax Specifically the properties are:

¢ 1) Spatial Invariance - If t (x,y) represents the spatial

7 transmission at the object plane and H"{L (.:,\)t

. T (£ ,£ ) the Fourier transform of this functicn, then
X ¥

! B {t (x,y)} exp (=2ni(f_x +1 y)). (1
« >, 4 O ) o
i where £ , £ are the spatial frequency coordinates.
i X Y g
1 From Eq. (1) we sce that the magnitude of the
transform given by

Fit (x-x , y-y )} Inr' PG,y
| Xl {e oy |

: D (=2t (f X bE ¥ I 2

, | exp 2wt x4y ()

is unchanged regardless of the position of the object

determined by x , v . (This of course assumes that
SO o

that as a result of the translation all of t (x,y) is

still within the entrance pupil of the transform lens.)

Thus we have the very important result that regardless
of the position of the object in the entrance pupil,
the diffraction pattern remains constant.




—

=y s e -

————— |

Conjugate Symmetry - Assuming that the spatial
transmission at the object plane, t(x,y) is a real
function of x,y (which will be true if t(x,y) represents
a transparency for example) then

T (L, £) = TH (L, -£) (3)

where

e

% is the complex conjugate of T'.

From Eq. (3) we have
A S T(-£, -f 4
|7t ] - |7 er -0 (1)

In other words, the light intensity at a point P is
the same as the intensity at the conjugate 1'% found
at the same radius as P but 180 degrees away in

the Fouricer plane as illustrated in Figure 2-4.

Preservation of Rotation = We have seen that translation
of the object affcets only the phase of the Fourier trans-
formation, Rotation of the object about the optical axis,
the center of spatial coordinates, causes the transform
or diffraction pattern to be rotated about its center of
spatial frequency coordinates (also the optical axis in
this case) by the same angular displacement as the
object. Thus rotation of the object is prescrved in the

transformation by an equal rotation of the diffraction

pattern,




y

Figure 2-4. Conjugate Points in the Fourier Plance
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Lincarity ov Additivity - The well known lincarity

property of the Fourier transformation given by
w {ul toGny) ta, g, ()} -
a {tl (x,y)} };xl it {{: (.\'_,y)} (5)

has interesting consequences when determining the
intensity in the Fourier plane. Using Equations (1)
and (5) we have that the magnitude of 11 objects in
the entrance pupil is given by

n
M =Y it el (0)
n o J

Assuming that all these objects have identical
transmission functions t (x,y), and random spatial
location in the object plane, the expected value of

the intensity in the Fourier planc is given by

n

7
EM™ = E 2 T(f ,f)exp(-2vi(f <. +fv.
. 1% i (t_\,i)_) exp ( "(x\_i )}J))

e X TH(L, £ )exp (Rui(f x, +£ ¥y
lvl l (j‘x, iy,) ¢ \1‘ ( nl (rx \]'\ fy 3]\))

S exp (2vi (£ % ow X, ) F o=V,
1 exp 11(lx l\k *; fY ‘}k )J 1)

=n l T (fx, [)‘) I ¢ (7)




2.4 --continuced,

Thus, for the case of incohcorent addition of identical
?
s 1 Y3 s 3 < » -
diffractors, the diffraction pattern intensity of the
composite is n times the intensity of the individual

diffraction pattcern,

IH .!\I\Y..H\'?l to “l\‘:!\‘ 'L‘l'(‘}‘\‘!‘i:x‘:- il :.:i .1“.:'1 ortont to 1'\‘(\\:.'_'1:. O

that the diffraction pattern of an arca on an aerial photograph limited by

a finite aperture is a function of the aperture size. Preciscly, the
t '

diffraction pattern of the aperture image areca is the convolution of the
unapertured image diffraction pattern with the aperture diffraction pattern.

Thus, we sece that the effect of a very small aperture (which has a

diffraction pattern that is large in extent) is in fact to blur the sampline
I ¢ ¢

of the input diffraction pattern. On the other hand, a very large apertur
whose dillraction pattern approaches that of an impulae) will result in
i 1

a faithful reproduction of the input diffraction pattern. Thus we are faced
with a situation that is mathematically equivalent to the lleisenberg
Uncertainty Principle. Namely, we cannot simultancously isolate an

arbitrarily small region in the input plane and measure the diffraction

input with as perfect fidelity as we wish, This is due

pattern due to {l
to the Fourier fransform relationship that exists between the input planc

and the dilfraction plane. Preciscly the same relationship oxis

between

a particle's position and momentum if the particle sat

< 1 N . p T .
sfies the Schroedingex

Wave Eguation,

Within an aperture, however, the lincavity and conjugate
symmelry propertics ave still valid, Thus, an aporture that includes

multiple terrain types will have a diffraction pattern signature that in manv

cascs closely approvimates a lincar combination of the intensity patterns

of the individual ! atypes. Sincce the resulting ditfraction pattera is

21




2.4

--conftinued,

’ a lincar combination, it is not possible to determine where within the !
aperture boundaries exist nor in fact the constituents of the lincar |
! combination. The conjugate symmetry property implies that a wedge ring !
detector geometry is sufficient to analyze both the radial distribution of
v energy and angular distribution of encrgy.
’.
2 One final comment concerning the position of objects within

the aperture.

.

For objects that are small compared to the aperture size,

; - (R
property 1 is a good approximation to the actual witnation, I'hus, the
i position of the object within the aperturc does not sipnificantly affect the
i
i diffraction pattern. On the other hand for objects that are large compared

to the aperture, the position of tl

affect diffraction pattern, As an

an aperture of approximately the

location of the line within the ape

cither a single slit or a double slit,

diffcrent.

¥ 0 \‘]\j\'\‘.‘

t within the aperture clearly will

example consider an opaque line wit
i paq

same dimension. Depending upon the

rture we have the diffraction pattern of

These diffraction patterns are quite

f
To summazrize the discussion in this scction, consider the :
f
spatial objects and corresponding diffraction paticrns pictured in f
i
Figure 2=5. These patterns illustrate the following principles: ‘
i
1) The dillraction pattern corresponding to a ling is #
. . Lo S .

also a line oriented at 90 with respect to the line

b
in the input planc.




b) ""Random' Scene and Corresponding Diffraction Pattern

Figure 2-5. Objects and their diffraction patterns illustrating the
relationship between lines, circles, gratings and

corresponding diffraction patterns.

o>
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--continucd,

2) The diffraction pattern of a circular grating is a
circular grating, grating spacing inversely proportional
to the grating spacing in the input plane. More generally,
circularly synunetric input patterns transform into

circularly symunetric diffraction patterns.

3) The diffraction pattern of a linecar grating is a

sequence of "diffraction spots' arrayed along the line

orthogonal to the direction of the lines in the grating.

——
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I'he objective of t CXPpe I'ung t de 3 1 to allow a compari
of the effects of imag ry type and aperture size on ability te determine
topographic features, In particular, visual representations of synthetic
aperture radar reconstructio: » panchro tic imagery and passivi

3 - -~ ] v ¥ . v 3 - s 1
thermal scan imagery were compared. To ographic classes represented

in the available imagery were urban, water griculfure and forest

I'he most de able situation is to mini the effects of otl
variabl such scale differences, perspective difference s different
geographical are ! optical power spectrum equipment variation.
Huntsville, Alabama area in ry was available fr oth radar anc

panchromatic sensors with virtually identical scale and perspectis

Unfortunately, among the sourcces investip: ted, thermal and panchromati
¥l 4% 1 . } } < , . :
imagery with the same good match of scale and perspective was not

:

available.

Based on the considerations above, the experiment design

described in Figure 3-1 was sclected, Imagery for the experiment came

from two major geographical arcas. Arca 1 is the Huntsville, Alabama

area, Area 2 is a region in Furope. Syntheti

1)

¢ aperture radar-and
panchromatic imagery over the same Huntsville area with virtually the

same scale was available. Thus, a dircet comparison of the ability to
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classify terrain type from panchrom.

images was possible

nitial experiments we re
flat ficld llumination aperture. Init
i‘.‘.\:.i\'.";\‘*. 1‘ at t mall ‘ l‘ {1 @ Gt
the optical power spectrum d 3
of the optical powe pect 101
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scale to eliminate a stron: YOO r rol

water in the radar that would obvious:
in Figure 3-2 arve the four imace ay
and synthetic aperture radar roconst
sSamm

ling arid of 1 muam contors was

1
\

arca were used so that a total of 820

panchromatic and radar for a given aperture

was maintained independent of apertu
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A i --Continued,

Only apertures containing a single terrain type were used in ‘

the training set. In general, several classes were sampled on cach ‘

scan line, thereby minimizing the effect of cquipment drift and variation.

Additionally, since each class was re sresented on one or more frames.
22

the cffect of time variation was minimized. The samples not used {or
training in cach scan line werc available to be part of the validation sct,
Table 3-1 summarizes the number of training set and validation set

b

he number of training sct samples available for eacl

samples as well as the

class.

Thermal imagery was available over a region in Europe.

B T T —

Ty

281

The perspective and scale of the corresponding panchromatic image

A

was significantly

‘erent than the perspective and scale of the thermal

scan imagery. In addition, the flight paths used to record the two
different types of imagery had very little ove rlap so that comparisons
of large numbers of aperturcs over identical areas would be dilficult.

Thus it was decided that a detailed comparison of thermal imagery to

e

panchromuiic imagery would not be attempted, Rather a gross comparison

of the results for thermal would be compared to the gross results for radar
and panchronatic,

Due to limitation in the optical configuration, it was impos sible

|
|
I
!

arger than about 15 nmum.

RS ——

to project on the imagery a good quality apertire 1
For the thermal imagery, approximately a 10mm sample aperture
correspords to the smme ground arca as a 2 mm aperture for either the

radar or panchromatic imagery., Thercfore, a 10 mm aperture was

[ p— —— —— e —— [ ——

Results for this aperture were compared to the 2mm results

sclected,
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_Optical Components

This system contains optical components to generate the

optical Fouricr transform of imagery placed in the film plane (Figure 3-4).

A He~Ne laser in conjunciion with the Aperture Projection Optics package

provides coherent, circularly apertured or Gaussian illumination of the

film. The Fourier Transform Optics collects ti as it ffracted
from the fil md resolves it into the Optical Power Spectrum. The
patented RSI Wedge /R Photodetector samples thi ectrum in a polar
O et d produces analog ele rical $3 ls propoxrtional
to the lig eIk v ( £t on {1 detector elements. \11 of the optical
component ¢ sec 1y mount to a rigid optical platform,
g 1pli ( es of 1 to 15mm are re: v accormimodated.
The T H Optic can ) } O te ¢ 3 inch to
120 inch focal length; these provide for sampli of the [ilm with cutefl
frequenci of {ror 29 eycle o 8 cycele M ¥es pectively. The
lens combinatio and optical paz 1eters used are st wrized in Table 3-
This provides
illu: 1atic
film area. =

port

The Film Transport provides precision incremental translation

of the film across the stationary laser illumination. It can accommodate

D)

roll film up to 9 1/2 inches wide, Motion resolution along the film is

Tt S —
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Table 3-2. ROSA Beam and Lens Parameters

Lens Parametoers
poch LU L D DB AT

10X Objective
First Collimator

Rel ay Lens

Second Collimator

Transform l.ens

Other |

Film aperture size to aperture

stop sive ratio

)

Ratio of (I /’(‘)Lv

points to aperture
diameter for 15% intensity fall off

Focal I.eneth

16nun
variable
300mm

117, Smam (7")

628, 65mm (24, 75")

1. 687

S

s

.___-_-?*-——r_-'—-'——t?"n-‘"""f

T e ——




= " W L TR TR L il B —- —_— -~ S

e 3 CTEUETSS T B e L T
B UaUa) AP Ca 2 oLE T IUAZT "0 “EInthizn, Lavan
|
BN YITILO e Sy @ Sepreve son P ez, ) ve v e o i vereies
2 UILAEE g CIUAQL 'Le - L "86 BYL "9 =ETEET2y VAUZE
Ny I e e YITT IV Ay 8 T sl 3, Tivrirz )~ oep s TrTTE v -
‘B UIUI) g 7 CIUig 7 *9c LAY T P le ‘B UauIZ B2
(110-1T23 | (~7?) =TT T
330 23 ’ 23
.~ fow e - -
susjuT o4c1) | f3rsusiuy vct)
A ey Tyerre o | TrrTnen L &P YT VYT PO Crrmy, Ty vrviery
OP4LEYU UIUAT I UAUUR/ o 55485 ® QITORIBY CaIUd
t i L 50 ¢ O L 75 3 o - i L
! |
\ i
! |
{ |
1coeno e | = , o . B 1 = 1
yea Y6 W H B | 1 Sl T =~ L 20100+ T) = S < -
S = e | | o) | . | = \eC 7 / = =
4 - il ¢
)
e BT T A~y i - e e Ao e T¥A Dygmpie wom o s - SZIC UIeoT oy i won e o
G9ZTS DATgI o0, i J3LUST] TE00 I (TGO I350UDT] 200 T DSATsTg | JZTG vaeodg OZIg SaATRIvAY;
' H % 7 | -
TITTTY P TaTv Ny~ IO DIIIT T A aecTT * ! YA mIITITTO A G YT - SXTAroONr TonTe fve - VITTI T OIISor
Uitd [e°18907 s e S VA I L 5 AR AR B L R L secin pand el A Lo - ] Bt peLlho]

C T DAATII DTS = T Te > Y e -
AU LACw 2 LUISTL L IS0




; ’ {
. 2.2 ~-Continued,

0. Imm; across the film it is 0. 01 mm. The Film Transport is controlled

by the system computer,

353 Flectronics

The sixty-four (64) (32 ring, 32 wedge) analog electrical

signals fromn the Ring/Wedge Photodetector are individually amplificd,

lnultlplc‘-;cd, and A/D converted ])3 the RSI 1LSDPYS S.r;\\;vll-\:-. Unit. Auto-

ranging is provided to preserve precision in the widely varying dynamic

range data.  The digital output te the compuier for each channel consists

of an eight bit mantissa and a three bit exponent The 1ISDYS isg cquipped

with sample and hold circuitry for each channel. Sampling can readily

e

be accomplished at 30 Us. per channel.

o dad Controller and Cont rol S

flwvare

The Computer Automation minicomputer is the system

b

controller. Tt contains a Floppy Disc drive to load the system software

as well we record data acquired during sampling, A TTY terminal
provides the experimenter with an interactive interface to the system.

The line printer allows on-line printout and plots of the ring /wedoe data,
] o b

The operational system software provides the user with a
powerful, casy-to-usc language to control the sampling experiment,
The commands are introduced by Keywords and arve followed by optional

parameters. The following list outlines the major command capabilitios:

1) Redefine default sampling parameters

2) Provide prompts for all optional input




W e

|

3.2.4 ~~Continued.
3) Define a {ile name and comment
4) Define present film coordinates to system
5) Move filin to a specified film location
6) High speed wind/rewind of film
7) Sample film at present coordinates
8) Take samples in a loop
9) Sample over a grid. Terminal coordinates and step

size table defined. Raster scan with /without retrace

is provided,

10) Place end of file on output Floppy Disc
11) List contents of a Floppy Disc
12) Terminate.

Many sampling parameters are default initialized in a table;

they may be changed at any time. Some of the more important parameters

allow definition of the sampling grid and stepsize, whether the data is to

be saved on a Floppy Disc or plotted, the sample index, ctc.

A unique feature of the operational software is that it is
written in the PASIC language and exccutes in an interpretive mode under
control of the BASIC compiler. Thus, new commands and capabilities
may be added to the system by the experimenter on-line and used

immediately,

The system can readily perform automatic grid sampling and
Y & 1 &
recording at about five (5) samples per minute, exclusive of initial
manual [ilm positioning. This rate includes automatic averaging of up

to 127 consccutive samples to reduce the cffcct of random system noise.

X
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3.2.4 --Continued,
|
‘ Considering the above=listed capabilitics, the RHDAS does
i indeed supply the OPS experimenter with a unique, efficient mechanism
for acquiring data. This implementation is the product of several man- :

cars of rescarch effort at Recognition Systems, Inc, and represents the
?

[ S

current state-of-the=-art in OPS sampling technigues.

’ Be3 Analysis Software ’

The software described here was designed to support the

Vb

[ —

analysis tasks in this study., These routines were designed to aungment

i
. | the existing RSI developed FACEL modules. The prime design motivation
1‘ 1 of this new software was to aid the experimenter in feature sclection.
: . The data consisted of ring /wedge values. The classes to be separated
i
g were characterized by various topological features,
i |
In contrast to the controller software written in BASIC, all of
this analysis software was written in FORTRAN IV, It runs on a Computer
Automation LSI-2 computer. Many of the lower level library routines are
drawn from RSI library TIMLIBf, All user supplied paramcter inputs are
free format (except in routine 'SORT D),
The software described herein performs the following tasks:
; 1) acquire data in the RSI RHDAS facility
, 2) plot the data or cluc files
' 3) list the data or clue files
4) edit and classify the data
5) partition the data into training and recognition files |
0) clue processing (normalize the data, generate clue k
e files, generate threshold test limits, and classily i
veectors basced on a threshold test)
p 7) generate overlay grid for classilication
47




B 3e:] Data Acquisition Software (HDAS29, BASICT)

THDAS29' is a BASIC language source file used for controlling
the data acquisition process in the RIIDAS facility at RSI. X runs under
control of the BASIC Executive 'BASICT! which has several machine
language routines to access the HSDPS, Motor Controller interface, and

the computer front panel,

3.3.2 Plotting Software (PRPILOT)

'TPRPLOT! was developed to produce three dimension contour
perspective data plots on the Versatec plotter. The perspective display
did not provide the desired vis ibility, However, this routine is an

excellent mechanism for oveilay plotting and this has been the chief

feature and data display vehicle in the study,
> 5

TPRI'L.OT! is controlled by four types of control cards:

1) title caxd (/1) Places sclected symbolic

text on the plot.

2) title cazrd (72) Places Facfile header and

name on the plot,

3) axis card Sclects graph type, scale
parameters, labeling, efc.,

and draws axes.

and line patterns to be drawn.

a8

4) graph card Selects files, vectors, labeling,
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%.3.2 -=-Continued,

All data plotting is donc using the Calcomp compatible calls
to standard Versatec software, A new graph is started for cuch
appearance of the 'TITLE! (optional), and 'AXIS! parameter set. Fach
subsequent 'GRAPIH! card directs the plotting of its vectors on axes

specilicd by the immediately prececding 'AXIS! card.

Data to be plotted can be in cither the RIIDAS (source) or
(

TACYTILE format,

Listing Software (LIST)

Program 'LIST! lists out a selected range of contiguous
vectors from a file, The vectors may be specificd by physical index

(]C:

nator, and class label, The range of cor ponents to list is also
selectable. The format of the line (narrow for terminal, wide for line

printer) is sclected autom: tically depending on the output device type.

MG

All parameters are specificd on the /EX Command which
i
invokes LIST. The first mull option terminates the parameter scan.,

Defaults are assumed for null options,

Input files may be either RIIDAS or FACFILE, the proper

read mode being automatically determined by VLIS

.

Bditing and Class ification

Program '"CLMG! provides the capability to generate an output
file composed of selected vectors from scelocted files. It is a merging
program where the vectors to be merged can be individually sclected from

the input {iles in any order. Not all input vectors need be copicd to the

output file. Thus it fedits® the file,

19
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3.3.4 --Continued,

'CLMG! can gencrate a descriptor in the output file even if
the input had no descriptor; in general, it can change the output descriptor

to any arbitrary length, including zero,

Input vectors may be selected by physical index, designator,

or input class label.

Qutput class label (if any) can be set to a specified value or

|

remain the same as input. Thus vector classification can be performed

on designators, with a possible prerequisite class label.

Input files may be either RHDAS or FACFKFILES, the proper

read mode being automatically determined by 'CLMG!,

Program 'SORTD!

lects groups of vectors from an 3
file by class and creates a new output file. A typical use is to sclect
th th

every n  vector for a training data set and every k= vector for a

recognition data sect.

'.[‘]l\' i)ll“\lt flll‘ ]ll(l}’ ]M‘ 1‘\1”)\& or a 7",\(:]‘11 l:, t.‘l‘nk_‘ pyn'.\k-y 1'(\;\\]
mode being automatically determined by 'SORTD!,
3. 3. (‘ (71’\‘\’ 1"'(1(\’.‘""2'1".

et

Generation of new features and training and recognition is

accomplished with a sect of routines analogous to the classic CLUEIT /CLUE

softwarc of FACEL. The executive routine in this package, 'KLUL!,

50
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3.6 ~--Continued,

provides I/O services similar to 'CLUEIT! with several enhancements.
The actual clue processor routines are named 'KLUE#%!', where

k= (01 5 (L‘,, ete. )-

Whercas the classic '"CLUEIT! executive could access at

most one clue subrouvtine, one input file, and only call the clue rout

when each vector was read, the new improved 'KLUE' can access

multiple clue routines and files, and can also call the clue routine upon

completion of processing a particular vector data set. The 'RLUL:!

subroutines can make a vector by vector decision concerning generation
of an output data vector and make the decision about when to place an

IOF on the output file.

TS Yt Carr et S , P
Lhis facility has been used to implement normalization,

automatic threshold selection, recognition, and accuinulation of

performance stati

(KILUF)

3.3.6.1 Clue Executive

The clue execcutive reads free format parameter cards to

determine the mode of operation. Each card can specifys

1) input file name and device

input start and end vector (designator or physical

{8V
~—

index specification
3 input class label
1) output {ile name
5} output file comment
0) index to clue routine

( parameters for ¢lue routine.
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3.3:6.) ~--Continued.

All parameters are optional, with a default assumption for

null. For example, if no input file name is specified, 'KLUE' assumes

there is no input file; similarly for the output file. The comuments of the

, listing provide complete details.
order to be legally specified as a clue index parameter

In order to be legally ¢ F &
the corresponding 'KLUL! subroutine must exist in the load module.
If it doesn’t, an error message is reported.

'KLUE' can read either RHDAS files or FACFILES, the
proper read mode being auvtomatically determined by 'KLUE?!, Output
files are FACFILE format.

E
1 Each parameter card read by 'KLUE! is listed on the printer
. for subsequent reference as are the names and locations of the effective
i files,
| &
i
| Prior to each call to a 'KLUE: " subroutine, the input vector
designator, descriptor, and data components are copicd to the corresponding

output vector arrays, This feature obviates the clue subroutine from

having to copy unchanging vector data to the output array.

3.3.6.2 Normalization (KI.UEQ1)

Clue subroutine 'KLULOL! performs various user sclected
v & el

normalizations on vector input data. It is called by 'KLUE!' and specified

by the clue index parameter = 1,

52




A e A O TE SN 5 SRR 118 B AT A

~—

: 1

11

A\ \“\I:

various

CDOY
i




S8111C

’i“! 4 54

e

Clue routines 'KLUE03! and '"KLUX04! imvnlement a threshold
decision rule classifier. A typical application is to comp: a set of

: components of a set of vectors against a limit vector. The decision rul

18le component of the suspect vector pas:

(polarity is user specified) is called a success; otherwise it is a failure. ‘
!
i

1 |
Prerequisite class labels may be specified thus allowing implemeniation |
of a lavered decision rule. The dec cl label mav be spe ed i

; for success or failure, or may be left undisturbed (e.g., if test fails, ;

aid
~
-
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~
b
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or simply can be summu ed in fran ‘ s (true class versus
: |
!
Jacision 1 ST Do <1 et ot S " \ 4
GQeclision Cl s QY PLrCV1IOU CLas s deCle o\ us Cu < C 1O . 3
- |
In actual oper n, 03' routine stores the decisio }

1imit e R e
COX¢ CNMOTY. o eac §
1
- yol 3 Y Y 41y N I | 3 vk £31 1
card, a pass 1s made through the input file and |
< . “ . 8l t
vector by vector basis by sequencing throug i
Vo' parameter tests defined in core. The final c¢l:
] e o . v 5 v :
the decision ¢ ss lal . Lhis label is reco ul
\ . -
nd on a scrateh disk file. \ subsequent

making process - such subscquent sequences may specify that the i put h
class label' comes from the scrateh file. Such a procedure is necess: 'Y .
I

i . . o o i . 3 |

for example, to continue a layered process 1sing differently normalized '
1

process requires only one caution: the vectors presented to

data, This

:3‘_“..({“'.‘)

'KLUEQ4' on cach pass must have the same sequence of dos
otherwise processing is terminated,
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2. 3.6.5 '-“‘jl’ of Form Gencrai

ion (KLUEOS)

Clue routine 'KLULO05! is a simple routine to issuc a top of
form on the line printer and output a line of comment text. This facility

is useful to separate printouts from various clue routines.

neration {CIRGN, DECI

ned

Programs '"CIRGN! and 'DECPLT! were to prx¢

.

gularly spaced grid. This plot may

m

is to produce an overlay sheet which can be placed over aerial photog raph

of appropriate mam

AN My PN [N ~ 1
may then be used by an

S s e e e s 4 e £ SEFEN. - " S
experimenter to determine thie exact arca on a piece o

difirvaction paticrn san cd

SEYOT TV a7

Program 'DECPLT' plots circles on the Versatec

™ 1 .
Toweharis

The flowcharts contained on the following two pages (Figure 3~

are intended to rate typical usage situations of the softwarce modules

1 5 £ s " | 1
described above.

b,

The intention of this sequence
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3.4 Data Collection Procedure

3.4.1 Pan and Radar Imagery

The basic data collection procedure for Pan and Radar Imagery

was to:

1) Align the frame area to be sampled using the fiducial
marks on the film to define the boundaries of the
sampling grid.

2) Use the motorized film transport chip holder to
position the imagery to the scan line to be sampled.

3) Record individual aperture OPS samples along the
scan line on floppy disk storage for subsequent ‘
analysis. (A unique designator code was used to
identify the frame scan line number and location of
the aperture along the scan line.)

4) Use an overlay grid to delineate the sampling location
for each sample in the training set.

5) Assign a class label in accordance with the software
procedure outlined in Sections 3.3.4 and 3.3.7.

This procedure was repeated for each aperture size.

The sampling grid overlayed on the imagery is shown in
Fgure 3-2. Table 3-1 summarizes the data collected by class for radar,

panchromatic and thermal imagery.

3.4.2 Thermal Imagery

The thermal imagery data collection was generally similar
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30 40 2 --Conﬁnlled.

with the following exceptions:

1) A single line sampling grid was developed rather than
a scan area sampling grid. This was because
individual scan lines were at widely separated points
along the long frame format of the thermal imagery.

2) As noted above, only a single aperture size was used.

Once the data for the sample areas was collected, the

processing procedure for the thermal imagery was the same as for the
radar and panchromatic.
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4.0 FEATURE AND DECISION RULE DEVELOPMENT

The overall development philosophy for both features and the
decision rule was to continue development to the point that overall
probability of correct classification approached the order of 80% or
better. Additionally, it was desired that no individual class percent
correct should be less than about 60%. It was decided that once a decision
rule meeting these general objectives was achieved for the 2 mm pan and
2 mm radar, no additional effort would be expended attempting to
significantly improve the decision results. Rather, the same algorithm
would be applied to the 4 mm and 6 mm samples of the radar and panchromatic

imagery.

The rationale for this approach is that the prime objective of the
study is to compare effects of imagery type and aperture size. Expending
effort to optimize an algorithm for a specific data set in order to achieve
5 or 10% better perforn}ance is less valuable than understanding the
reasons for differing performance as a function of aperture size and

imagery type for a suboptimal rule.

4.1 Feature Analysis

4.1.1 Ring Features

The generic family of ring features initially considered for the

~

panchromatic film with a 2 mm aperture is given by

k
Fdglm) = = 5 (4-1)
m
Y r
n=f "
g th .
where r, is the intensity from the i ring

i
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4.1.1 ==Continued.

From this generic family, the following specific features were considered:

T
F(j,j; 1,1) = (4-2a)

L

H

53

F@,j5: 1,3) = (4-2b)

ML

=)
1]
[

r
-
3

F(j,J; 4,32) (4-2¢)

w

r
n=2
The basic presumption motivating the selection of ring features is that
texture in the scene causes an increase in spatial frequency content at
higher spatial frequencies relative to the undiffracted energy. Thus
features that compare the diffracted to undiffracted energy or the form of
the diffracted energy should be the most useful for discriminating among

the various topographic classes.

Analysis of the optical configuration shows that a 2 mm Gaussian
beam image spot on the detector will have virtually all the energy within
the first three WRD 6400 detector rings. With this in mind, the region of
undiffracted energy was taken to be fhe region contained within the first
three rings. The region of diffracted energy was taken to be the region
including rings 4 through 32, Thus, normalization to undiffracted energy
was taken to be normalization to rings 1 through 3 while normalization to
diffracted energy was taken to be normalization to rings 4 through 32,

Both of these normalizations were evaluated using the decision rule
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4.1.1 --Continued,

described in the following section. Normalization to diffracted energy was

found to be slightly better and therefore used as the primary feature set.

4.1.2 Wedge Features

4.1.2.1 Panchromatic and Thermal Imagery Wedge Features

The feature sets used for panchromatic and thermal imagery
are defined as follows:

Let Wis i=1l, ..., 32 be the intensity of illumination on the
ith wedge. Then

w = max w, (4-3)
i
Aw, = w, -w, for i=1, ..., 31
i i+l i (4-4)
wl - w32 for i=32

Let (s)i i=l, ..., n be the ith order statistic defined by the

relationship
: m:n si = (s)1 < (s)z Leval (s)i <(s)i+1<...< (s)n = max s..

i
(4-5)

Then, the first set of wedge features {le} is given by

{12 o

or in words, the ranked absolute wedge differences normalized

by the maximum wedge.
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output file. Thus it 'edits? the file,

49

4.1.2.1 --Continued.

The second set of wedge features sz is given by

Aw
{sz} = ((IAWI)32 )i (4-7)

or, the ranked absolute wedge differences normalized by the maximum

absolute wedge difference.

Note that these families of features are rotationally invariant,
i.e., rotational orientation of the diffraction pattern does not affect the
value of the feature family. In addition, notice that these features are
basically a measure of the angular uniformity of the diffraction pattern.
This measure of uniformity is not developed in absolute terms, but

rather relative to the normalizing factor.

4,1.2.2 Radar Imagery Wedge Features

The best set of wedge features used for radar imagery is the

following:
w
(i) gt TR
w13,20 w20 V=gl

W,
J

J=13

N Notice that this set of features will be sensitive to the

orientation of the diffraction pattern. It was designed specifically for
the synthetic aperture radar in order to detect the ''cross pattern'
characteristic of specular returns from cornercube-like objects on the

ground. These cross patterns will always be oriented in the same
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4.1.2.2 --Continued.

direction relative to the flight path and therefore at a fixed angular
orientation in the imagery. Thus, there is in fact no loss in generality

in using this type of feature.

This feature measures an increase in diffracted energy in the
central wedge elements compared to the other wedge elements. It was
developed by observing that a large fraction of the aperture samples for
urban areas displayed energy distributions on the wedges similar to those
of Figure 4-1. On the other hand, the majority of samples from other
classes typically had a dip in the center wedge elements and tended to have

. increased energy at the outer wedge elements compared to the center

wedge elements as shown in Figure 4-2.

Finally, the observation that led to the wedge features described

by Equation (4-8) motivated the following wedge autocorrelation feature ‘
set.
3 32
ABELT o 2 i vm (4-9) |
Y i k=1,...,32
1=1 |
where the subscript with an overbar, @, is interpreted as
% a = [(a-l) mod 32] +1 (4-10)

Thus we have a wedge autocorrelation function normalized by the

"undiffracted energy'' incident on rings one through three.
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4.1.2 --Continued.

This feature set was not quite as effective as %w(i)n,lo z , but
was significantly more effective in identifying those sample apertures
with specular returns that typify urban areas than the normalized rings
F(j, j;4,32). Note that the autocorrelation form is in fact rotationally

invariant and furthermore is symmetric about a lag of 15 wedges.

4,1.3 Feature Evaluation Methodology

The basic method used to evaluate the feature families described

above was to utilize the features in the general decision rule structure
described in the next section. Maximum mutual information analysis

was used on a limited basis to evaluate the ability of certain subsets of
the feature families to separate particular classes. It was on the basis of
just this type of analysis that the decision was made not to differentiate
between what appeared to be plowed and non-plowed agricultural land.

No significant separation of the two classes appeared to be achievable
with any of the feature sets under consideration. In addition it seemed
quite difficult to visually justify the initial classification of various

apertures into plowed and non-plowed.

4,2 Decision Rule

4,2,.1 Motivation

1
The MISTIC Decision Rulc,( ) is perfectly general in the sense
that in principle it can handle an arbitrary number of classes and feature

vectors with an arbitrary number of components. From a practical
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4.2.1 -=Continued.

standpoint, & samples would be required in order to utilize n components.
With four classes : vailable, and as few as 31 samples in some classes,
an upper limit of fc ur component feature vectors is imposed. In cases
where the classes are well separated, four components may well be
sufficient to separate the four classes. In this case here, it became
obvious after initial investigation of the first data set that effective
separation of the classes was not to be accomplished using only four

components.

By studying the envelope of the normalized ring values it soon
became clear that the urban class had the following property: each
individual urban sample had a normalized ring value that exceeded the
maximum normalized ring value for each of the other classes. This
property defines a region in 32-space. Thus, given a sufficient number
of samples, the MISTIC Decision Rule would accurately define this region.
However, a small number of samples would not be sufficient for the MISTIC
Decision Rule to perform this characterization. On the other hand, a
decision rule which successively compared each component from an
unknown sample to the maximum, minimum, mean or other selected
quantile from the distribution of another class could in fact define this

type of decision region in a very simple way.

4,2.2 Decision Rule Definition

Let class i i=1 to 4 be given as follows:
Class 1 = Urban

Class 2 = Water

Class 3 = Agriculture

Class 4 = Forest
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4,2.2 --Continued.

Let the regions Ai i=1 to 5 be the regions where the decision action is the

following:
Al - decide urban
Az - decide water
A3 - decide agriculture
A4 - decide forest
As - abstain from making a decision

Let the generic feature vector for class i be given by
i i i i
X' = {xl, s, i xn} (4-11)
In terms of the foregoing, define the region Bi whose boundaries

are an upper bound on the region containing all the class i vectors as

follows:
o i -i 3
Bi —{X:Ejngg xj, i=1, ,n}, 15l 25 3y aeiag &
(4-12)
wherexi o B "
=Zj "all vectors ' j
in class i
;i _  max i
j all vectors xj
in class i

Now, the decision action regions Ai’ i=1 to 5 are given by

A = {x:x¢Bi, i=2, 3, 4} 0B (4-13a)

A, = IX:X ¢ B,, i=3, 4} 0X;0B, (4-13b)

A= {X:X¢B, | 0(A]UAZN B, (4-13¢)

A= (x:x¢8. 1 0l UAUA) OB, (4-13q)

A = (R UK UAUA) = B,NB U NE,NBNB,) (4-13¢)
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4,2.3 Decision Rule Properties

The decision rule defined in the previous section has some very

interesting properties. Among these are:

1) The rule is hierarchical in nature and can be represented

as a tree.

2) Bounds on certain probabilities of misclassification can
be determined independent of the underlying distribution.

Therefore there is a nonparametric aspect to this rule.
3) An abstention action exists but not for all classes
uniformly.
Let us now examine these properties in more detail.

Hiecrarchical Nature - Figure 4-3 is a representation of the

decision rule. The hierarchical nature of the rule can casily( be seen from
this figure. In the first stage, the urban class is separated from the three
other classes. At subsequent levels in the tree, water, then agriculture,
then forest are separated from the remaining group. Those samples
remaining after the forest classification arc by definition the samples that

fall in the abstention region for which no decision is made.

Nonparametric Nature - The nonparametric nature of the

decision rule concerns an error bound for each class that is independent
of the underlying distribution for the particular class. To see this,

consider the following:

Pr {Error [ Class i} = Pr{ X ¢ AiICIass i}
<Pr{X f Bi‘ Class i}
=Pr{X: xj<;_c_j for some j (4-14)

or xj > x ; for some j }
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DECIDE URBAN (A l)
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: or X ¢ Eln i'xh DECIDE WATER (A )
i
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- B (B 3 9
BAB UB NEABNE )

§ CABSTAIN (A[)

DECIDE FOREST (A )

Figure 4-3. Hierarchical Tree Representation of Decision Rule
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4,2.3 --Continued.

The last probability is precisely the probability of at least one
component exceeding the nth order statistic or being less than the lst
order statistic given n-samples. Determining these probabilities is
precisely the problem of determining the probability of the first and

last coverage associated with the order statistics [(xl) This can

j k}
be done independent of the actual distribution of the x} (see Ref. 2).
Thus a bound on the probability of misclassification can be determined

without knowing the actual distribution.

Abstention Region - The reject region AS is defined as

A = (A UAUAUA)

By application of DeMorgan's Law and the distributive property of
Boolean operators, it can be shown that
3 5,053,055 08,]
Al B3nB4U[Bll'\ B,NB, OB,
Note that this reject regicn is defined only in terms of the region for

accepting class 3 and class 4 simultaneously or rejecting all classes.

This obviously does not limit samples from other classes from
being in this region. However the form of the rule is such that at least
in the training set no sample from agriculture or forest can be misclassified.
This is easy to see from the tree representation of the rule in Figure 4-3.
Any sample that is outside of both B3 and B4 is not, by definition, agriculture
or forest. Thus, for members of either of these two classes only three
possibilities exist. A forest sample is only within B4; an agriculture
sample is only within B3; or a sample from either one is in B3 N B4. Thus
either the sample is correctly classified or falls in the common region and

is assigned an abstention action,
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4.2.4 Specific Realizations of the Decision Rule for Panchromatic, Radar
and Thermal Imagery Cases

During the course of the analysis, additional subclasses were defined

in order to better understand the performance of the decision rule. Specifically,
new water classes were defined for the two river regions in the panchromatic .
and radar imagery when observation of the initial class statistics showed an

apparent grouping into two distinct groups of the water samples. In the

panchromatic imagery, Water (50) texture appears nonuniform compared to

Water (60). The reflectance from Water (50) varies depending on the distance
from the shoreline. The reflectance from Water (60) appears constant
independent of the distance from the shoreline. In the radar imagery, the
distinction between the two water classes is slight. Water (50) is not quite

as dark as Water (60), but there is no variation depending on distance from

the shore.

Similarly, the initial objective was to classify agriculture into plowed
Y J y ag p
and non-plowed classes. Therefore these class distinctions were carried

through the entire analysis. Using the notation developed above, the following

thermal imagery cases. Also indicated in each figure is the form of the

|
¥
L}
'

figures define the exact decision rules used for the panchromatic, radar and !’
? {
|
feature family used. :
{
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Figure 4-4a. Decision Rule and Features for Panchromatic Imagery
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Acceptance Regions

Bi' i=1, 2, 3, 4, 5 given by Equation (4-12).

Feature Vectors (see Section 4. 1)
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Figure 4-4a. (continued)
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Figure 4-4b. Decision Rule and Features for Radar Imagery

76

R 4.7 RO

P——

|




e m

Acceptance Regions

Bi'

i=1, 2,3,

4, 5 given by Equation (4-12).
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Figure 4-4c. Decision Rule and Features for Thermal Imagery
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Acceptance Regions

Bi’ i=1, 2, 3, 4, 5 given by Equation (4-12).

Feature Vectors (see Section 4.1)
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‘Figure 4-4c. (continued)
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5.0 QUANTITATIVE STATISTICAL EVALUATION OF DECISION

RESULTS

5.1 Statistical Formulation of the Study Questions

The general question posed by this study is: What difference

in terrain decision performance is there (if any) for optical power

spectrum analysis of panchromatic, radar and thermal imagery?

Referring to the experiment design (Figure 3-1), this broad question

may be framed as several more specific questions:

1)

2)

Are the overall decision results different when

comparing 2 mm sampled panchromatic to 2 mm

sampled radar to 10 mm sampled thermal

(equivalent to 2 mm when scale is taken into

account)?

Considering the portion of the experiment design

comparing panchromatic and radar imagery

sampled with identical apertures:

a)

b)

c)

Is the overall decision performance different
for panchromatic and radar imagery when all

aperture sizes are taken into account?

Is there a significant difference between the
ability to recognize specific terrain types for

panchromatic imagery compared to radar?

Does aperture size affect overall decision
performance or performance for any

particular terrain type independent of imagery

type.
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3) Does aperture size affect the decision performance for

panchromatic imagery? For radar imagery?

5ol Statistical Framework

Two statistical tests can be used to answer all of the questions
above. Questions 1 and 3 are answered by applying a form of the XZ Test(l)
to test for the equality of two multinomial distributions with unknown
subgroup probabilities. An analysis of variance based on a linear hypothesis

(2)

model is used to develop the answers to question 2.

5uZel Chi Square Test for Multinomial Equivalence

Considered two independent multinomial distributions with

parameters given as follows:
L . j = 2
njl Pljv pzj’ ’ ka) J 1’

- APGE TG B6 SR "R £ (5-1)

the corresponding observed frequencies

If ny and n, are large, then the random variable

2

- 2 k -

20 B o el (5-2)
j=1 i=1 n_p..

- J le

is a sum of two stochastically independent random variables

each chi square with k-1 degreces freedom. Therefore in

the limit as n. and n, approach infinity, ’X\"' approaches a

1
chi square random variable with 2k-2 degrees freedom,
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5.2.1 --Continued.
The two multinomial distributions will be identical if
Pyp = Pyps Ppy = Pyye and so on. Thus, the null
hypothesis is given by
Ho' Py “Fpar Ppy " Pppe vovo By "By
with each Py = Py (5-3)
i=1,2,..., k unspecified.
Since the subgroup probabilities are unknown, we may
use a maximum likelihood estimate for Py = Py given
by
~ A
By =Gy ARl 2
G e RS (5-4)
When this estimate is substituted into equation (5-2)
we get the following statistic
&4
T &8 {x n (X, + X)) /(n, + )
a ¥ X s | i T e e il
j= i= X X +
=1 =l nj [( " i2)/(n1 nz)]
(5-5)
This random variable approaches a chi square
distribution with k-1 degrees of freedom. Notice
2
that when n, =n, =n, the expression for X simplifies
to
~ k {X d (X., +X..) } .
¥ =2 > L F R Wl - (5-6)
ge1 AR, TR
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5.2.1,2 Applications of the Chi Square Multinomial Test

When a decision rule is applied to a set of data samples, each
sample within the set is assigned to a particular class. This effects a
partition of the data samples in various subgroups. The probability of
observing a given number in each subgroup corresponds to a particular
realization for the xij in equation (5-1). In general, the pij are determined
by the prior probability of a given class occurring as well as the
performance of decision rule. Assuming that the only effect on the true
pij is the effect of the decision rule, then if we reject the null hypothesis,
HO’ at a suitably low significance level, we have made a statistically
significant statement that the results of the two decision making operations
are not equivalent. Specific applications of this test will be discussed in

Section 5. 3.

5.2.2 Analysis of Variance for the Linear Hypothesis Model

Belslol Test Description

Consider a random process in which two effects operate on
the random variable, For each effect, we wish to determine if a statistically
significant variation in the observed value has been caused independent of

the other effect. Specifically in our case, we have two effects on the decision

results:

1) radar or panchromatic imagery, and

2) aperture size (2, 4 or 6 mm Gaussian beam).

Suppose we labeled the columns 2, 4 and 6 and the rows pan

and radar. We could choose as the entries the overall probability of
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5.2.2.) --Continued.

correct classification for the specific case, i.e., 2mm pan, 4mm radar,

ctc.

In general, we may develop the following model. Assume a
matrix with a rows and b columns. For each row one of the treatments
is held constant and for each column the other treatment is held constant,
Denote each entry in the table by Xij and the mean value of these entry

random variables as U, .. We may now write M..as
1) 1)

TR R B, (5-7)

We thus basically wish to test the hypothesis that the ai
are all individually zero - or the results by row are not different. For
the second trecatment we wish to test whether or not the BJ are all
individually zero - or results from column to column are the same. An
analysis of variance procedure is used to compare the row or column
variation to the variation of the entries with respect to the overall mean

value.

This model assumes the following key properties:

1) The row effects and column effects are additive as

shown in equation (5-7).

2) The xij are independent normally distributed random

-
. . . . . ~
variables each with identical variance O .
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5.2.2.1 --Continued.

It is not clear exactly how the effects of aperture size and imagery type
combine. Thus, at least at this stage of the game the additive assumption
is as good as any other. A fairly strong case can be made that the second
assumption is satisfied. The entries are the results of independent
experiments so that in fact the decision results from one experiment
should be independent of those for another., Since the entries are
estimates of probabilities of error, correct or reject, they are the

result of a sum of Bernoulli trials, This sum for sufficiently large N is
very well approximated by the normal distribution. Under the null
hypothesis that there is no column or row effect, all the variances will

be identical. They are estimates of the same random variable which

follows a binomial distribution with variance np (1 - p).

With the foregoing in mind, it can be shown that the null
hypothesis HO: ﬁj =0(j=1, ..., b) can be tested using the right tail of

the F-distribution as a critical region where the following F-statistic is

used.
t 2w, w
R e i — 1 - i i (5-8)
U B = = .=2
5 3 (X.-X -X. +X)
e | N Y9
where, -}?’j is the jth column mean

Xi. is the i row mean
X  is the overall ehtry mean
V. = b-1 and Vz = (a=1)(b-1)
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5.2.2.1 --Continued.

Similarly, the null hypothesis that assumes the row means to be equal,
Ho:a.i = 0 (i=1, ..., a) may be tested using the right tail of the F-

distribution as a critical region where the F-statistic is computed using

> 3
=2
{b-1) Z_: &t (X, = X)
Frow J=1 i=1 1._ — (5-9)

where Vl = a=1 and VZ = (a=-1)(b-1)

Selelal Applications of the Linear Hypothesis Model Analysis of
Variance

In our case, the two effects we wish to test are:

1) the effect of the radar or panchromatic sensor data

source on decision performance

2) the effect of aperture size on decision performance

By applying the analysis of variance procedure, we will
determine if the results obtained differ in a statistically significant way
for radar versus pan independent of aperture size and whether independent
o} sensor type aperture size is a significant factor influencing decision
performance. Various measures of performance will be investigated.
These will include probability of correct classification, probability of
incorrect classification, and probability of abstaining from a decision for

all classes and for classes individually considered.
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5.3 Discussion of Results - Statistical Answers to the Study
Questions

S.3.1 Confusion Matrices

The confusion matrices for the eight different cases represented

in the experiment design tree of Figure 3-1 are presented in Tables 5-1

through 5-8. For the pan and radar imagery, the data was classified into

six classes:

* Urban - class 10

* Water - class 15

* Water - class 60

* Plowed Agriculture - class 20

* Non-Plowed Agriculture - class 70

* Forest - class 40

Decision actions developed from the decision rule described

in Section 4.2 were:

* 10 - decide in favor of urban

* 50 - decide in favor ofl water 50

* 60 - decide in favor of water 60

* 80 -~ decide in favor of agriculture
* 40 - decide in favor of forest

* 90 - abstain from a decision

Two classes of water were maintained both in the description
of the data samples and for the decision actions because the two samples

of water available in the data set appeared quite different visually.




—— - - T m— ek

s

o
8°6 8°12 I°89 1A 8% 09 612 801 4 5 62 Te30], uondy no_."nmwooﬂ
8°6 0 I°06 A%/ 1z €61 0 0 0 0 1l 4 3sa2x10y
Fese 0 S *¥9 8v LT 0 1€ 0 0 0 0L @xmMdr18y pamord-uon
§°92 0 ¥ el €3 22 0 9 0 0 0 02 I MO8y pomorg
0 £°26 9°L 92 0 ¥e 0 4 0 0 09 I93e M
0 R 4 ¥ sh It 0 0 9 0 S 0 0S T332 M
0 ¥*9 G°ch ) 0 Z 0 0 ¢ 62 01 ueqan

UrRsqQy  Ioxxg 3291200 (w30l  uwreisqy  op 08 09 0s ot sse[d Jnxy
% % sser) Isez0g omdy axojey  aeyepy ueqxn
snxgy

UoT3dy uoisiong

dI3ddITO QU¥VH NVd WINT XTHLVIN NOISNINOD °*1-§ ITIVL

bl L T

rren




o Ay T
T 0

o

_W. 9°91 9°2 9°08 13§ 4 96 191 €8 ¢z 6 1€ © Te3o] uondy nomzw.on
L°S2 0 2°vL 4 & Gs 6ST o 0 0 0 (1] 4 isax0g
”w rAd £ 0 L°89 4 ST 0 €€ 0 0 0 0L ®xmndtx8y pomord-uoN ]
1°2% 0 8°LS €8 S¢ 0 8¥ 0 0 0 02 axmymowm 8y pamorg
8°¢ 9°L ¥°88 92 1 r4 0 €2 0 0 09 . asyep
0 I°81 8°18 14§ 0 0 4 0 6 0 0S Id3epm E
0 0 0°00T 1€ 0 0 0 0 0 1¢ | OT ueqan -
ureIsqQy  203xy 3921105 (R0l ute3sqy 0¥ 08 09 0s ot SS®[D Oanx g
% % sserD 3sar03 ‘dowBy Iojey I93e ) ueqIn
snx gy

UOI3dy uoisiooq

NVISSAVO NVd WNZ XTYLVIN NOISNANOD °2-S ITdV.L

s




581 2°8 s°0L €1¥ 16 6L1 201 0 181 o€ Te301 UOIIOY UOTSIdDQ
512 0 S°8L ¥12 9% . 891 0 0 0 0 0% 35920 3
8°02 0 I1°6L 34 o1 0 g€ 0 0 0 0L 9xm3[nota8y pamord-uopN
0°¥%2 0 6°SL €8 02 0 £9 0 0 0 02 2xnymMoIx8y pomorg
9°Ls €2 0 92 ST ot 1 0 0 0 09  asjep
0 0 0°00T 1 0 0 0 0 14 0 05 xa3e
0 2°¢ L*96 1§ 0 I 0 0 0 0 | o1 ueqipn
ulRmsqy  I01Ig 399230) (B0 uIeIsqy  OF 08 09 0S 01 sse[D anxy :
% % sse[) 3saz07 owxSy aIojey  zojep  uweqan
onz g
UC30y GotstooQg
NVISSNVO NVd WY XIdLVIN NOISNANOD °€=S ITdV.L i




o

o
' 1°01 G°LL £1¥ €9 002 201 9 It 1§ [e30] UODY UOISII3Q
G €l 0 ¥°98 ¥12 62 681 0 0 0 0 0¥ 3salog
8°02 0 1°6L 8¥ 01 0 8¢ 0 0 0 0L ®anynotxdy pamord-uoN
8°22 0 & €8 61 0 ¥9 0 0 0 02 2IMMOMIBy pamord
2°61 9°LS 0°€2 92 g St 0 9 0 0 09 . Io3epm
0 0 0°00T 18 0 0 0 0 1t 0 0§ EEELTN
0 0 0°00T 1€ 0 0 0 0 0 e (Ot ueqin
ugesqy I0IIF 3933100  [®OL uteIsqy 0¥ 08 09 0S 01 sse[D anxy

% % sse[d 3sox0J *o1x8y JId3em I23e | ueqn
onx T,

Uonoy uoisioog

NVISSNVD NVd W9 XTYLVN NOISNINOD ‘#-§ ITAVL




-
o

1 0°6 9°6 2°¢8 06¢ 9¢ 02 901 61 S 0z Te301 uoIIdV uoIsidag ﬂ
9% 0 £°¥6 112 A 661 0 0 0 0 (084 3sax0y
0°st 0 6°¥8 €S 8 0 Sy 0 0 0 0L eamndtx8vy pamord-uong

w 99 0 £°¢8 2L o 0 09 0 0 0 02 2amymdw 3y pamorg _
| 0 0 0°00T 61 0 0 0 61 0 0 |o9 FEeTIN
2°22 2°22 §°6s 6 Z I I 0 < 0 oS EEYOIN
9°L €SI 6°9L 92 [4 1 4 0 ) 0 0z |ort ueqin
UiRsqy  Zoixg 392203 (2301 weisqy | 0b 08 09 0s 01 sse[) oniy

% % 858D 389103  rotxdy zojeyy 2932 M0 ueqin U

ana 1, ‘

UOI3dYy Uoisioa(y

NVISSAVD ¥vavd WINZ XTYLVIN NOISNINOD *§-§ JITdVL

N—

"
-
s
-
-

1




P ——

o
0°¢ 17t 0°%8 06€ 81 L0Z "t 4 9 22 12301 UOI3dY uOISIda(
8¢ 0 1°L6 L § % 9 s02 0 0 0 0 (04 3s210 3
9°s 0 €°¥6 €5 £ 0 0¢ 0 0 0 0L 2xmnorx8y pamord-uop
$ 21 0 5°L8 L b 0 €9 0 0 0 02 2amymotxdy pamorg
0 89 | 1°¢9 61 0 0 L Al 0 0 09 1032
0 £°ee , 9°99 6 0 0 c 0 9 0 06 I93%
0 €St 9°¥8 92 0 Z Z 0 0 2z 0t ueqgrn

uiRsqy I0l3xg 3931105 12301 uie3sqy 0% 08 09 0¢S 01 $se[) anx 1
% % 8527) 3s21031  'omly Idjey  I93ey ueqan
nzy

UOI30y uoisida(g

NVISSONVD ¥vVavd WY XTHLVIN NOISNINOD °9-§ ITAVL




= 23

oo

hahdias S

o 4
0°¢ G°g €°16 06€ 61 $02 611 61 9 €2 Te30J UOTIOY uUOISIOAQ
| i
'y 0 L°Sh 112 b ! 202 0 0 0 0 (1} 2 3sa103
9°6 0 €°¥6 €S € 0 0§ 0 0 0 0L ®xn3notaly pomord-uonN 1
: L6 0 Z2°06 L. L 0 g9 0 0 0 02 2amymotI8y pomorg M
m 0 0 0°00T 61 0 0 0 61 0 0 09 Xa3em
0 €°¢¢ 9°99 6 0 0 € 0 9 0 0§ T332 M\
0 S°1t ¥ °88 92 0 2 I 0 0 €z | o1 ueqin ]
. ulelsqy  I0xI3g 3991105  [®I0T uIe3sqy 0¥ 08 09 0¢ 01 §S8®e[D anxg
% o sseID 3so10 7 *otxdy  I93epm I93e M ueqan
anx T,

UOI3dy uoistooQq

NVISSAVD ¥vavyd W9 XTHLVIN NOISNINOD °‘L-S ITdVL




ol
o

€°LT 5°9 2°9L vie 9 2L S9 <1 08 1230 UOTI}dY uoIsIdaQg

0 0 00°00T 1§74 0 & SR 0 0 0% isa104

62 2ot | Lz 4% €1 8 €2 0 0 | 0L samymorady pamord-uoN

L %€ €%1 | 29°18 6% LT L 52 0 0 02 SamMordy pamord

29 A e ¥l €1 4 12 | o¢ 3730

0°Lg 6°1 I1°19 s 02 1 0 €€ 0o |os za3e M\
0 8L 61°26 9 0 I ¥ 0 65 |oOT ueqin ,m
UieIsqQy  3031g 3093305  [e30L  uTeIsqy 0% 08 0s o1 sserp oniy |
% A % sse1n jsoxog ‘omSy I9jey  ueqrn m

onag

UOI30y UOTSIOS(

NVISSAVO TVINYIHL WIN0T XTYLVIN NOISNENOD °8<S ITHVL

g
E
- ® ¢ z i * ® 0 L . | * . 3 . : + . . r. 1L L




Initial decision results indicated significant differences in the two types of

l 5.3.1 --Continued.

water involved. Both plowed and non-plowed agriculture were designated

as separate classes initially in order to determine if accurate separation

of these two classes was possible. For the panchromatic and radar data

sets it was quite difficult visually to determine whether or not a field '

was plowed. Thus there was some question in the ground truth assignment

for these two classes., Since the ground truth assignments were suspect
g ¥

and initial results indicated no clear distinctions betwecen the two classes,
E only a single agriculture decision class was used in the subsequent

experiments.

| I

In addition to the number entries in the confusion matrix,
summaries by class of the percent correct, percent error and percent
abstain are listed., The overall percentages arec obtained by averaging

the values for each class equally, Thus, for example, in Table 5-1 the

overall probability of correct percent equal to 68.1 is obtained by

averaging 93,5, (45.4 X 11 + 7.6 X 26)/37 = 18.8, (73.4 X 83 + 64.5 X 48) /131
= 70.1 and 90. 1.

5.3.2 Comparison of Panchromatic, Radar and Thermal Imagery

Decision Performance

The chi square test for equivalence of multinomial
distribution was used to compare the decision performance for panchromatic,

radar and thermal imagery. Three pairs of comparisons are used:

1) 2 mm pan versus 2 mm radar




niaiian

5.3.2 --Continued,
2) 2 mm pan versus 10mm thermal
3) 2 mm radar versus 10 mm thermal

These comparisons are for aperture sizes that include approximately
the same ground area. The comparisons are based on the number of

samples the decision rule assigns to cach decision class.

In order to allow a comparison with the thermal imagery
which contains only a single water class, water 50 and water 60 are
combined into a single class for both the pan and radar imagery. In
addition, the number of samples in each decision class normalized
relative to the number of true samples in that particular class., In order
to get a comparable set of frequency observations, the percentages are
multiplied by the number of samples in the class for pan imagery. Thus

in this sense observations are normalized to the pan imagery.

Table 5-9 contains the normalized frequency observations
for the three comparisons. Also indicated in ecach case is the value of
the chi square variable computed from the data and how this value
compares to the 190 significance level. We notice that in all three cases
the value of the chi square variable exceeds the 19 significance level.
Thus we can conclude that the performance is different for pan, radar

and thermal,

If we use the chi square variable as a measure of closeness
of performance, we note that the performance for pan and thermal is

closest with a chi square value of 14, 3. Ne:t is radar versus thermal
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Table 5-9. Pan/Radar/Thermal Decision Performance Comparison

a) Pan versus Radar

Decision Class Label

Urban Water Agriculture Forest Ambiguous

(10) (50) (80) (40) (90)
2mm Pan (1) 31 32 83 161 106
2mm Radar (2) 24 32 111 207 39
s

X" = 41,19 > 13,3 (1% significance level)

b) Pan versus Thermal

Decision Class Label

Urban Water Agriculture Forest Ambiguous

(10) (50) (80) (40) (90)
2 mm Pan 31 32 83 161 106
10 mm Thermal (3) 29 23 66 214 81
7~

)(2 = 14,31 > 13, 3 (1% significance level)

c) Radar versus Thermal

Decision Class Label
Urban Water Agriculture Forest Ambiguous

(10) (50) (80) (40) (90)
2mm Radar 24 32 111 207 39
10mm Thermal 29 23 66 214 81
s &t
X~ = 28.2 >13.3 (1% significance level)
(1) Actual number of decision samples.
(2) Number of decision samples chosen to be the fraction of

Pan samples closest to the actual fraction of Radar samples,
e.g. 20/26 = 24/31 for Urban,

(3) Number of decision samples chosen to be the fraction of Pan
samples closest to the actual fraction of Thermal samples,
e.g. 59/64 = 29/31 for Urban,

9
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5.3.2 --Continued.

with a chi square value of 28,2, Finally the two which appear to differ
the most are pan and radar with a chi square value of 41.2, Thus, ina
semiquantitative way we can conclude that at least insofar as the
application of optical power spectrum analysis for terrain classification,
panchromatic and thermal imagery will have performance characteristics
that are closer than panchromatic and radar or thermal and radar imagery.

5.3.3 Detailed Comparison of Panchromatic and Radar Imagery

5.3.3.1 Application of the Lincar Hypothesis Model Analysis of

Variance

Analysis of variance of the linear hypothesis model was
used to examine the effect of sensor type (radar or panchromatic) and
aperture size on the decision performance for all classes and for

particular terrain types. For example, the decision action average

percent correct, percent error and percent reject may be formed into
2 X 3 linear hypothesis model tables as shown in Table 5-10. The rows
in each case contain the value for a particular sensor type at cach of
the three common aperture sizes 2, 4 and 6 mm. The column F-value
is a measure of the variation due to aperture size independent of sensor.

On the other hand, the row F-valuc is a measure of the effect of sensor

type independent of aperture size.

Tables similar to 5-10 were constructed using the percent
correct, percent error and percent reject for each of the terrain classes.
These tables are presented in Appendix 1. A summary of the F test
values obtained from these tables is presented in Table 5-11. : Note that
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Table 5-10. Linear Hypothesis Model Analysis of Variance for All Class
Performance

Aperture /Type /Imagery % Correct % Error % Abstain
Imm Hardclipped Pan 68.1 21.8 9.8
2mm Gaussian Pan 80. 6 2.6 16. 6
4mm Gaussian Pan 7Q.5 8.2 18.5
6mm Gaussian Pan 77.5 10.1 12.2
2mm Gaussian Radar 85.2 5.6 9.0
4mm Gaussian Radar 84. 0 12.0 3.0
6mm Gaussian Radar 91.3 5.5 3.0
2 4 6
Pan 80.6 70.5 T7.5 T = 2.08
col
Radar 85.2 84.0 91.3 ¥ =12.4
Irow
% Correct
2 4 6
Pan 2.6 8.2 10.1 F =z 1.7
col
Radar 5.6 12.0 5.5 P = 1.5
row
% Error
2 4 6
Pan 16. 6 18.5 12.2 ¥ z 1.6
col
Radar 9.0 3.0 3.0 F 19.9
- row =

Y% Abstain

e




Table 5-11. Linecar Hypothesis Model Analysis of Variance Summary

F-Value (vl =1, Wy 2)

(5% significance level = 18.5, 1% significance level = 98. 4)

% Correct % Error % Reject
Pan versus Radar
All classes 12, 4 7:5 19.9
Urban (10) 17.28(1) ]20.86(2) 1.0
Water (50) 171.96(3) 5,86 1.0
Water (60) 6.5 1.9 2.8
Agriculture Plowed (20) 14. 4(3) - 14, 2(3)
Agriculture Non-plowed (70) 2174(2) - 2172(2)
Forest (40) 22.4 - 22.4

F-Value ( v, = 2y V2 = 2)

(5% significance level = 19.0, 1% significance level = 99. 0)

% Correct % Error % Reject
Aperture Size
All classes 2,08 1.7 1.6
Urban (10) 0.8 2.9 1.0
Water (50) i 0(4) 0.1 1.0
Water (60) 3.3 1.5 1.0
Agriculture Plowed (20) 3.4 - 3.4
Agriculture Non-plowed (70) 392. 6( 5) - 392. 2(5)
Forest (40) 1.4 - 1.3

1. Close to rejecting at the 5% significance level the hypothesis that Pan and
Radar yield the same results.

2. Reject the hypothesis at the 1% significance level that Pan and Radar yield
the same results.

3. Large F value but not sufficient to reject the hypothesis that Pan and Radar
yield the same results,

4. Close to rejecting the hypothesis at the 5% significance level that results are
independent of aperture size.

5. Reject the hypothesis at the 1% significance level that results are independent
of aperture size,
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5.3,3.1 --Continued.

for the row comparison, i.e., pan versus radar, the 5% significance

level is 18.5 and the 19 significance level is 98.5. For the column

comparison, i.e., aperture size, the 5% significance level is 19, 0 and
the 1% significance level is 99, 0. Because of the form of the decision
rule, it is impossible for an error to occur when the true class is
agriculture or forest in the training set. Thus, the I value in this case
is indeterminate., This is indicated by a dash in the appropriate entry
position in Table 5-11,

5:.3:. 3.2 Statistically Sienificant Differences Between Pan and Radar
Independent of Aperture Size and of Aperture Size Independent
of Pan or Radar
The statistically significant differences between pan and radar

arce:

1) urban-percent error (1% significance level)

2) water (50)-percent correct (1% significance level)

3) non-plowed agriculture (70)-percent correct and
percent reject (190 significance level)

4) all classes=-percent reject (5% significance level)

5) forest-percent correct and percent reject (5%

significance level)

We may thus conclude that in general independent of aperture size there
is a statistically significant difference in the performance using optical
power spectrum analysis for the two cases: synthetic aperture radar

sensor and panchromatic image sensor,
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B.3.3.2 -- Continued.

We also note from Table 5-11 that although not statistically
significant at even the 5% level, a fairly substantial I value is obtained
for urban percent correct and plowed agriculture percent correct and
percent reject. On the other hand, even though there are large
differences in mean performance values for water (60) between the
panchromatic and radar sensor independent of aperture size, this
difference is not statistically significant. This is due to the fact that
there is also significant variation between aperture sices for water (00).
Thus in comparison to the variation between apertures, the variation

due to sensor type is not significant,

From Table 5-11 the only statistically significant difference
between apertures independent of sensor type is for non-plowed
agriculture (70). The percent correct and percent reject values

resulting in F-test values of 392, 6 and 392, 2 respectively differ at the

1% significance value. This result is intuitively appealing because it
indicates that independent of sensor type, performance on a terrain F
type having relatively less texture is improved as the aperture size !

increases. |4

5.3.4 Effect of Aperture Sire for Panchromatic and Radar Imagery
1

A 5
5.3.4.1 Application of the X* Test for Multinomial Equality

The chi square test for the equality of multinomial

distributions was used to test the cffect of aperture size on performance

for panchromatic imagery and radar imagery independently, For example,
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5,.3,4.1 --Continued.

to determine if the results for the 1 mun hard clipped aperture were
different than the rvsultsﬂfor the 2 mm Gaussian aperture applied to

5
panchromatic imagery, \” was computed using equation (5-0) and the
data given in Table 5-12. The value obtained, -41.7, is greater than
15,1, the 1% significance level. Therefore we may rejeet the hypothesis
that the distribution of decision actions is the same for the 1 mm and

2mm cases, In other words, decision results are different for the 1 mm

and 2 mm aperture cases at the 1% significance level, The remainder of

the tables developed for the chi square test are in Appendix 2,

5.3.4.¢ Statistically Significant Differences Dependine on Aperture Size

A summary of the results from these tables is in Table 5-13,
The six possible pairings of 1 mm, 2nun, 4 mm and 6 mum panchromatic
aperture cases were investigated., In certain situations as noted, a
single decision class such as water 00 or a pair of dccisi:‘n classes

such as forest 40 and abstain in combination caused the 7 value to

exceed the significance level.

o R S

In the case of the 1 mim aperture versus the - mm aperture,
y
forest and abstain were combined in a single class and the \™ value
‘ recomputed. In thir  ase¢, no significant difference between the two
——
aperfure sizes is developed based on the \: value, Thus, the conclusion

is that the difference between the 1 mm hard clip and the - mm Gaussian

is due to the relative diffraction pattern signatures of forest and
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Table 5-12,

XZ Test Comparing Panchromatic 1mm Harclipped Aperture

Results to 2mm Gaussian Results

Decision Action

Urban Water Water  Agriculture Forest Abstain

Aperture Size 10 50 60 80 40 90
1mm 29 5 2 98 219 60
2mm 31 9 23 83 161 106
. 1 it g

F (xil 3 Xi,)/Z -Z-(Contnbutmn to X")

1 30.0 .03

2 7.0 57

3 2.5 8. 82

4 90.5 .62

5 190. 0 4,42

6 83.0 6. 37

7

X~ =41.69 >15.1 (19 significance level)
(See Equation 5-6)
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5.3.4.2 ~-Continued.

agriculture since these classes determine the decision boundaries between
forest and abstain, A similar analysis for the 2 mm versus 4 mm and
4mm versus 6 mm shows that assuming that all water 60 samples were
correctly classified in one or both of the aperture cases yields a
distribution of decision actions that is not statistically significantly

different for the two aperture sizes.,

The aperture comparisons are summarized in Table 5-14,
which shows the comparisons between 1, 2, 4 and 6 mm apertures for
panchromatic imagery., The entries in the table indicate the significance
level at which the decision action distributions differ according to the
chi square test for multinomial distribution comparison. In the case
where no statistically significant difference exists, the entry none appears
in the table. Where appropriate, an indication is made to denote the

cause of the difference between apertures.

A similar analysis comparing 2, 4 and 6 mm results for
radar imagery shows no statistically significant difference, even at the
5% significance level, between the distributions of decision actions for
the various aperturec sizes. The test tables for this analysis are

presented in Appendix 3.

5.4 Summary of Statistically Significant Results

We arec now in a position to answer in a statistically quanti-
tative way the three questions posed at the beginning of this section. We

do this next as a summary of the results,

-




-—

Table 5-14. Aperture Performance Comparison Summary for Panchromatic

(1

(2)

(3)

Imagery
2 4 o
1 - o 2., 5%(])51\&“\(‘.
2 B BUAC AN BT
4 - 5%(3)
6 b

X Significance Level Indicating

Performance Difference

Because distinction between Agriculture and Forest is

defired for 4mm aperture.
Due to Water (60).

Due to Water (00).
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' 5.4 -~ Continued.

Question 1: Arc the decision results for panchromatic, radar and thermal

imagery different?

The answer to this question is yes. Specifically using the
chi square test for multinomial distribution equivalence, we have the

following based on a comparison of the decision action distributions:
P d

I S P e

Z
1) Panchromatic versus radar - X =41,2 >13,3 =
the 1% significance level
e
2) Panchromatic versus thermal - X~ =14,3 > 13,3 =
1% significance value
A~
2
3) Radar versus thermal - X =28.2 > 13,3 =

1% significance level

Question 2: What does a detailed comparison of panchromatic and radar

imagery show insofar as: (1) overall decision performance,

(2) discrimination between various terrain tvpes, (3) effect

of aperture size

With respect to overall decision performance, the analysis
of variance of the linear hypothesis model comparing panchromatic and 3
radar imagery across aperture sizes shows that the percent reject for

radar and panchromatic is different at the 5% significance level. Thus,

there is a statistically significant difference, although not as strong as
it might be, between the overall decision performance for panchromatic

and radar imagery. i
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5.4 --Continued,

The difference in performance is stronger for specific
terrain types. In particular, the analysis of variance for the lincar
hypothesis model yields the following results: ‘

1) Urban-percent error differs from panchromatic to }

radar independent of aperture sice at the 1%

significance level,

2 Water (50)-percent correct differs from panchromatic }

to radar imagery independent of aperture at the 19 ;4

level, f

L

3) Agriculture (70)-percent correct and percent reject }:
differ from panchromatic to radar imagery at the

1% significance level. }

4) Forest-percent correct and percent reject differ |

from panchromatic to radar imagery independent

of aperture at the 5% significance level,

Examination of the effect of aperture independent of
panchromatic or radar sensor type shows a significant difference using !
analysis of variance on the lincar hypothesis model only for agriculture (70).
In particular the percent correct and percent rejeet arve different
independent of panchromatic or radar as a function of aperture size at

', the 19 significance level.

Question 3: Does aperture size affect performance of panchromatic and

radar imagery individually ?
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5.4 --Continued,
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As shown in Table 5-14, there are significant differences
between the performance on panchromatic imagery for different aperture
sizes. In three of the five cases where such differences exist, the
difference is attributable primarily to the decision results for a
particular class or pair of classes. There is no statistically significant
(at the 5% significance level or better) difference between the performance
utilizing different aperture sizes on radar imagery., We shall see however
in the next section that although the number of decisions remains unchanged

for radar when comparing the 2 mm to 6 mm case for water (60), the

diffraction pattern signatures are quite different.
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1
- 6.0 COMPARISON OF RESULTS FOR INDIVIDUAIL SAMPLIS t1
. :
The quantitative discussion in the last section treats the '
; . . i
decision performance from a macroscopic statistical viewpoint. In il
this section individual OFS samples will be compared in order to
point out in a qualitative way differences that may be expected in
diffraction pattern signatures when different sensors are used,
i Because samples were taken over identical areas using the panchromatic
and radar sensors, we will limit the discussion in this section to
i comparisons of results obtained using radar and panchromatic imagery.
The specific comparisons we will consider are:
' 1) classification of urban using radar and panchromatic
{ with a 2 mm aperture
!
2) classification of water (50) using radar and
f :
| panchromatic imagery and a 2 mm aperture
[ 3) classification of forest using radar and panchromatic
| i
; imagery with a 2 mm aperture ;
b
3
4) classification of non-plowed agriculture utilizing |
radar and panchromatic imagery with a 2 mm aperture ;
5) classification of plowed agriculture utilizing radar i
:
and panchromatic imagery with a 2mm aperture !
b . . . . i
6) comparison of decisions for water (60) and agriculture |
utilizing radar and panchromatic imagery with a 2mm .
{
aperture .
‘:
. . )
I 7) comparison of the rcsults obtained for water (60)
utilizing radar and panchromatic imagery with 2, 4 1
i i
] and 6 mm apertures.
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6.0 ~--Continued,

The first four comparisons correspond to cases for which
there is a statistically significant difference between the performance
utilizing radar and panchromatic imagery. In the fifth case there is
no statistically significant diffcrence between decisions utilizing radar
and panchromatic imagery. We present this case to compare a

statistically significant difference to one that is not.

The confusion matrices in Tables 5-1 through 5-8 show a
distinct trend of overlap between the water classes, agriculture,
forest and abstention actions. (Recall that the abstention action region
is the intersection of the region in which both forest and agriculture
are accepted.) Thus, we show one example illustrating how this

confusion can come about.

Finally, we show specific examples comparing the water
detection performance of radar and panchromatic imagery as larger
aperture sizes include varying degrees of shoreline. This particular
example shows how the specular return present in the radar is
implicitly used as a feature while the lack of the specular return from
the shoreline in the panchromatic imagery yields an aperture sample

containing on-shore terrain and water that is not classified as water,

6.1 Urban Sample Comparison

For the 2 mm case, 20 of the 26 radar urban samples are
correctly classified while 31 of the 31 urban panchromatic samples

were correctly classified, To illustrate why errors occur in the radar
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6,1 ~-=Continued,

based decisions, we have chosen two samples: one for which both
radar and pan based decisions are urban (shown in Figure 6-1a and b),
and the scecond for which the radar decision is forest while the pan

decision is urban (shown in Figure 6-1¢ and d).

Examining the wedge feature plots in Figure 0-2 for
these two cases, we observe that the incorrectly classified
radar sample does not exhibit the characteristic peak between wedgpes
14 and 18. This pceak which is duc to the specular return in the radar
samples is in fact what enables us to distinguish urban from non-urban
terrain types,  Observing the pictures in Figure 0-1 of the speciflic

aperture samples, we sce that while a building is visible in the

panchromatic imagery, orientation of the building is such that there

is no specular return in the radar sample,

This single example illustrates the difference between the
urban detection diffraction feature used for panchromatic imagery
and the feature used for radar imagery., The panchromatic feature
is simply a relative increase in high spatial frequency content due
to the line structure of man-made objects., On the other hand, the
radar feature is the specular cross pattern which causes a similar

cross pattern in the diffraction plane.

6.2 Representative Samples Comparine Water 50 Panchromatic

and Radar Results

For the case of water (50), nine of cleven samples were

correctly classificd using panchromatic data while only five of nine
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Figure o-1, Comparison of Urban Arcas in Panchromatic and Radar Imagery
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6.2 ~--Continued,

were correctly classified from the radar data. Figure 6-3a and b
shows a sample area correctly classified for both radar and
panchromatic data, while Figure 6-3c and d shows a sample
correctly classified using panchromatic data but assigned to the
abstention region when radar data is used. Figure 6-4 contains the
feature plots for both of these samples which should be compared to
the feature statistical limit plots for water (50), agriculture and

forest in Appendix 4.

There appears to be no significant difference in the
diffraction pattern feature signatures or in the imagery itself between
the sample correctly classified by both sensors and the other sample
which is correctly classified only using the diffraction pattern data

from the panchromatic imagery. Examination of other samples

appears to substantiate the conclusion that diffraction pattern signature
difference causing the performance difference between radar and pan
is more complex than can be seen by a simple examination of the 3

feature plots and imagery samples. |

6.3 Comparison of Results for Forest Using Diffraction Pattern
Samples from Radar and Panchromatic Imagery

For the 2mm aperture case, 199 of 211 forest samples were

correctly classified utilizing the radar imagery. On the other hand,
for the 2 mm aperture only, 159 of 214 samples from panchromatic

imagery were correctly classified.

120




y ]
I
| a. 10505 (Water) b. 10505 (Water) *
Decision = Water Decision = Water i
| Pan Radar #
|
i i
§ L4
E
{
c. 10321 (Water) d. 10321 (Water) 1
Decision = Water Decision = Ambiguous
Pan Radar 4
Figure 6-3. Comparison of Water (50) Areas in Panchromatic and
Radar Imagery
2Zmm
l 121




12

. - ]

| A ——————_SSU LT S LRSS
E, 1.00 8.0 17.9 25.¢9 33.Q0 1.0 LY. Qd S$7.09 6H.QQ
& ELEMENT NO.

1

d Q. 0SS (HATERY  DECISION » WATE oMM PN

FILE OL.MLKS  NVDIQ3= /NVDQA3/CECISIONS USING NVNSO3-NYNSQ3
QS/01/73 | 03:58

1EE
L

DE
RESRE))

J
1£4

1£3

LIZED AMPLIT!
MBS EIII AN BRI NI

NORMAL

1£2

101t 1 peeree

£l

RN 25.00  33.00  41.00  49.00  §7.00  ©5.00
ELEMENT NO.

MBSMLEMEIR 5 5 Shananan o s e o s s S ST SR
17.

1.00 9.00

b, 10505 GRIER  DECISION = WATER oM RADAR
FILE DL.MLKS . NVDS- /NVDOOR/DECISIONS USING NYNOOS-NYNLOS
051/79 0923

Figure 6-4. Comparison of Features for Water (50) Samples Derived from
Panchromatic and Radar Imagery

122

R —




1ES

IS NS

PL

IBEEEEIN I EEIEEEET

.
i

1E3

NORMRLIZED RH

1E2

1111 1110

v T T AR % 0 2 0 16 P S8
17.00 25.00 33.00 41.00 49.09 57.00 65.00
ELEMENT NO.

1E1

Y

Ty

.00 9.00

FILE DL.KLKS _NVDLO3- /NVDOQ3
eS/0179  09:57

C. 10321 (RATERY  DECISION = WARTER 2rM PAN
/DECISICNS USING NVNSQ3-KVNED3

1ES

Lt geegesy ¢

TUDE
J1EG
1

sy

L1

MALIZED AMP
1€3

NOR
1E2
RISt TRR T

L L1 1

-
w

B S 9 A e U o
1.00 .00 17.00 25.00 33.00 41.00 49.00 57.00 65.00
ELEMENT NO.

d, 10321 (RATERY  DECISION » AMBICUOUS  2MM RADAR
FILE DI.NLKS .WDOJ3- /KVOQU3/DECISIONS USING NVNDQS-NYN10S *
5701779 03:81

Figure 6-4. (Continued)

123




pcabiddais. ot

6.3 --Continued.

Once again, two specific sample areas were chosen to
illustrate the qualitative differences between the results for radar
and panchromatic imagery. The sample areca correctly classified
utilizing either panchromatic or radar derived data is shown in
Figure 6-5a and b, The arca correctly classified from radar but
incorrectly classified from pan is shown in Figure 6-5c and d.
Corresponding fcature plots that may be compared to class feature

statistics for forcst and agriculture are shown in Figure 6-6.

Obscrving the pictures in Figure 6-5 we conjecture that
the supericr performance of the OPS measurement data derived from

radar imagery is duec to trece crown and branch induced texture which

is more pronounced and consistent in radar imagery than in panchromatic

imagery. The texture associated with forest in panchromatic imagery
is quite often duplicated in non-forest agricultural regions. This is
consistent with the decision results shown in the confusion matrices
(Tables 5-1 through 5-8) where a significant ambiguity between forest

and agriculture exists for the panchromatic samples.

The difference in texture appearance is obviously due to
the different sensor wavelengths, The appearance of the forest arcas
in the radar reconstruction is very similar to the speckle pattern
observed in photographs when a rough surface is illuminated by
coherent visible wavelength light. The rclationship between the radar
illumination wavelength and the surface height structure in the forest
arcas is undoubtedly quite similar to the wavelength and height profile

relationship for a visible wavelength and typical optical diffuser.
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Figure 0=5, Comparigson of Forest Areas i Panchromatic and Radavr
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6. 4 Comparison of Non-Plowed Agriculture (70) Performance

Utilizing OI’'S Samples Derived from Radar and Panchromatic
Imagery (2 mm aperture)

In this case, 45 of 53 non-plowed agriculture samples
identificd utilizing OPS measurements from radar imagery were
correctly identificd.  The corrcesponding number for samples derived
from panchromatic imagery was 33 of 48 samples, Once again, we
compare samples correctly identificd in both cases and a sample
corrcectly identified for the radar casce but incorrecetly identified for
the panchromatic case. Picturces of these samples are shown in
Figure 6-7. The corresponding feature plots which can be compared
to the feature statistic plots for agriculture and forest in Appendix 4

arc shown in Migure 6-8,
o4

The only obscerved difference in this case between the
radar imagery and the pan is that the ficld boundaries arce not as
visible in the panchromatic imagery as they are in the radar, Also,
as noted previously, the forest texture is much more pronounced
and diffcrent from the agriculture texture in radar imagery than it
is in the pan imagery. Since the corrceet classification is based on
distinguishing agriculture from forest we conjecture that the
combination of poor texture differentiation in pan between radar and
agric lture as well as the absence of ficld boundary lines in pan

accounts for the difference in performance.

6.5 Comparison_of Plowed Agriculture (20) Decision Performance

Utilizing O'S Samples {rom Radar and Panchromatic hmagery

2 mm aperfure)

Overall results for radar are 60 of 72 agriculture (70) samples

correctly classificd while for panchromatic only 48 of 83 arc corrcctly
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a. 20317 (Non-I'lowed) b. 20317 (Non-Plowed) 1
Decision = Agriculture Decision = Agriculture
Pan Radar

c. 20310 (Non=Plowed) d. 20310 (Non=Plowed)
Decision = Ambiguous Decision = Agriculture
FPan Radar

Figure 6-7. Comparison of Non-Plowed Agriculture (70) Arcas in
Panchromatic and Radar Imagery

2mm
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6.5 --Continued,

classified. Photographs of the samples correctly identified in both
cases are shown in Figure 6-9a and b while the samples corrcectly
classified from radar and incorrectly classified from pan samples
are shown in Figure 6-9¢c and d. The corresponding feature plots
arc shown in Figure 6-10. These should be compared to the
statistics for the feature families shown in Appendix -4,

Comments concerning the plowed agriculture samples in this
case are esscntially the same as thosce in the previous section concern-
ing non-plowed agriculture. In gencral, in the samples available, it
was extremely difficult to discern any visual difference between
samples classified as plowed and samples classificd as non-plowed.
Whercever some degree of dirvected line structure was present in a
field, the sample was classified as plowed. However, quite often
this line structure did not have sufficient contrast to form the

characteristic diffraction pattern of a grating.

6.6 Comparison of Results for Water (60) and Agriculture

Utilizing Optical Power Spectrum Measurements from

Radar and Panchromatic Imagery with a 2 mm Sampling

Apc rfure

In this case we wish to compare a sample arca in the
water (60) region to another in agriculturce that appear to have

identical texture in the panchromatic format, but markedly different

< ."-,"—

texturce in the radar reconstruction. The two arcas are pictured in
1

Figurc 6-11, The corresponding optical power spectrum feature

plots should be compared to the class feature statistics for water,

agriculfure and forest in Appendix 4 as shown in IMigure 6-12,
Pl ¢




a. 30516 (Plowed) b. 305106 (Plowed)
Decision = Agriculture Decision = Agriculture
Pan Radar

c. 30532 (Plowed) d., 30532 (Plowed)
Decision = Ambiguous Decision = Agriculture
Pan Radar

Figure 6-9. Comparison of Plowed Agriculture (20) Arcas in
Panchromatic and Radar Imagery
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a. 20310 (Non-Plowed)
Decision = Ambiguous

l'u:)

c. 20426 (Water)
Decision = Forest
Pan

N RSV . i

b. 20310 (Non-FPlowed)
Decision = Agriculture
Radar

d. 20426 (Water)
Decision = Water
Radar

I'igure 6-11. Comparison of Water (60) and Agriculture Arcas in
Panchromatic and Radar Imagery

2mm
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6.6 --Continued,

For the panchromatic imagery, the water sample is
incorrectly classified as forest while the agriculture sample is

assigned an abstention action. (Recall that an abstention in this

case is due to the fact that the sample falls in the region of

acceptance for both forest and agriculture.) For the radar casc "
the water sample is correctly identified as water (60) and the

agriculture corrcctly identificd as agriculture, This points out

once again that optical power spectrum unalysis cssentially provides
a measure of texture.  When the sensor type is such that unambiguous
texture differences correspond to different terrain types as is the
case here for radar, the corrcct decision will result, On the other

hand, when no apparent texture difference can be associated with

different terrain types, as is the case here for the panchromatic

imagery, an incorrect or abstention action will resulf.

6.7 Qualitative Fxaminotion of the Results for Water (60) When
2

Zy 4 and bmm Aperture Samples are Taken from Radar and
Panchromatic Imaocery

This example examines what may at first appear to be a
strange result in the classification of water (60) for 2, 4 and 6 mm

apertures. For the radar sensor, the results for 2, 4 and 6 mm

aperturces arc respectively 19 of 19, 12 of 19 and 19 of 19 corrcctly
classified. On the other hand, for panchromatic imagery the
corresponding results are 23 of 26, 0 of 26 and 6 of 26 correctly

classified. Figure 6=13 shows the radar samples that will be

S

considered, while igure 6«14 shows the panchromatic sample
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6.7.1 2mm Aperture Results

Basically we observe that in the 2 mm case, all of the radar
samples are solidly within the water and no shoreline is present. On
the other hand, a few of the panchromatic samples include a portion
of the lower shore and are classified as Forest or are assigned an
abstention action.  Thus, in the 2 mm case, both radar and pan will
correctly classify all samples which are completely within the water

arca,

; 6.7.2 4 mm Apcrture Results

For the 4 mm aperture, the 12 of 19 radar samples

correctly classificd all contain a strong specular reflection from the
upper shoreline.  The other samples not containing the specular
return arc all classified as agriculture, Thus, in effect the system
has trained itself to recognize this river water on the basis of the
specular return from the shoreline. (Figure 6-15 shows the wedge

clue comparison.)

On the other hand, all panchromatic samples are incorrectly
identificd because some shoreline is present in all samples, The
shoreline near the river basically contains trees and appears as forest.
As one moves further inland from the shorcline, the shoreline trees
thin out and a morc agricultural type terrain is present, This in fact
corresponds to the decisions obtained. Those samples with relatively
little shoreline are classified as forest, while those that contain more
shoreline are typically assigned the abstention action corresponding

to a mixture of forest and agriculture.

1 142




(09) 29324 107 uostazedwoy any) 28pay Lidfewy Iepey €1-9 2an31y

ne:el 6L778/58

TTINAN-TIZNAN ONISN SNOISIJ3A/112QrN/ -1120K°  SyT x...c EE]
d900d Wian  ¥31EM = NOISIJZQ  <(dzipMy Lindz

91qIsIs jusuoduwiod Iz[mdadg “®

"ON 1IN3W3T3
22°S9 02" LS ¢3°&h ¢2"th 0o EE 0o S2 92" L1 ¢0°€ ee !

[-b—-».L;—hbhhth-nnn-thh-h’—h_ 2ok g 2 4 8 &8 AU 2 i & .2 _§ --¢aLr;——_nPrhu
3
|-
-
il
HM e
| vE =
) -
G <
ST
= -—
. D
=
[
=,
o -
mi
e
5 ——
- o
RS
= “J
=
—
=
V e
—
=
L |
m, |
b “
= |
==y |
e - |
St

; RN Ml iy VA
- - (TS £ G RS N SN PSS e
T e - \ e




T — T —

(09) x93z 103 uostredwoy any) 98poy Axofzwy aepey ¢1-9 2and1y

h5°¢1 €./12/58
TTINAN-TTI@NAN ONISN SNOISITO3Q/1120AN/ -118QAN" SYTH™ 14 2714
3UdUy WWh  33N1N01490 = NOISIJ3Q  (¥slgM> 92hel

a1qista juduodwod xe[ndads oN ‘g

"ON IN3W3T3

QQ.mw QQ.\;.m QQ.Q.: eo- m.j QQ.m.m @Q.m.m @Q.m..« ee ..m co' 1
- - - A4 3

Hm...l -
= o=~ o

O -
> 22
- =
-
=Py
e
L. WO
e 15
e =
-
= —

i :
i
=
» ]
-

T
LA




6,7.3 6 mm Aperture Results

For the 6 mm aperture, all samples had at least one
shoreline in view, Thus, a specular shoreline return was present
in all 19 of the radar samples and all were correctly classified.

On the other hand, only 6 of the 26 pan samples were correctly
identified. YFor the most part, these were samples in the middle

of the river containing mainly water with relatively small amounts
of shoreline. Where both shorelines were present a decision was
forest, and where only a single shoreline was present both forest
decisions and abstention actions resulted, In this casce once again,
the radar specular return was implicitly recognized in the training
algorithm as an indicator of shoreline implying a river sample. On
the other hand, the lack of a specular return and the inclusion of
forest and/or agriculture terrain in the panchromatic sample caused
a correct, incorrect or abstention decision to be made depending on

the amount and position of cach terrain type.




{, 7.0 CONCI.USIONS AND SUGGESTED FURTHER STUDY
7.1 Conclusions
7.1.1 Overall Performance for Different Sensor Types Differ

The major conclusion drawn from this study is that while
optical power spectrum analysis can be applied to imagery derived from
panchromatic visual sensors, synthetic aperturc radar sensors and
scanning thermal imagers, the detection capability in general and for
specific terrain types is influenced by the sensor. This is primarily due
to the fact that optical power spectrum signatures arc strongly influenced

by image texture so that the variation of terrain texture as a function of

sensor strongly influences automatic detection capability.

It is not surprising that the different sensors will produce
imagery with different texture characteristics. The radar sensor uses
a wavelength considerably longer than either the thermal or the panchromatic
imager. Furthermore, the radar "illumination' is coherent. Therefore,
speckle and specular reflection characteristics appear in the reconstructed
imagery for this sensor type. In fact, as noted in Section 6, the computed
chi square value indicates that radar differs to a greater extent from either
panchromatic or thermal imagery than panchromatic differs from thermal

imagery.

Telo2 Certain Sensors are Better for Specific Terrain Types

While the results do differ by sensor type, no single sensor is
uniformly better than the other. In particular, urban area detection

performance is better using panchromatic samples than using radar or
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thermal samples. A detailed comparison of panchromatic and radar images
indicates that this is because the urban line structure texture in panchromatic
imagery presents a strong signature in the corresponding diffraction
patterns. On the other hand, radar imagery causes a unique signature in the
optical power spectrum whenever a specular return occurs from a man-made
object acting as a corncrcube reflector. In some urban arcas, the specular
return does not occur even when a strong line structure texture is present

in the panchromatic imagery.

On the other hand, optical power spectrum samples from radar
imagery generally provide better results than corresponding samples from
panchromatic imagery for detection of agriculture and forest. This appears
to be due to the fact that the textural differences associated with these

classes are more distinct in the radar imagery than in the panchromatic.

Finally, it would appear by examining Table 7-1 that the best
situation would be to use panchromatic imagery to detect urban areas and
water, radar to detect agriculture, and thermal to detect forest. One
would not do very much worse utilizing radar to detect water and forest
as well. In fact, were a single sensor to be chosen, the choice would

most likely be radar,




T 4
S ——

Table 7-1.

2mm Pan

2mm Radar

10mm Thermal

Sensor Percent Correct Performance Comparison
:
Average
Urban | Water | Agriculture | Forest Correct
~(10) (50) (80) _(40) 1 Abstain | Percent
100. 0 | 86. 4+ 61.79 74,2 25,7 80. 6
76.9 | 85.69 83. 98 94,3 9.2 85,2
92.19] 61.11 51. 60 100. 0 19.75 76.2
\
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7.1.3 Aperture Size Effect

The effect of aperture size on the sampled imagery is not uniform
for panchromatic and radar imagery. No statistically significant effect was
observed for diffcrent size apertures insofar as their influence on detection
performance for the radar imagery. One should of course take into account
the discussion of the river water recognition in Section 6 that ostensibly
does not change as a function of aperture size, This of course is true
insofar as the statistics arc concerned, but the closer analysis in Section 6

shows that the mechanism causing the decisions does in fact change.

For panchromatic imagery, the decision results arc statistically
different as the aperture size is changed. However, there appears to be
no specific trend relating aperture size to improved decision performance.
In fact, the diffcrences appear to be due primarily to the river water/
shoreline effect discussed in Section 6 and the forest/agriculture decision
partition. In effect then, changing the aperture sive affects decision
performance because of changes in the number of terrain types present
in an aperture. This is really a manifestation of the problem of
unambiguously defining terrain boundaries that run through individual

optical power spectrum sample apertures,

7.1.4 Conclusion Generality

Finally, we should point out that the results obtained here,
although involving a substantial number of samples for certain classes, must

still be considered tentative and preliminary., Even assuming that our

results for the panchromatic and radar imagery are statistically valid, the
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samples included in this study are from a very small region around
Huntsville, Alabama. Without considering a broader range of geographical
locations, one could not assume that these results would hold in a general
setting. Also, since the region over which the thermal imagery was
acquired was geographically remote from the Huntsville area, our
comparisons of thermal results to results for panchromatic and radar
involve the assumption that although the terrain was not identical the

terrain characteristics were similar,

Lol Areas for Further Study

In a certain sense this study has raised more questions than

it has answered., But, this is the purpose of an initial study.

7

gl Exvanded and Generalized Experiment

An obvious arca for additional work is to broaden the range of
the data base to include more samples reflecting more general terrain

types and test the results obtained in this study in a more gencral setting.

7 A Terrain Boundary Determination

In the context of the decision rule, we have raised, but not
significantly considercd, the question of how to treat boundary determination.
This is clearly a key question for any automatic topographic classification
system, Our results with samples not included in the training class because
they were on a boundary being assigned the abstention action indicates that

it may in fact be possible to automatically identify arcas that include a
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Tolul --Continued,

boundary between two terrain types. Obviously additional processing
techniques, perhaps some combination of digital image processing and
optical power spectrum analysis, will be required in order te correctly

identify boundaries.

The ability to identify boundaries is important for another
reason as well, Individual aperture sample decisions are based on local
texture. We have scen examples in which local texture is not sufficient
to unambiguously identify terrain type. On the other hand knowledge of
boundaries provides a contextual framcwork within which a more
"intelligent" decision can be made about a particular sample. For example,
it is unlikely that a 200 foot square lake will exist in the middle of a plowed

agricultural field.

T3 Decision Rule Improvement

Finally, in the course of this study we have devcloped a decision
rule and an approach to the development of similar decision rules that
appears uscful for multiclass problems with numerous classes and
relatively few samples from each class. The rule is basically a threshold
decision rule, similar to the one utilized in MISTIC. However, the
threshold is not based on a comparison of the posterior probability estimate
to a threshold., It would be worthwhile to consider how the rule structure
devecloped during the course of this study can be extended so that it is based
on the posterior probability. If this can be done, we can directly evaluate
how close the decision rule performance is to the Bayes Rule by examining

(1)

the percentage of ambiguous decisions' ™/,
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APPENDIX 1

LINIEAR HYPOTIESIS MODEL

ANALYSIS OF VARIANCE TEST RESULTS
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Class 10 - Urban

S— SRR e

;‘ Aperture /Type /Imacery % Correct % Error % Abstain
L3
Imm Hardclipped Pan 93.5 6.4 0 !
2mm Gaussian Pan 100.0 0.0 0 “
4mm Gaussian Pan _ 96,7 5.2 0
6mm Gaussian Pan 100.0 0.0 0
2mm Gaussian Radar 76.9 15.3 7.6 f’
i 4mm Gaussian Radar 84.6 15.3 0 l
F |
6mm Gaussian Radar 88. 4 11.5 0 ,‘.
i
: , ;
| | 2 4 6
£
F = a0,
Pan 100 96.7 100 - 79
Radar 76.9 84,6 §8.4 - =17.28
% Correct
2 4 6
Pan 0.0 3.2 0.0 R
Radar 15.3 15.3 11.5 Frow =120. 86
Y% Error
2 4 6
Pan 0 0 0 ¥ = |
col
Radar 7.6 0 0 ¥ =
rowW
Y% Abstain

i 154 |




Aperture /Tvpe /Iimagery

Imm Hardelipped Pan

2mm Gaussian Pan
4mm Gaussian Pan

6mm Gaussian Pan

2mm Gaussian Radar

4mm Gaussian Radar

6mm Gaussian Radar

Pan
Radar

Pan

Radar

Pan

Radar

Class 50 - Water

% Correct

% Error

% Abstain

45. 4 54,5
81.8 18.1
100. 0 0.0
100. 0 0.0
55.5 2d. 2
66.6 33.3
66. 6 33.3
2 4 6
81.8 100, 0 100, 0
55.5 66.0 66. 6
% Correct
& 4 6
18.1 0.0 0.0
(AR 333 33. 3
Y% Error
2 4 6
0 0 0
22,2 0 0

Y% Abstain

0
0
0.
0.
22,
0.
0.

col

n

Irow

=
]

col

Irow

-
1"

col

Irow

e © o ©

2 9 N

17.
191

03

.06

.86

T T R T




B Gy

Apcrture /Type /Imagery

Class 60 -« Waicer

% Correct

% rror

% Abstain

1mm Hardclipped Pan 7.6 92.3
2mm Gaussian Pan 88. 4 7.6
4mm Gaussian Pan 0.0 42.3
6mm Gaussian Pan 23,0 57.6
2mm Gaussian Radar 100. 0 0.0
4mm Gaussian Radar 63.1 36, §
6mm Gaussian Radar 100. © 0.0
Z 4 6
Pan 88. 4 0.0 23.0
Radar 100. 0 63,1 100. 0
% Correct
2 4 6
Pan 7.6 42,3 5¢+ 0
Radar 0.0 36.8 0.0
%o Iurror
2 4 6
Pan 3.8 57.6 19
Radar 0.0 0.0 0.0

% Abstain
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0
3.8
57.6
19.2
0.0
0.0
0.0
¥ = 3.3
col j
3 = 6.5
row
1Y = 1.5
col
o = 1.9
row
= .0
Fcol Anh
o e G
row

EP————

ey
TR
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P

Class 20 Agriculturc (Plowed)

Aperture /Tyvpe /Imagery

% Correct

% ¥rror

%% Abstain

1mm Hardclipped Pan 73.4 0.0
2mm Gaussian Pan 57.8 0.0
4mm Gaussian Pan 5.9 0.0
6mm Gaussian Pan 7.1 0.0
2mm Gaussian Radar 83.3 0.0
4mm Gaussian Radar 37 . 5 0.0
6mm Gaussian Radar 90,2 0.0
2 4 6
Pan 57.8 75.9 e
Radar G8 s, Gt 90. 2
Y% Correct
2 4 6
Pan 0.0 0.0 0.0
Radar 0.0 0.0 0.0
Yo Irror
2 4 6
Pan 42,1 24,0 22.8
Radar 16,6 IeyS 9.7

Y% Abstain

4.0

w b

o

e s
T

o ————



Class 70 Agriculturce (Non-1lowed)

Apcrture /Type /Imagery

% Correct

4 ~
% Error

¢ Abstain

1mm Hardclipped Pan 64.5 0.0
2mm Gaussian Pan 68.7 0.0
4mm Gaussian Pan 79.1 0.0
6mm Gaussian Pan 79.1 0.0
2mm Gaussian Radar 84.9 0.0
4mm Gaussian Radar 94,3 0.0
6mm Gaussian Radar 94, 3 0.0
2 4
Pan 68. 7 79,1 - Y &y
Radar §4.9 Q4,3 T g > o
Lo Correct ;
& 4 6
Pan Q.0 0.4 0.0
Radar 0.0 0.0 Q.Q
Yo Inrror
2 4 6
Pan 31,2 20. 8 20.8
Radar 15,0 5.0 5.0

Y Abstain
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Class 40 - Forest

% Abstain

Aperture /Type /Imagery % Correct % Error
1mm Hardclipped Pan 90.1 0.0
2mm Gaussian Pan 74.2 0.0
4mm Gaussian Pan 64.8 0.0
6mm Gaussian Pan 86.4 0.0
2mm Gaussian Radar 94.3 0.0
4mm Gaussian Radar 97.1 0.0
6mm Gaussian Radar 95.7 0.0
2 4 6
Pan 74.2 78.5 86. 4
Baaas 94.3 97. 1 95.7
% Correct
2 4 6
Pan 0.0 0.0 0.0
Radar 0.0 0.0 0.0
% Error
2 4 6
Pan 25, 1 21.5 13.5
Radar 5.6 2.8 4,2

% Abstain
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Y

=

9.8
25.7
351
13.5

5.6

2.8

4.2

L]

col

Irow

col

row

col

Yow
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APPENDIX 2

X2 TEST RESULTS FOR

PANCHROMATIC APERTURE PERFORMANCE COMPARISON
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Hardelip Imm versus 4mm Gaussian Pan

10 50 60 80 40 90 '

279

lmm 29 5 2 98 219 60

4mm 30 11 0 102 179 al
270

i

1 29.5 .01

) 8.0 1.13

3 e, 1. 00

4 100. 0 . 04

5 199, 0 2.01

6 505 3.18

(1% significance level) 15.1 >14,73 >12.8
(2. 5% significance level)

If 40 and 90 combined

10 50 60 80 40-90

Imm 29 5 2 a8 279
41mm 30 11 0 102 270
i

1 29.5 .01

i 8.0 1.13

3 1.0 1.00

4 100.0 .04

5 274.5 .07

(5% significance level) 9.49 ~ 4,50 ~0,711
(509% significance level)
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Hardclip Imm versus 6mm Gaussian Pan

10 50 60 80 40
Imm 29 5 2 98 219
6mm 31 11 6 102 200
-
1 30 .03
2 8 1.125
3 4 1.0
4 100 . 04
5 209.5 .43
. 6 61.5 . 04

(95% significance level) 11.1 > 5,33 > 1,15 (507% significance level)

T T [ T ey T e .,,

= e e T T
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2mm versus 4mm Gaussian

10 50 60 80 40 90

2mm 31 9 23 83 161 106
(20 from 50)

4mm 30 11 0 102 179 91
(1 from 60) (10 from 60) (15 from 60)

[

1 30.5 . 008
2 10 .1
3 11.5 11.5
4 92.5 . 976
5 170.0 . 476
6 98.5 . 571

27.26 > 15.1 (1% significance level)

Redistribute class 60 for 4mm

10 50 60 80 40 90
2mm 31 9 23 83 161 106
4mm 30 11 26 101 169 76
(Redistribute 60)
i
1 30,5 . 008
2 10 o &
3 24,5 .09
4 92 . 88
5 165 .10
6 91 2,47

(5% significance level) 11.1>7.3>1,15
(50% significance level)
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2mm versus 6mm Gaussian

10 50 60 80 40 90

2Zmm 31 9 23 83 161 106

6mm 31 11 6 W2 200 63
15(60)  5(60)

I AT e i W

¢
1 31 0
2 10 w3 d
i 3 14,5 4,98 %
4 92.5 .98 i
5 180. 5 2.10 a
i 6 84.5 5.47
b
, . i
27,24 >15.1 (1% significance level) !
! l 2mm versus 6mm Redistribute 60 for 6mm |
g 10 50 60 80 40 Q0 ‘
|
i 2mm 31 9 23 83 161 106
I
| 6mm 31 11 26 302 185 58
S —

S T ,
(Redistribute 60) doing better
on
agriculture
and forest

t Sl

i

1 31 0

Z 10 «d

3 24,5 .09

4 92.5 .98

5 173 3 83
] 6 2 7.02

18,04 > 15,1 (1% significance level)

i
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4mm versus 6mm Gaussian

10 50

60

80

40 90

4mm 30 11

6mm 31 11

s

11

102
189.5
77

N Ul W IV

6

102

102

179 81

200 63

(1% significance level) 15.1 > 12,2 >11.1

4mm versus 6mm Redistribute 60 for both

(5% significance level)

10 B0 60 B0 4D 9O
4mm 30 11 26 101 169 76
(Redistribute 6Q)
6mm 31 11 26 102 185 58
(Redistribute 60)
1
1 30.5 . 008
2 11 0
3 26 0
4 101.5 . 005
5 177 . 361
6 67 1.2

(5% significance level) 11.1>3,16> 1,15
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— e S S W m——

2
X" TEST RESULTS FOR RADAR APLERTURE PERFORMANCIE COMPARISON { :
r
!
)
!
i

e — -y =
3 . 1




I ROW 1 ROwW 2 Pl CHI-v0(1)
1 20 L2 21 4. 7619E~02
2 ) b D 4. 590 -02
a 19 12 19. § 0. 790323
4 104 126 11468 Q. 781385

S 209 207 208. § L. OVABVLE-02
& 36 1 27 3

CHI SQUARE = o 2asy44 WITH O DEGREEs oF FREEDOM

ENTER NO. OF Culumn:

2mm Gaussian versus dmm Gaussian

I
i
1
; it
¥
{
:
{
3
!
i«
3
t
}
| i
i
"

e R




I ROW 1 ROW 2 Pl CHI-CO(1)
1 20 23 Z21.5 0. 104451
2z S 6 i 9. 5 4. SAGA4LE-02
- 3 19 19 19 0
L q 106 119 112 S 0. 275506
i i o 204 204 204 (¢}
e * 6 26 19 . 27.5 2 62727
CHI SGUARE = &. 2058° WITH § DREGREES QOF FREEDOM
bE ENTER NO. OF COLUMNS
2mm Gaussian versus 6mm Gaussian
- 3
£ .
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-
CUODWN -

CHI SOUARE
ENTER NO.

RoOW 1
22
6
12
125
207
18
= 1, 79935
OF COLUMNS

WITH 5

4mm Gaussian versus omm Gause

ROW 2

23
6
19
119
204
19

PI
225
6
15. 5
122
208. 5
18. 5

DEGREES OF FREEDNOM

169

31an

CHI-SQ(I)
1. 11131E-02

. 790223
. 37705E-02
. 0RAR2E-02

SO1EGE-Q
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, APPENDIX 4
f‘ -
1
y CLASS STATISTICS PLOTS -
t; : 2MM APERTURE PANCHROMATIC AND RADAR CASES
1
|8
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