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i SUMMARY AND GENERAL INTRODUCTION

Computer software deve'oped by Meteorology International
Incorporated (MII) includes unique systems for the analysis of meteorological
and oceanographic data. These analysis systems are based on one principal

underlying analysis methodology--Fields by Information Blending (FIB).

The information-processing concepts and formulations upon which
the FIB analysis methodology is founded were documented by Holl in 1971
in association with a system for the analysis of sea-level pressure [1].
FIB has progressed rapidly from these early concepts to its present level of
development. The Fields by Information Blending methodology is now a
comprehensive technique for the objective analysis of scalar and vector
fields with a wide range of realized and potenti. applications. For the
analysis of a specific environmental parameter FIB should be considered
as equal or superior to any currently available technique. However no other
technique is based on fundamental and generalized concepts of information
processing. These concepts, expressed in terms of formulations and
algorithms designed specifically to facilitate their implementation as
computer software,1 provide FIB with unique capabilities for the analysis

of a wide range of environmental parameters.

To illustrate the diversity of FIB applications, the U. S. Navy's
Fleet Numerical Weather Central (FNWC) currently utilizes FIB analysis
systems to produce routine operational analyses of sea-level pressure for
the Northern and Southern Hemispheres; fine-mesh sea-level pressure and
surface wind analyses for the Greater Mediterranean; upper-air contour

height analyses for both hemispheres; sea~surface temperature analyses for

1

All relevant formulations in this Report are expressed in finite-
difference form; analysis algorithms involve extensive use of iterative
techniques.
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both hemispheres, and for several sub-regions on finer scales of resolution;
ocean thermal-structure analyses for the Northern Hemisphere, and for
several sub-regions on finer scales of resolution; and Northern Hemisphere
analyses 6:‘ significant wave height. All these systemsl are based on a

common analysis methodology--Fields by Information Blending.

As FIB evolved and its range of applications increased, the
development of a new analysis capability often revealed methods by which
earlier applications could be improved. However, in general terms, contract
requirements for the documentation of FIB-based analysis systems have
focussed on the practical aspects of program maintenance and system
operation; documentation of the underlying principles and associated
formulations has not always been consolidated, especially where an earlier
capability has been modified to encompass later developments. As a result,
the information needed to comprehend a particular current FIB analysis system
generally has to be sought among a large number of memoranda, progress
reports, technical reports, and program documentations zuch as users
guides and maintenance manuals. Until this Report there existed no single
publication for a current analysis capability which traced the development
of FIB from first principles and explained its application to that particular
analysis system. Without appropriate documentation neither the operator of
the analysis system nor the user of its output can have a full appreciation
and understanding of the system and its products; FIB thus has acquired a
reputation for being excessively abstruse and esoteric. In addition the lack
of technical documentation has prevented the capabilities of FIB~based
analysis systems from being disseminated among the environmental analysis

and forecasting community at large.

1Perhaps the most advanced FIB capability is that for determining
full-scan clear radiance components from measured cloud-contaminated VIPR
radiances for the enhanced resolution of atmospheric thermal-structure
variabilities [2] . However this capability is not yet used in an operational
context.
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EOTS had advanced to the point Oif

By 1977 development of

operational utility although EOTS products remained in an "operational
evaluation" phase. A preliminary version of a Users Guide/System

Description was written, updated in early 1978 to reflect the growing
EOTS capability.
In September 1978 a formal Users Manual for the EOTS analysis ]

system [3] was produced. This Manual was designed in such a manner that

subsequent additions and modifications to EOTS easily could be docu
by amendment. This version of the Manual provides all information
necessary to effectively use the system in its current configuration.

jowever, although containing a comprehensive list of references, the

Manual does not provide the User with an account of the principles and
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information-processing concepts of the FIB analysis methodology upon which

the EOTS analysis system is based. Accordingly, in early 1979 under
sponsorship of the Naval Ocean Research and Development Activity (NORDA),
work was begun on preparing a comprehensive Technical Report intended to
provide the necessary theoretical background. The result of that work is
this publication.

T ke W ants n o - . e Setsl Brvet vl as b zom = 1
In this Technical Report most concepts and formulations of relevance
to the EOTS analysis system have been gathered together, thus avoiding the

) - meia)l b ~l- ' ~ S vt i Fe v o - rey mytmm e NE
eek essential background information from the large number of

w

tneed to
references given in the Users Manual. This policy, of course, has resulted
in a publication of some considerable length. In addition, although the

many formulations could have been presented with little expl

[+7]

on the insight of the reader for their interpretation, such a procedure has not
been followed. To make the subject more easily readable, most formuilations
are accompanied by a discussion explaining their purpose and the underlying
concepts. Where possible without loss of direct relevance to the EOTS
analysis system, concepts and formulations are presented in general terms
to facilitate an appreciation of their application to the analysis of other

environmental parameters.

rL

Section 2 of this Report discusses, in a largely qualitative manner,

some of the factors to be taken into account by any effective analysis

system. The Section also is intended to introduce certain FIB concepts

and associated terminology in an appropriate context.

Section 3 provides many of the generalized information-processing
concepts and formulations upon which the FIB analysis methodology is
besed. Commencing with a discussion of the reliability of observations
as information, it is shown that every piece of information which can
contribute to an analysis has an associated and quantifiable reliability.

The remainder of Section 3 essentially is concerned with methods for
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Ihis Report documents the concepts underlying the EOTS analysis

system. Although self-contained in that familiarity with the DOTS system

Where appropriate, all FIB analysis systems can utilize satellite-

derived data. For example the FEOTS analysis system uses satellite-derived

ks

estimates of sea-surface temperature and can also assimilate gradient

information subjectively derived from satellite imagery (HRIR supported by
visible). However less sophisticated techniques than APA currently are
used to assimilate this information.




- v v bt 1 ¢+ SO YO Y ~ th SOt VI TY SAPZY o T < o } o
is not essential to comprehend the concepts upon which EOTS is based,
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tnis Report and the Users Manual [3] are complementary to a considerable
extent. On completion of Section 4 it is recommended that Section 2 of the

Users Manual be studied. Section 3 of the Users Manual should be studied

on completing Section 5 of this Report.

Section 5 is concerned with the extension of the analysis system
described in Section 4 to encompass significant temperature variations
in the vertical structure. As a preliminary it is pointed out that the
analysis system described in Section 4 does not necessarily have to be
applied tc the temperature at the surface; it could equally well be applied

to the temperature at any depth or to th

o

temperature on a variable-depth
surface, e.g., the Primary or Principal Layer Depth (PLD). However a

simple system based on independent horizontal (or quasi-horizontal)

1

significant 4-dimensional ocean thermal-structure variabilities. The
procedure adopted is to parameterize the vertical profile in terms of "ocean
thermal-structure parameters"--measures of profile temperature, gradient
and curvature at various fixed and "floating"1 levels. The analysis system
described in Section 4 is used to analyze each of these parameters. (The
EOTS analysis system automatically sets various tunable constants
encompassed by the analysis algorithm to reflect the characteristics of

each analyzed parameter.)

Having completed analysis of the set of ocean thermal-structure
parameters, the next step is that of vertical blending, described in
Section 5.7; vertical blending completes the 3-D analysis at a point in

time.

1For example PLD is a "floating" level. This depth is determined
by analysis and is one of the thermal-structure parameters. A number of
other parameters are defined relative to the PLD and thus also are “floating"
parameters.

AL L.

emperature analyses at various depths is entirely inadequate for determining

.
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Section 6 pruvides a brief review of the EOTS analysis system and

is included to make this Report self-contained; a more detailed account is
given in the Users Manual.

Section 7 contains a number of miscellaneous (but nevertheless
significant) topics of relevance to the LOTS analysis system and its

utilization.

b




2. PRELIMINARY CONSIDERATIONS AND TERMINOLOQGY
2:1 Introduction

This Section is intended to reveal, in a largely qualitative manner,
many of the considerations that should be taken into account by any
effective analysis system. By discussing certain characteristics 0f
observed data, and describing the analysis process primarily by reference
to the simple and subjoctive technique often still used for the analysis of
environmental parameters (i.e., the drawing of isopleths by hand), many
of the concepts underlying the objective FIB analysis methodology,
together with associated terminology, are introduced. How these concepts
are expressed mathematically and combined into a system for the objective
analysis of ocean thermal-structure parameters is described in subsequoent

Sections.

2.2 Observations as Estimates of Representative Values

\

Suppose that, at a fixed location, we measure the value of an
environmental parameter as a function of time. The method of measurement
and presentation of the results would depend very much on the time scale
in which we were interested-~the "object scale of rv:;n]n:mn“.1 For
example if we were concermned with small=scale atmospheric turbulence
then instruments with very short response times would be required to
resolve the rapid temporal changes of the parameters to be measured.

Such instruments were used to produce Pig. 1 which shows horicontal wind
speed, vertical wind speed and afr temperature on the turbulence range ol
scale for a period of about 40 seconds. Note the relatively large and

a3 ~

. o s y
rapid changes in air temperature for example=-up to 3°C in as little as

2 seconds.

)

1 y S = : ; :
As discussed later in this Section, an "object scale of resolution’
usually involves considerations of both space and time.

3

T ——




e iuntag

(NI T
.
"
3
P
Vi
M AL LR
WING SED
ma! °
Y
v
W
At
Toawesatier 94
b -
v
|
ot
N
*{eTnnt 1 o) ,
tigure 1 A short

turdutence

degree of resolution in time
to produce 'g. 1 (@ fine=wire resistance thermometer).
of resolution is quite different.

¢ y ' \
tO be used (Or the 4

o

"

rig.

A Begitie

points

wind

metaor

soection ol

speed and tempearature

t

\ x N
Qloglcal fleiQ

x

3 \
A recarad ot DOrLEONLatL

aeadaing

vind
» at a height of

niversity

“w

Peals

two metelrs

However suppose that we were concerned not with atmospheric

If the trace for 24

mt less than 0.002°

ot

out w

the 2

rith the

rs at the same location,

\

4 howr

variation in

which

hours were shown

1, the 40=second period shown in Fig.

Clearly we are no

can oo

perioa .

long==in effect a "poin

alr femperature

provided by the

Assume though that this thermometao:

on a chart of the same

P

\

\atrter 1odbetson
sy )
an
over a period of
longer mterested 1N e

instrument usex

Qur object scalg

Plotting a series

A=hour pertod would provide an apparently continuous

(RN

1 would be represented by

8

Y




trace. But what value of temperature should be plotted at each point?

For each 40-second period we require a “representative” temperature which
could be obtained by computing a time~averaged mean of the temperature

recorded by the resistance thermometer. Thus, for this particular example,

+20

ot

TT)AT (

i
Ta0 40

=2.0

where T4O is the representative temperature appropriate to an object scale

of resolution in time of 40 seconds and T(7) is the temperature T observed

as a function of time T on the finer scale of resolution. (An "instantaneous”

reading of T from the resistance thermometer is itself a time-averaged

mean, the averaging process being due to the finite response time of the

instrument. Closer examination would show fluctuations on time scales

even shorter than indicated by Fig. 1.)

The degree of resolution in time provided by 40-second mean
temperatures still is far greater than needed to show significant variations
in air temperature over a 24-hour period. The variability between
successive 40-second mean temperatures would not provide any useful
information in the context of a 24-hour period. To obtain variabilities
which are significant, the time-span over which the mean temperature is
determined should be chosen so as to "smooth out" fluctuations which,
though real, are not significant to the object scale of resolution. Ten-
minute mean temperatures probably would be more than adequate to show

significant variabilities occurring over a 24-hour period.

However, suppose that instead of being able to compute time-
averaged means over an appropriate time span we are only able to obtain
relatively "instantaneous" values of T--in other words a value of T

time-averaged over a markedly shorter period than required to show

w] (e
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variabilities which are significant to the object scale of resolution. [or
example, for the period shown in Fig. 1, an instantaneous observation
1 v 1 ) 1 O ) o N: ¥ 3 - - . . 1
might be anywhere between about 16 and 19 C whereas the representative
; o R e - .- -
value is, say, 17.0 C. Similarly, a 40-second mean temperature measured
within a 10~minute time-span might differ by several degrees from the

l10-minute mean temperature.

This example illustrates a point which should be taken into account
by any dnalysis1 scheme (but which is usually ignored)--an observation
of any environmental parameter which is representative on one (i.e., the
observed) range-of-scale can only provide an estimate of the value of that
parameter on another range-of-~scale. Such an observation provides a
“sample" of the representative value. If, as is usually the case in
producing analyses of environmental parameters, observations are made
on a finer range~of-scale than the object range-of-scale of the analysis,
then in general any observation contains an information component which
is sub-scale to the desired representative value. This inherent and
unavoidable sub-scale component introduces uncertainty concerning the
reliability that can be attributed to any observation unless it is known to
be representative of the object scale of analysis rosolution.2

The difference between a "true" value and a "representative"
value should be appreciated. Assuming that no errors are made by the
observer and that the instrument is accurate, then all observations are
true in the sense that they actually did occur at the time and place the

observation was made. Civen this assumption a representative value

1 . . :
The meaning of the term "analysis" as applied to environmental

parameters is discussed in Section 2.3.

2 . i ' g
There are other factors which contribute to the uncertainty of an
observation; these factors are discussed in Section 3.1.
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is equal to the (observed) true value if the range-of-scale for which a
representative value is desired corresponds to the range-of-scale of {
observation. In general, however, although an observation may be

representative on one range-of-scale, it is not representative on any

-

other range-of-scale.

For convenience the terms "object scale of resolution" and

associated "representative value" have been discussed by considering a

—

time series. However the local small-scale variability in space associated
with an observation of an environmental parameter also must be taken into
account. For example suppose that at any instant while Fig. 1 was being
recorded other instruments were used to obtain a continuous field of air
temperature over an area of, say, 150 meters x 150 meters around the first
JN : : : .
instrument.  Over a few meters in any direction the temperature would
1 1 -0 o ~ v " )
probably vary between about 16 and 19 C. However the space-averaged

1 3 Y o ke o ~
mean (the representative temperature) would probably be close to 17 C.

Now suppose that instead of being able to compute a space-averaged
mean for a particular time we were only able to obtain one reading of
temperature somewhere in the area under consideration. This observation
might be anywhere between 16° and 19°C whereas the representative value i
is, say, 17.0°C. Once again the observation has been made on a finer [
range-of-scale than appropriate to the object range-of-scale (in this case
an area of 150m x 150m) and so the observation contains an information |4

component which is sub-scale to the desired representative value.

In the example used above the space and time scales involved
are much smaller than those considered by synoptic meteorology and

oceanography. However similar arguments apply. Thus, for example, i

1 , , , , Al ;

How this could be done in practice is not clear. Fine wire
resistance thermometers arranged in a grid with a grid-spacing of a tew
centimeters would provide an effective, if impractical, simulation.




an observation of sea-surface temperature made using a mercury-in-glass
thermometer may be "true" in local space and time. However measuring
the temperature a few minutes earlier or later, or a few hundred meters
away, could provide an observation perhaps differing by several degrees.
It may be concluded that, in general, an observation of any
environmental parameter, even if “true" in the sense that the observed
value actually did occur at the time and place of observation, can only
ve regarded as an estimate of the local representative value of that
parameter on another range-of-scale in space and/or time. The
consequences of this inherent lack of reliability of observations when used

in an analysis will become apparent later.

2.3 Synoptic Analyses in Space and Time

The Glossary of Meteorology [5] defines an analysis as follows:
“in synoptic] meteorology, a detailed study of the state of the atmosphere
based on actual observations, usually including a separation of the entity
into its component patterns and involving the drawing of families of
isopleths for various elements. Thus the analysis of synoptic charts may
consist, for example, of the drawing and interpretation of the patterns of
wind, pressure, pressure change, temperature, clouds and hydrometeors,

all based on actual observations made simultaneously."

This definition, of course, refers to all environmental parameters
which may be separately analyzed but studied as a set in order to
comprehend a given synoptic situation. (The definition may be extended
L0 ancompass oceanographic as well as meteorological parameters.) The

purpose of the analysis process is to arrive at an analysis of a single

' 8 ) -

Synoptic-=-"relating to or displaying atmospheric and weather
conditions as they exist simultaneously over a broad area". (Webster's
Dictionary).
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specified parameter which, in FIB, is termed the "Object parameter" of the

analysis. The analysis process, adjusted to suit the particular characteristics
of each environmental parameter, may be applied to a selection of object
parameters in order to produce the set of analyses required to represent a
total synoptic situation in accordance with the definition given by the

Glossary of Meteorology.

To aid discussion, the simple and subjective analysis procedure
envisaged by the Glossary--"the drawing of families of isopleths"-~may
be outlined as follows. Briefly, all observations of an object parameter P
made at a common (i.e., synoptic) time T are plotted on a chart. Isopleths,
usually integer, are then drawn with some appropriate "contour interval",
thus providing lines of constant value of the object parameter. Since
observed values of P do not correspond, in general, to isopleth values,
observed values are interpolated subjectively to determine the location of
isopleths. If isopleths can be drawn which agree reasonably well with an
observed value then the observation is judged to be "good"; if the isopleths
cannot be manipulated to fit an observed value (usually because of nearby
conflicting observed values), then the observation is judged to be in error
and is largely ignored. This procedure provides an analysis of P for time T.

Repeating the process for time T+1, T+2, etc., provides a synoptic sequence

of analyses which is illustrated in Fig. 2.

In drawing isopleths for a particular synoptic time, the analysis
could be produced by considering only observations for that time. However
the analysis for, say, time T+1 may be enhanced by taking into account the
features of the previous analysis at time 7. A common technique for doing
this is to use a light table with the plotted chart for 7+1 on top of the
analyzed chart for T. The T+1 analysis is then drawn, subjectively
assimilating the features of the previous analysis. Thus for example, in
the case of a sea-level pressure analysis, a depression shown on the

analysis for time T may be subjectively moved, modified and shown on the
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Figure 2 A sequence of analyses.




analysis for time T+1 even though there are no T+1 observations to

support the feature. This subjective technique is termed "maintaining

continuity between analyses" and, in effect, carries information alon

rt d

the time axis. If this technique is employed the analysis freguency
must be such that the information in one analysis has relevance to the next
analysis. For example it would not be realistic to expect synoptic-scale
eatures such as rapidly-moving depressions and anticyclones to be of

any significant relevance to an analysis carried out two days later.

£

Information decays with lapsed time. For a normal synoptic sequence in

a meteorological context, the time interval between analyses is usually 3,
6 or 12 hours; this analysis frequency generally is adequate for carrying

synoptic-scale information along the time axis.

To further illustrate the

potential utility of information carried
along the time axis, suppose that at every analysis time the available
new observations provide a fixed information contribution I. (In practice

1 would vary depending on the number, quality, and distribution of
observations.) Now suppose that the total information content of any
analysis, 1., decays with time, the information carried forward in time to
the next analysis being RI.r where R< 1. Thus, for an analysis sequence

commencing at time T:

Irs1 = I+RIz,

I.,.+2 = I+RIpq. and so on. (2)

The effect of carrying, and accruing, information along the time axis

in accordance with Eq. (2) is shown in Fig. 3 using I = 6 "units" of
information and R = 0.5 (i.e., half the information contained in one

analysis is still relevant at the next analysis time).
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Figure 3 The effect of carrying information along the time axis. The total
mformation available at any time is shown by the solid line.
Information decays with time (R = 0.5) but for each new analysis
a further 6 "units"” of information are provided by the concurrent
observations. The upper dashed line shows the total information
attained by successive analyses. The lower dashed line shows
the accruing information available from previous analyses in the
cequence.

(This schematic is based on a simple concept--decay in the worth
of persistence. The application of appropriate prediction
capabilities would slow the decay rate and result in higher
plateaus of information yield. Prediction capabilities represent
information contributions.

Well formulated comprehensive models which interrelate the
evolution of a relatively closed physical system of parameters .can
produce information growth for a period foilowing each analysis
input of concurrent observations, to the point where net decay
again sets in. The information yield which can be achieved in
such analysis/prediction systems by the "dynamic compounding"
can be spectacular.)
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nNg and accru'ng iniormation aiong the time axis

The effect of carryi

may be generalized as follows. Let I be the total concurrent information
available for each analysis. As noted earlier I will vary depending on the
number, quality and distribution of observations. As discussed later, 1
may also contain information derived from sources other than direct
observation of the object parameter. However we now identify I with the
mean total information contribution to each analysis from all sources. If

g o fFramstion 2 v £ 75 v 3 a+41) o + P SR NP Ry B
R is the fraction of information still relevant at the next-in-sequence

n Fos )
I = 1 R 3
T+n \ \J)

where I _ is the total information in the (T+n) analysis, and the analysis
sequence commenced at n = 0 with no earlier information available.

If n= N where N is large, then

Thus for the example illustrated in Fig. 3, I_ =21, -- in other

i TN
words after an appropriate number of analyses (4 or 5 in this case) the
information content of the analysis is about double that available solely

A

from concurrent information. If R=0.75 then I 4 1. It can be seen

T+N B
that previous observations can provide a very significant information
contribution to an analysis; no analysis scheme should ignore this potential
contribution. Clearly the simple and subjective analysis method--drawing

isopleths==cannot take full advantage of previous information. Objective

methods for carrying information along the time axis form an integral part

of the FIB analysis methodology and are described later. However at this
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frequency may be chosen to maximize the yield available from information
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carried along the time axis. The optimum frequency of analysis will vary

from parameter tO parameter.
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The problems of non-representative values generally are not recognized for

In some types of analyses the observations of P contributing to a

O

h

single analysis may range over a period © AT ranging from a

The optimum frequency depends on various factors including the
frequency of synoptic collections of data, the naturally-occurri

ng
variability of a particular parameter and the availability of computer resources.

time
To maximize the yield from information carried along the time axis analyses
should be carried out as frequently as possible. However, in a real-time
operational context, the optimum frequency has to be determined based on
all relevant factors.
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observed data may not be required. Suppose we require the mean sea-
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surface temperature for a particular calendar month. Although better
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methods are available this could be produced by piotting all observations

for that month and carrying out an analysis using the simple subjective

In general it can be seen that all analyses, even those termed

synoptic, actually encompass information from observations made over a

period of time 4T which may vary from perhaps a few minutes in the case
of a synoptic analysis to many days or even months for other analyses. In

addition each analysis may contain an information component provided by

non-synoptic information carried forward and accrued along the time axis.

So far discussion of what ar analysis actually shows has been
avoided. Using the subjective analysis method previously described for

D .

purposes of illustration, what do the isopleths represent?

Suppose the object parameter of the analysis is sea-surface
temperature, the available concurrent observations are synoptic in the
sense that they were made within +10 minutes of the time to which the
analysis refers, and that each observation provides a value of sea-surface
temperature which is appropriate in local space (say 100 meters x 100

% s ; g 1 : : . ) .
meters) and time (say a 1-minute time span). f there is a high density of

1 h ;
f there are no observer or instrument errors these assumptions are
reasonably realistic with regard to data from ships available for a synoptic

analysis of sea-surface temperature. The requirement to assimilate satellite-

derived data introduces other considerations which are discussed later.
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data coverage over the whole area to be analyzed (say the North Atlantic)

then, because there are no data-sparse or data void regions, the scale of
resolution of the analysis in space (i.e., the detail which can be
represented) is determined largely by the scale of the chart upon which the
isopleths are drawn. (Objective analysis methods use an analysis grid,
the upper limit of analysis resolution being determined by the grid spacing.
HHowever analysis resolution generally is limited by data density.) Now
assume that in a reasonably small region (say 50 kms x 50 kms) there are
a large number of ships all reporting temperatures between 19° C and 21°C
but normally distributed around 20.0°C. (For the moment we are assuming
there are no errors in any observation.) Clearly the representative
temperature for this small region is 20.0°C, the difference between
reported values and the representative value being due to the effect of
features which are sub-scale to the object scale-of-resolution. The 20 ©

isotherm could be drawn through this small region with considerable

confidence. Note that the isotherm is drawn to conform to the representative

)

value, not to a particular_observation which may differ considerably trom

the representative value. By estimating representative values over the

whole area a family of isotherms could be drawn, thus providing the required

ne

analysis. Because representative values have been used to construct t

isotherms, the analysis shows significant variabilities_in the object scale=

. S : ; ; i
of-resolution” for the two-dimensional sea-surface temperature field.
Because of the (assumed) high data density, thus allowing representative
values to be accurately determined from the estimates provided by actual

observations, our confidence in the analysis would be high.

1’I‘hl:: is the purpose of an analysis. It is a misconception=--
unfortunately very prevalent=-that the sole purpose of an analysis is to it
observed data rather than to produce representative values. This point is
very significant and will arise again.

=9 J=




tiowever now suppose that in some regions

} 3 } (] o ¢4
observations. Although each observation provides an estimate of t

assoclated representative value, this value cannot be determined with any

certainty from a small number of observations.

one observation were available then this provides our "best estimate"

representative value (ignoring for the moment any information carried alon

the time axis from the previous analysis). Although

drawn to "fit" this isolated observation no great confidence should

placed in the analysis in that region because the observation is known to

contain information pertinent to features which are

sub-scale to the de
representative value. If no observations are available in

il

isopleths

confidence is even less. In general the greater the density

more certain is the analysis with regard to the representation of variabilities

which are significant in the object scale-of-resolution. It can be s

of data reliability at

rcagures of the reliability of
analysis at all points in the analyzed field are factors which

considered as part of the analysis process.
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Information which can contribute to an analysis may be obtained

from sources other than concurrent observations. One source already

outlined is the contribution provided by information carried along the time

axis. Other sources are available-=for example, analyses of other

e

environmental parameters which provide information concerning the object

parameter by way of diagnostic relationships. These sources, and the

manner in which their information contribution can be assimilated

analyses of the object parameter, are discussed in subsequent sections.,

Putting aside considerations of reliability it can be seen that the

purpose of the simple two=-dimensional analysis described above is

determine the representative value of the object parameter at any point

in the analyzed field where the representative value is appropriate to the

LNt
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If, in a small region, only
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have to be interpolated from: surrounding information; analysis
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object scale=of-resolution of the analysis. Drawing isopleths is only &
convenience tor (subjectively) estimating representative values. An
appropriate interpolation scheme may be used to determine the representative
value at any point in the fleld-=-in other words the field is assumed to be
more or less continuous. In addition the isopleths provide an easily-
interpreted visual representation of significant features in the field. ‘
| ; 1‘
{he concept of two-dimensional synoptic analysis may be extended ;
to three-dimensional space. In subjective analyses this is usually '
achieved by analyzing a "stacked set" of horizontal (or v.k;\x:;rlm:L.mam\l:\ §
flelds for a common time. Note that analyzing each horizontal field |
independently of others in the set does not provide a three-din 1l

analysis. Information must be exchanged (or "spread") vertically to provide

8

- St

three=dimensional continuity. FPor example significant features in a sea-

surface temperature analysis should be evident as sub-surface features even

Il

e g————

if not directly supported by concurrent sub-surface observations. e
vertical extent of horizontal features must be determined in a realistic

‘ H
manner by the analysis process itself. Subjective analysis methods !

) §
S; spreaqing inrormation in

concentrate on two-dimensional variabilitie

three-dimensional space is a difficult process depending very much on the

skill and insight of the analyzer. In practice hand-drawn analyses pay
little attention to significant variabilities in three dimensions. Nevertheless,
the purpose of a three-dimensional analysis in space is the same--to

determine representative values at any point in space where the representative

value is appropriate to the object scale-of-resolution of the analysis.

Ixtension of the analysis process to encompass significant

variabilities in space and time now may be considered. Suppose that

OQOuUrs

observations of an environmental parameter P are made every n

r'or example isobaric surfaces are quasi=horizontal.




both horizontally and vertically in space. P is the object paramecter

the analysis process. As is usual with conventional environmental data,
the observations are distributed throughout space but are "clustered” alon

the time axis. The process of analysis is illustrated in Fig. 4.
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Figure 4 An analysis in space and time. Sece text for explanation.

P has deliberately not been specified. To use any particular
environmental parameter as an example for analysis in space and time
would involve considerations unique to that parameter. Such considerations
are inappropriate to this general discussion.
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At analysis time T+n, concurrent information is available as

to each of the levels to enter into the analysis. (Four are shown,

Uy RO

d, . In practice the number of levels, and their separation, is chosen

oiled

provide an appropriate degree of vertical resolution,) As previously n

N 2D VYOS 3 1y "y A } } " N Y W ) . r ¢t \
\Page .A.4), concurrent information may be obtained from sources other than
Liract ahaorvations of the OBhioct DAra ol or " Ehme b T O e
difect observations of the Object parameter, P, itself. The allowabl¢

n v 1 . ha o @ 1ie eh m v AT 1y 34 vy ¢ e aVellT ‘
time=-span for dairect observations is shown by AT , In addition to concurre:nt

information from a variety of sources, information also is avaitlable from

the analysis at time T carrled forward along the time axis to time T+n by
an appropriate method. At each level all information relevant

y

level is combined and blended horizontally, thus providing a
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is then spread vertically through all levels, the information arriving from
& M - = ‘

above and below being used to adjust each horizontal analysis so that

now represents a field which is an optimum combination

Qf the Qid
information available. The set of fields provides, in effect, a three-

dimensional analysis for Ttn with continuity in time

he T+n analysis is then carried forward in time to T+2n \

s
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procedure repeated. The ¢ omplete process can proviae representative
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values of the object parameter P, in the object scale of the analysis

resolution, at any point in space and time.

In certain circumstances--for example the analysis of historical

sequences==information may be carried i
axis, thus further enhancing the analysis
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The overall procedure described is, of course, an outline of

4-dimensional analysis method. In 4-D objective analysis systems (such
as FIB), each of the dimensions is generally discretized by finite
increments--in effect there is a grid array in both space and time. For

example, referring to Fig. 4, there is a grid array for the 2-D (quasi-)

horizontal surfaces. The third component of the grid array is provided by i
the vertical separation between those surfaces, and the fourth component is 4
provided by the time-separation between analyses. The continuum between b
"points" in 4-dimensional space and time is defined by appropriate :
interpolation schemes. In many cases variations in the vertical dimension, ;1
in the atmosphere and oceans, can be better represented by a set of 'i
parameters which correspond to a modelling of significant degrees of profile i

variability rather than by a set of levels. If so then parameters which are
physically independent of one another are to be preferred. (The full

significance of this paragraph will become apparent when the FIB system

TR min I, T

for the 4-D analysis of ocean thermal-structure parameters is discussed--
Section 5.) Clearly however, the sophisticated information-processing :
capabilities implied by this outline of a 4-D analysis system lie far beyond i

any subjective analysis skills.

The Fields by Information Blending analysis methodology is a
comprehensive information-processing methodology for general application |
to the analysis of scalar and vector fields. It encompasses all the
capabilities required to provide analyses of meteorological and
oceanographic parameters on any desired scale of resolution in space and
time. The analyzed fields which result provide the maximum knowledge or
distributions of the object parameter of the analysis which is to be gained
from the total relevant information available. FIB encompasses a capability
for providing the reliability of analyzed fields at every grid point used in

the analysis, and a capability for assigning to every observation utilized
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in an analysis a measure of the estimated reliability of that observation.
A qualitative and quantitative description of FIB capabilities, with specific
application to the analysis of ocean thermal-structure parameters, occupies

the remainder of this publication.

Based on the foregoing discussion it can be seen that the
reliability of an observation depends on the Object scale of analysis g
resolution. TFor example an observation used in a synoptic analysis may
well represent the current synoptic situation. Using the same observation i
in a monthly-mean climatology would show, say, a lower reliability if the
synoptic situation (for which the observation has a high reliability) were
highly anomalous. An example of this will be shown in Section 4. 13
using two different degrees of spatial resolution.
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s FUNDAMENTAL CONCEPTS AND FORMULATIONS OF THE FIELDS BY
INFORMATION BLENDING ANALYSIS METHODOLOGY

W | The Reliability of Observations as Information

Assume that a number N of independent, unbiased and well-
distributed observations of an environmental parameter P have been made in
a certain "module" in space and time. Each observation of P provides an
independent estimate of the representative value, PR , for the module. If
N is large a plot of the frequency distribution of the observed values
probably would be a close approximation to a normal distribution. Figure 5
shows an assumed distribution1 for the observations where, for convenience,

P has been identified as sea-surface temperature, T .

Our best estimate of the representative temperature, T is provided

R ’
by the mean, TN , of all available data:

N
T, & T, = & T )
R N N " . S
n =1

If the sample size (N) is large then we may assume that Ig = "T‘N :

i

The variance of the total population may be computed from

N
2 1 — 2
= — L \\
CR N E (TN ln) . \0)
n=1
(For the distribution shown in Fig. 5, ?N = 20.0°C i 0'P (the
« A\

standard deviation) = 0.61 and ci (the variance) = 0.38.)

1 : TN . gk
Although Fig. 5 shows a normal distribution, this is not a
necessary assumption.
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Figure 5 An assumed dzistribution of observations of sea-surface temperature.
(0=0.61, 0°=0.38)




Now suppose that a number of random samples, each of size M
where M << N, are picked from the total population used to compute Ty
2 = i
and O_ . The arithmetic mean, ’1‘“ , of each set of M observations
h

"y
\
provides an estimate of the representative temperature. The variance of

the means as estimates of TR is given by:

2
a
2 R
o «  w o 7
M M (7)

e » 1 P 2. 7
If M=1, 5 = 0-2 1@, 0; = O'R
M R
2
(o
1 1 js 2 R
f = — = ——— t S 5 = "
M=2,; 02 02 i 02 148 4 G‘A 2
M R R
%
o
SN et TPt TREEER Dhy el W 2 LR
i 2 R, T e M e
M R R R

b 2 ; . :
It can be seen that for any M, 0, may be calculated by taking the

M
inverse of the sum of M terms of (0%\)'1. Clearly the larger the number of

observations used to compute TM , the less is the variance associated with
the sample mean and the more confident we therefore can be that any
particular value of TM provides a close approximation to TR computed from

the total population N.

This leads to the concept of the reliability (or weight) to be

associated with any estimate of TR provided by the mean of M

«30=




observations of T. We define the weight, A, of a single observation by

';JQN l‘—‘

Thus, for M observations, the weight to be associated with T (the best
estimate of TR provided by the M actual observations) is MA.

Considering Fig. 5 as an example, A = 6_%5 ~ 2.7. Thus if any
single observation were picked at random ifrom all those available, its
associated reliability (as an estimate of 'i‘R) is 2.7. If 2 observations
were selected at random the mean of these two observations would have an
associated reliability of 5.4.

)

The constraint that M be a subset of N is not necessary. 1he

; : e B o o 4y
evaluation of (OR) based on a large sample provides a "class weight'

.
1

for, in this example, sea-surface temperature observations. Suppose that,
for another but similar module in space and time, a single observation of T
is made. The reliability of this observation as an estimate of the local
representative temperature is A (= I/GIZR) . If 5 observations are available
then the associated reliability of the mean temperature as an estimate of

the unknown representative temperature is SA.

One of the fundamental concepts upon which FIB is based may now

be stated. Any piece of information is incomplete without an associated

reliability. For an independent piece of information the reliability, or
“report weight”, is defined as the inverse of the error variance inherent in

the observation and/or associated with the class of observation.

The FIB methodology is based on fundamental rules for adding

uncorrelated variance contributions and for adding independent information.
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with any class of observations may be taken into account by the FIB conce pt

Ol report welgiht as deliinea above., AS Wliill De seeén, tnis concept anac
2 TeTe | wars ) U ne +) IR jie N | ~ } 1 15 11 livwy )
associated formulations means that FIB is able to handle low-quality data

and from it extract (or distill) the information component which is relevant

to the object parameter in the object scale of resolution. FIB should be

regarded as an information-processing methodology.

The factor which may introduce errors which are correlated is
concerned with calibration bias of a whole class of instruments. In general
this does not occur--for example comparison of a large sample of barometers
with a standard barometer would not reveal a consistent bias. The calibration
of individual instruments may be incorrect but, as a class, it is reasonable
to assume that calibration errors are normally distributed. Even for
observations which are subjective estimates (such as observations of
wave height) it is not likely that observers, as a whole, report consistently
high or low. However a calibration bias problem is encountered with
satellite-derived data and not only because the measurements are made by
a common instrument. The transmission functions on which is based the
interpretation of the measured radiances omit a variety of secondary
attenuation factors. Their variance contributions can be expected to
correlate spatially to some degree. Using a FIB capability known as
“Alternating Parallel Analysis" (APA), the calibration bias of satellite-

derived data may be circumvented. (See Section 4.12.)

. P8 Basic FIB Rules, Formulations and Definitions

The Fields by Information Blending methodology is based on a small

number of fundamental rules and associated formulations for adding (or

subtracting) uncorrelated variance contributions and for adding (or subtracting)

independent information. These rules and formulations are presented in this

Section. As will be seen by the numerical example given in Section 3.2.6,
although derivation of the fundamental FIB rules is a matter of some

complexity, these rules, once derived, are relatively easy to apply.
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3.2.2 Weight or Reliability

Let P be any parameter. Let PR be the representative value of P

for a small region in space and time where PR is determined from a large

number N of independent observations--see Eq. (5). Let the variance
associated with these observations be Gé-—see Eq. (6). Let Pn be an
independent measurement of P. If Pn is made in the same region as the
N observations used to compute PR , then Pn is an estimate of P_. . As
discussed in Section 3.1, the reliability of Pn as an estimate of PR is
given by 1/0?{. If Pn is made in another locality (but with similar
variabilities) then Pn is an estimate of the (unknown) value of PR for
that locality. However the reliability to be associated with Prl as an
estimate of the unknown value of PR is still given by l/oé-—cé is the
"class variance" to be associated with observations of P, and the “class

weight" is defined as l/cr; :

However the concept of class weight may be extended. By way of
illustration suppose that we measure SST by two distinct classes of
instrument--say a sea-bucket and the surface reading from an expendable
bathythermograph (XBT). For reasons given in Section 3.1 the dispersion
for the two types of instrument may be different. Clearly, therefore, there
is a class variance associated with one type (or class) of instrument which
differs from the class variance associated with the other type of instrument.
How do we combine an observation from one class with an observation from
another class, and what is the reliability to be associated with the resultant

of the combination? This question is answered in the following Section.

3.2.3 Addition of Information

Suppose we measure values of an object parameter P by two classes
of instrument. Let the class variance (based on a large number of independent

observations) for one class of instrument be G? and for the second class be
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: 0. . Then ‘
e i
N
2 1 2
o s R P.-P (Y) |
1 N R ks \
3 n=1l
j l
: and
N ;
2 1 k 2 : T
(0 = s | (10) i
2 N R & ,ry i
n=1 L
! |
;4
where N is large, P and P, are observations in a given module made ,“
1o 2,n i
by the two classes of instrument, and i’k_ is the representative value of P f‘
N :

for that module.

e

M
¥ A ¥ v ¢ - g T |
Let P° be the optimum resultant to be obtained from combining an .
!
Observation, 1‘1 , from one class with an observation, I‘,) , from the second o
class. We assume the form o
i
A
l
r Y s ’ ) 5
. \\111 t W, B, i
» = o & (1 1) i
"\ + W ]
1 . i
where \\1 and W, are arithmetic welighting factors to be chosen in such a i
* . s e '
way that P iv indeed the optimum resultant.
We may re-write Eq. (11) as follows:
P, + aPp |
) i
p* = : = (12)
SR B

|
A
i
|

where a = Wl/WZ ;
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Based on a large number N of such pairs, the variance to be

associated with P* is given by |
N i 2
P e | P P 08 l2J> |
* N R IR
n=1
N N
5 : 2 % 2 : (P“ % P1 n>2 : —\_ az z : <Pi‘ i P2 n)z
(1+a) 5 ¢ c : ‘

+
Z |
o
o]
> e
o
=
|
8
o
2 t
N L,
——_
o
o
1
O
o
=
N
N i
.
e ey e ST T

Since the differences (P_. - P. ) and (P. - P, ) are uncorrelated 8

R I.n R 2,n i

and unbiased |
i

Xv

N |

L P ~P P ~P = 0 14) \

N R™"1,n < R™"2,n s !

Thus from Eqs. (9), (10) and (14), Eq. (13) becomes

0’2 t & 0")
2 — 1 yr)
0'* - 2 » (15
(1+oe)
]
}
“q 7




)

To determine that value of @ which minimizes LT;_ we set

Rl
re— = 0 ¢
o
Thus from Eq. (15)
s ] ) 9 ) )
ZC(J,)I'C( e 0 B8 e 4 o e R < 0 .
2 1 2
Rearrangement provides
Q - &Tl o 2 (1o)

"
Substituting for @ in Eq. (12) and dividing throughout by o
1
provides
* 1 x « X & !
ATt T AV S : (17)
o o J\ o o

[n accordance with Eq. (8) we now define the class weight A 1 to be

)
associated with the first class of instrument by Ap=1 0'1‘
weight Ay to be associated with the second class of instrument by

Ag = 1/0% . From Eq. (17

and the class

= - . \1::\'
A, + A

What weight, A", is to be associated with P*?




From Egs. (15) and (16)

4 2\?
o o
2 . | sl
o, = 01 + 02 1 02 /
2 2
Thus
1 1 1 :
T ar ST - (19)
o, or1 02

To sum up, if we have two classes of observations whose class

weights (defined as the reciprocal of the respective class variances

determined from large samples) are Al and Az , then the best estimate p*

of the representative temperature PP provided by an observation Pl from
\

the first class and an observation 1’2 from the second class is given by

Eq. (18), and the reliability of p* as an estimate of PR is given by

Eq. (20).

Suppose now we wish to combine a third observation P3 of class
weight AS , with the resultant P* of weight A* . Denoting the new

resultant by P'* and its associated weight by A'*, then

«39=
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o
P

\ 1
= A 1 t x\: = A 3 . \e ‘.

T % . el ’ ol T T P +3n T 1P (R S S SN
Note that the resultant is independent ot the order in which the

observations are assembled.

Equations (21) and (22) generalize the discussion of the reliability of

observations given in Section 3.1 where we assembled M observations of

equal weight A--Eq. (1) provides P* =7 and Eq. (22) gives A* = MA .

A question which might be posed at this point is "Why introduce class
welghts 7 Why not assemble all observations on an equal basis using a
single weight which is a measure of the expected variance (o be associated
with observations of P in general?" The answer to this is best expilained

by a numerical example. (This example also serves to illustrate utilization

of the FIB rule for adding information.)

Suppose that in a certain module in space and time an observation ot
sea=-surface temperature is made using both a sea-bucket and an XBT. Let

o

O 2 p - 3
the two observed temperatures be 12.6° C and 14.2 C respectively.

'.‘\‘l:l«‘\:.
on previously determined distributions it is estimated that the associated

class weights are '\1 =4.0and A, =2.0-=see curves 2 and 3 in rige 7

(The reason for curve 1 will become apparent shortly.) From Eq. (18)

wif

i o — & : S T

PASRRTSIERIT S ) Yoo
g it w30 A R oA =50 43 Ms oo




Figure 7

curve 1
curve 2
curve 3

—_—

curve 1 curve 2 curve 3
c = 0.6l o = 0.50 c = 0.71
2 - 0.38 o = 0.25 2 < 0.5
A = 2.7 A = 4.0 A =0250

Curve 1 shows the total distribution of sea-surface temperature
observations for a given module in space and time. Curves 2,

and 3 show the distributions for each of the two classes of
instrument contributing to the total distribution. (Curve 1 is
the same as Fig. 5.)
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or Eg. (21)

(S

& o 40000176

2.0x 14,
4.0 # 2.0

14.1%0

1 * N s P P
where T is the best estimate of the local representative temperature

available from the two observations. From Eq. (20) or Eq. (22) the weight

* - ; . ; g S —— * : )
A" to be associated with T™ is 6.0. ([*and A* have been obtained using

the fundamental FIB rule for adding information.)

To answer the question originally posed, we now need to determine
what T* and A* would be if all observations were treated as a single class.
Since Al = 1/0?) and A2 = 1/02) both have been determined from a large
number of observations then the variance Ui of the composite data set is

given by

Thus, using the numerical values given above, 0(2: = 0.38 and

Ac =2.7--see curve 1 in Fig. 7.

Using observed values of 12.6°C and 14.2°C as before, but this
time with the variance appropriate to a single combined class, TZ = 13.4°C
and A: = 5.4. Note that by failing to utilize separate classes we have

lost resolution--i.e., information.

In general it can be seen that if the reports available for analysis
are of diverse qualities--falling into distinguishable classes based on
associated variances--then they must be treated as separate classes in

order to extract the maximum amount of available information.
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3.2.4 Removal of Information

The contribution of a piece of information, 1‘n of weight A_,

Y
n

;

¥ X . g w
which already has been assembled into a resultant, P of weight A",

may be removed by subtraction:

\ w
whetre P

o)

i

remaining at the location after removal of the information Px‘ of weight .»\‘1 .
!

. : x
of weight A

L

%)

B

may

* x
A*P* ~ A P i
= n n (23)

A¥ - A
n
* fry A
= A - A \.:-(\»
n

be regarded as the "background information"

.

3.2.5 Addition of Contributing Variances

Let 0'; be the variance associated with ‘x‘n , an estimate of quantity

where N is large.

N
1 2
= = N = D
N Z <lu “n
0=

2
Let O‘,D be the variance associated with b'1 , an estimate of quantity
1y

where N is large.

357

N

Al |
=
P
|
o2
s
1o

w]i=

R r—

7 e
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What is the variance to be associated with the combination

P rb ?
- Mol

By straightforward analysis, again where N is large,

N 2
- e o ;
OPrb N Z <PR - bR) <Pn = bn)
n =
N 2
. A i .
"N Z (PR % ) - <bR bn>
n =

I
A L
U
b o |
I

i)

o S

+

o

=
|
NU’
N
o
|+

o
e

U
%5
!

U
™
TN

o2

o 9]
I
o
B
e

n=1

!w As before (see Eq. (14)), since the differences (PR - Pl) and
I (oq - bn) are unbiased and uncorrelated,
N
2 P.-P b, -b = 0
N R R
)2
and hence
2 = 2 2
oPib Oy * o
~44-
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] tion (2 ~ tha FInadan tal BIR mile For +} 3 S ;
Lquation \.J) 1§ tne tunaamental rib rule {orthe addition of contriburting

R (pp—— e S vl 1R mce G o 2 T o (. |G A o4
variances. At this point, to aid unqaerstanding, we should now conside:

some practical interpretations of this rule.

Suppose at grid point m , parameter P has a representative value of

P, . and at grid point m+1 has a representative value of P_ ' . Now
Ny, N,
Suppose we have an independent estimate (i.e., measurement) b of the

difference in P

between m and m+1. Thus b_ is an estimate of

P. . This will be written
b = jol roo P

- * ry n L L

R,m+1 "

The reliability of this estimate may be defined by the class weight

I 3 SRR 00! IS} } -3 iy “~ MW = O R W | ) e e .
Now assume that at the gria points m and M +1 we do not have thec

representative values but actual observations P and P_ (Note

11.

B =R, . and P 1 R 1 .) Thus at m+1 we have two estimates of
; R,H i F R, B+ i

P ==P and P_+b . The weight associated with P is say A.
3 e - ™ ™ 3 ” 1 J
R,m+1 i+ } (| T ]

But what weight should be associated with the linear combination P +b

According to Eq. (25) the associated variance is given by 1/A + 1/5. In

general for a linear combination of such independent estimates

g = bl + b2 ket (20)

o = A - A + B =B i (27)
L

2

f 3 3 %3 QT - { o ] ~ G - +}
\To give a numerical example, if the SST at m is observed as 20.0°C with

a reliability of 4.0 and the SST-difference between ” and ™+l is observed

=45«
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o o T P v 1 . -
as 3.0 C (m +r1 warmer) with a reliability of 2.0, then the best estimate of

P 3 s o g : : o 5
P,,( ) provided by these two pieces of information is 23.0 C with an
", : T

associated reliability of 1.33.)

One interesting point is worth noting--our best available estimate of
b may be zero but we still have to take its associated variance into account.
For example suppose at grid point £,m an SST observation of, say, 18.0°¢
was made two hours ago with a reliability of 4.0. If we have no other
information available then our best estimate of the current value of SST at
this grid point is still 18.0°C (i.e., b = 0). However it is clear that the
reiiability of this observation, when carried along the time axis, is less
than it was two hours ago. If the variance associated with a time-increment
of two hours (based on a large number of observations) is, say, 0.25, then

a reliability of 2.0 is to be associated with 18.0°C as an estimate of the

current representative value of SST at grid point m .

As a final point in this Section we now consider the reliability of
’ s 2, y
the product kPn where k is a specified constant. If OR is the variance

associated with observations of P, then

The variance associated with kPn is

N
1 2 o
v 2 ()
n=1

= k“¢ . (28)
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It will be noted that the fundamental formulations of the FIB

methodology are not based on the requirement of normal distributions,

3.2.6 A Numerical Example

mop T, 14.2,2.0; 14.6, 3.0; 16.8, 6.0
{
I e BT =B 4.8, 2,00 3.5, 3.0 0.8, 4.0
y
mEl ¥ T 0k 17,0, 2.0; 18.4, 4.40; 19.5, 5.0
i IO RRE S R TS O B R
me2 T 20.0, 2.0; 19,6, 3.0; 21.8, 5.0

The above diagram shows 3 locations--m, m+1, m+2, At each
location 3 observations of temperature are available of known weight (say
by class weig'nt).l In addition estimates of b”' and b'".+1 are available
from independent sources. These estimates and associated weights are
shown in a similar manner. Based on the FIB rules and definitions given

reviously, what is the best estimate of temperature (and associated

reliability) at the points m, m+1, m+2 ?

First, Eqs. (21) and (22) may be used to assemble the information.

For example at m,

. 14.2x2.0 + 14.6x3.0 + 16.8%6.0 g
In 2.0 + 3.0 + 6.0 S Ama &

and A, 1.0 .

1 i : 3
Parameter magnitude P and associated weight A are shown as P’&;\
Thus, for the first observation at location m , the parameter value is 14.2
and the associated weight is 2.0.

~
L
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Similarly

"p 1 it 10.0 \‘1 11:0
« T
o .9 = 20,.87¢, 10.0 :
The estimates for b, and b ., also may be assembled:
b = 3.6; 9.0
o
and I .
' T

The effects of assembly may be illustrated thus:

(I TR = kST, 100
A ¢
i
| 3 L Aot =
l 5 8 = dub,; 950
|
v
m+l e (T . = 186, 11,0
A i+ 1
b .. = Tal 0 6510
l E
pEg e Eoo S 208, 100
[ s o A
: - . s By i . -0 . =
Note for examplethat b, (® T, , -T_ ) is 3.6 C whereas T_  , - T, fro
7 (8 | mtl .

direct observation is 2.9 C. The information sources conflict and the best

~

compromise, based on reliability, must be effected.

Let the resuitant temperatures based on all available information He
- _— m% _ g Yy 8.4 ) . T SR e A e
Ty v T and T,_ 5 at m, m+1l and m+2 respectively, the correspondins
‘ { 2 {2
4 i * * . * : Baats *
satimhta § o, TA find T m must he comhines
weights being A'*.' A'“,fl and AM’ 2" To find T _ oy 1": must.be combined

with b_ , the resultant assembled with T 1 the resultant combined with

b, 1 and the resultant assembled with T 4p v At all stages the appropriate
 + " 2

weights must be taken into account.
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S ML R 19.3°C (Fq. (26))

Associated wetght of the estimate is given by

1 1 . x5
/\"_ { B (l.q. (27))

b. Resultant at m+1 is glven by

Sialise 4G 3E i 1808 3= 110
gt & 11.8

(Fg. (21))

O Tpon il s ™ Ton ™ 19.8 (BEq. (26))

Assoclated welght of estimate is 4.4 . (Lg. (7))

et 19.8x 4.4 + 20,8 % 10.0 90 €~ . o
(o 1 l""'.l 4.4 + 10.0 20.5C (Bg. (1)) I3

and A, o = 14.4. (Eq. (22))

% 3 " ‘ ¥ .'“ * m* A\ e
Similar calculations provide T e AL l and T, A . The best
’ . ‘. ‘

estimate of tomperature and associated reliability at each location, based

on a blending of all available intormation, is as tollows:




e o ) A
w & T » 15.6 C, A, = 16.6
) } |
|
A O A
m+tl e T = 19.0°C ! = 19,7
l"ifl C. \,,:'1 19
* o *
m 9 By = ) c ~ = P,
t2 e lmrz 20.5° C, .\mrz 14.4
I'ive points may be noted:
a. The above example is a very simple FIB analysis--all available !
information has been blended together to provide the best 3
" ]
estimate of temperature at m, m+1 and m+2 . i
* ?'
- y A 3 '
b. If desired b~ and B values could be calculated. !
: : Ay -1 i
c¢. The expected variance of analysis is given by (A") --i.e., i
£
@ Ly . ) Sopn 1
0.06, 0.05, and 0.07 at m, m-+1 and m+2 respectively. (The
3 . ¢ 0~ na® ~
corresponding standard deviations are 0.25 C, 0.22° C and
o
.26 C.} i
13
d. The analysis has used class weights. The analysis may be ‘
refined by "reevaluating” the reliability of reports in the i
context of all other il\\ll‘p(‘,“\ic‘ni (i.\‘. 5 "1)\1\‘}\'\“'\3(111@“)
information. How this is done is described later. lHowever |
the statement in point a., that we have computed the best {
estimate of temperature, may not be quite correct. i
|
e. A simple subjective analysis might compute the mean temperature
1 e © € o v ] ~ 3 " "
at each location (15.2 C, 18.3 C and 20.5 C for m, m+1 and
m+2 respectively). How the gradient information could be
realistically assimilated is not clear. Neither is such a scheme
capable of determining the reliability of the analysis. {

This simple example also may be used to demonstrate how information

|
\
|
|

may be spread to a point where no direct observations are available.
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Suppose that no observations were available at the 7 +1 location. After

assembly we would have:

AT = 35.7,; LE.D
[ . = 3.0, 9.0

m+1 .
I b_"'rl = 1.0, 6.0
m+2 e T _ = 20.8, 10.0

~ o A FIREC ) ’ . oy

m e T = 15.8°C, A" = 13.6 (0° = 0.07, 0 = 0.27
e } 20 oy * . 2

m+l e 1,H1 =TS, ’\"‘el = 8.7 © = 0.11, ¢ = 0,34)
mk i o * N Tt 3 ) o

m+2 - Rt a5y ™ 20, 7°C, Rp g = 1247 (- = 0.08, ¢ = 0.28)

1

Note how the decrease in information has affected not only the final
values of the object parameter but also the reliability of these values. As
would be expected the greatest change in reliability occurs at the point
where no data is available--the weight has been reduced from 19.7 to 8.7
(l.e., the standard deviation has increased from 0.22°C to 0.34°C).

As shown later, information may be spread in more than one

dimension. However it can be secen that information~spreading (in this

simple example) is achieved by way of the gradient estimates (b,B). In

general such estimates are not provided by direct observation. Sources of

spreading information are discussed under "Parameter Initialization Fields"

(Section 4.4).
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Explicit Blending

The numerical example given in the previous Section is an example
of explicit blending. A general solution for such a problem is discussed in

this Section.

Suppose we have a one-dimensional array of independent information

concerning parameter P.

Level Values Weiaghts
P ]
1 I. - 1 t\l
|
e o P = P )
By T A Ty 24
|
2 L Pz A,
| 2
'L Be; SR P 3
|2 ¥y By
|
P A
3 T & : 3
|
— = p & ») 2
| bS 4 : 3 b3
[
4 o I’4 1\4

P, through P, denote the (assembled) values P at levels 1 through

1 4

4 respectively. Associated weights are A, through A4 . The estimates b

1
of weight B are independent estimates of the gradient of P, expressed in

finite-difference form, along the axis of the array.

What is the resultant value P* of weight A*; say at level 4, that

is provided by the available information?

«§2=
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At first sight it would seem that four estimates are available for P :

4 ,
Value Weight
-1
S IR S . |
Pl t+ b1 i b.l t b\; (.-'\1 By t ls2 1 1\3 >
[ -1 -1 =y
P?_ + b2 T 03 \:\2 o "»2 B >
1 t
[ -1 -1\ '
o) A R
k3 + b3 Kz\s * Ds >
P, A, [

B Ta S

However it would be wrong to combine these by the FIB rule for adding

independent estimates; the estimates are not independent. The errors are

- ———

correlated. There are common contributions to the variances of the first

three estimates listed.

There is a stepwise procedure for combining the available information

which satisfies the condition of independence. The information which

propagates toward level 4 can be accrued step by step. (This stepwise |

procedure was used in the numerical example.) At level 2 the values

= .
Pl 5 b1 of weight (All s B—1>

and P2 of weight .1\,)

L

can be combined by the rule for the addition of independent estimates:

~53=~
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BOEHG ; N A - A "-.T~—hf. NS R T"&
S B ,
> " (A, * B ) By ‘)1j * APy =
}2(10’) - =t ‘_1\_1 29)
(r\l f 1\1 ) § “\:
Arava) T \‘\11 ' "‘;1\ v A, (30)

where the subscript parentheses have been added to show the sequence ot

combination.

Next, at level 3, the values

= S
N - b f weigh y - R A)
12(1*2.) 1 2 of weight (\2“1:) 1 12
and P of weight A,
3 3

can be combined to form

of weight A, )
= 3(1+2+3) -

Finally, the procedure is repeated to form

of weight :\3,\,1 24344)

Pa(1+2+3+4)

A

which are the resultants I‘: of weight ;\4

Note that the information arriving at level 4 from external sources is

-1
_'l -1
f i + B
P3(1*2+3) + b3 of weight (:\3“‘2'3) 3 :

]

The weight is upper-bounded by /\(1 (243) and, more significantly, by B, .

9
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For an intermediate point, say level 2, the ambient information

arrives from two directions. The available independent estimates are:
D v Tyt _l '-I
I + b of weight k\ .

b‘ijS) b of weight (.-\3 “ " 1%:1 )

o]

p of weight r\_\ .

[ S
r

This stepwise procedure is termed "explicit blending" and provides
resultant values and resultant weights. Explicit blending can be applied («
any array in which each point is connected to any other point by a
path.

The reason why stepwise (or explicit) blending may only be used foi

linear arrays is clear from the following diagram which shows the simplest

possible two-dimensional array:

At any specified grid point, information from either of the two othet

Yokt

grid points can arrive by two paths==c¢ither directly or indirectly. (lThe

dotted lines in the diagram show the two information paths from location 1 (o
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location 3). The total information arriving at the specified grid point is
independent. Explicit blending, although useful in certain applications,
cannot provide an analysis of two-dimensional arrays of information.

To analyze such two-dimensional arrays is a more difficult task
involving "implicit blending". In the following Sections the concepts of

implicit blending are introduced and illustrated by using a simple linear

array. These concepts are then generalized and extended to encompass an

array such as that shown in Fig. 6.

(/5]

.4 Simple Implicit Blending in One Dimension

3.4.1 The Error Functional

Consider the following linear array:

m =2 * Pugr Apl,
|
~ bypr Bi,
|

":-1 P N :.'\
.l “m-1 m= 1
|
T Pmer Baoy
|

moos P, B

| : ‘
|
T b":, B":
|

m +

: ., P":rl’ A'“.+1

|
T b":+1' B.+1
|

m+2 e P v &




-43-

This shows five locations with the parameter value P and weight A
at each location and b shows the finite first-difference values of weight B

= - 1 +1 § o & ) ]
For any m, bm Pm+1 Prr: . All information is independent.

At any location the difference between the assembled values and the
resultant values may be regarded as disparity. To produce the optimum
resultant over all m the sum of these disparities must be minimized in an

appropriate manner,

To carry out this process for the one-dimensional array shown here,

we define an "error functional" E as follows:

(E is the sum over all ” of the weighted squares of the contributing

disparities.)

For any resultant P* , the value required is that which minimizes

| its contribution to E . For any location m this can be achieved by
setting

@
(as]

= 0 . (32)

a
av)
S

To do this, terms in Eq. (31) involving P:z are separated:

* 2
=T bm)

ta
Il
+
)
3
/’U\
3 *
1
]
3
e, T
[N
+
w
=
e
e}
3 *
.f
-

! =57=
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There is one such equation for every 7 .

E————

It will be noted that Eq. (33) does not directly provide the reliability,
A: , associated with P: . Rewriting Eq. (23) for a particular grid point 7

gives:

—
w
W

~

where Pg(r,) is the resultant backaground information available at 7 if | 8
.

information contributed by P_, A~ is removed. Clearly however, the same

* & " Vel 3

resultant, PB(m) , would be obtained if the analysis were carried out without b

including Pm , A_ in the first place. Rearranging Eq. (34) gives 14

m

* i3

* P'r“ - PB gn- )
A - A ® * * . . (35)
m -
m Pm PB )

To solve this equation, Eq. (33) is used to determine P: (of course
including the information P_, Am)' Then Eq. (33) is usad again, this

time with Am = (0, thus providing PE(’“) . Substituting these values and

the known value of Am in Eq. (35) provides a simple method for determining
*

Am .

-58-
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3.4.2 A Numerical Example of Implicit Blending in One Dimension

Considering the same example as used in Section 3.2.6, assembly | 8

provided the following information:

m |. TW', A"z = 15 7., F1.0
I
T bm ‘ Bm = = 3.6, 9.0 2
[ |
m+1 I. T”Tl, An‘.rl =-18.6, 11.0
l )
T Dm 41, Bm1-1 = 1.0, 0.0 r\'
! E
m+2 e T A = 20.8, 10.0 L

By setting m =m, m =m+1 and m =m+2 in Eq. (33) and inserting

“*

oy

. . . : e
the appropriate parameter values, three equations with terms in L T

=
7 m+1

= * T . .
and T 2 are produced. For example, the equation for location m+1
8- °F

simplifies to

¥ = 0.23T:“_ + o.35'r;j + 8.88 " (36)

2

Solving these three equations simultaneously provides 15.6°C, 19.0°C and .
* * 'S

20.5°C for T; p de‘_1 and Tﬁ2 2 respectively--i.e., the same values as

provided by explicit blending (see Section 3.2.6).
To find say A:z 1’ the analysis must be carried out again but
without the data at m+1 (18.6°C, 11.0). Once again three equations are

produced. For example this time the equation for location m+1 simplifies to

* - * *
Ts(m+1) 0.40 T”“_2 + 0.60 Tm + 1.76 g (37)
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(Compare Egs. (36) and (37), noting the effect of setting omitting m +1

3 -~ ) : " ol - o i 3 ~
data.) Solving these equations gives T 3 19.5 C. This is the same

B(m +

—

result as produced by explicit blending--see page 51. Substituting in
= * . : ;
Eq. (35) provides A"‘+l = 19.7--again the same result as produced by

.

explicit blending.

To find A the analysis must be repeated without the data at

s m* ¥ : : : ~ IR *
location m, thus providing Tgm) * Substitution in Eq. (35) provides A _ .
I f 13
A similar procedure provides A’:_ o {
These examples demonstrate the equivalence of explicit blending ‘
and implicit blending (least-squares computations) in the case of one- ;
dimensional arrays. p
!
13
e s Implicit Blending in Two Dimensions b
i
3.5.1 Weighted Information Fields
Blending so far has been discussed in terms of a linear array. An ,
example of a linear array involving an object parameter P of weight A id

and independent estimates of first-differences of P, b of weight B, is
given in Fig. 8. A linear array may be considered as a one-dimensional
field. It can be seen that Fig. 8 may be regarded as two pairs of fields,
one pair being P,A and the other being b,B. These fields may be shown i

separately, thus:

afQ=
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Grid Point Object Parameter First Difference
Value i Weight Value Weight
0 : Faz Pmag  Pag Paeg
m=1 * p"‘-l A"’—l bm_'1 B"‘—l
m ’ Pn\ Am bvr Bm
m+1 L P”:Yl Am‘rl b"“rl B'f,“t'l
i Prez Bnma Sm+2 B
m+2

e1C .
(Note that for any grid point 7, b = P e P, o

The meaning of “"Fields by Information Blending" now is apparent.

i

)
Q
=)
jos §
e

Q
=
(9]
147]
(@]

In the context of the simple examples so far discussed, the te
both explicit and implicit blending outlined under Sections 3.3 and 3.4
have blended together two "weighted information fields" to produce &
L

5 . * T ¥l P < 3 N ,
resultant field-pair P*,A” which provides the best knowledge of the “true

representative value PR (in the object scale of resolution) which is

provided by the total available information. The reliability of the resultant
at any point m is given by At . If more information were available then,

of course, P* would be (slightly) modified and the increased reliability of

the analysis as an estimate of PR would be reflected in the new value of A* .

The concept of weighted information fields may be applied to fields
other than those associated only with the object parameter and first-

difference values. For example, suppose that independent estimates oi

1 . - S
The term "value" always is used in the sense of numerical magnitude.

Weight (or reliability) is used for value in the sense of worth.

wfl=
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A FER r T e o T Tl g ot o 71 o e (i o “
e - PW_ were avaxluole. We term such estimates "double differences .

+2 ?

A weighted information field for double-difference estimates could be
blended with the P,A and b,B fields, thus assimilating the additional
information. However, rather than develop the error functional needed to
blend double~difference fields with the P,A and b,B fields for a linear
array, we shall consider the definition and blending of eight weighted

information fields for a two-dimensional array.

Figure 6 showed an arbitrary grid point £4,m of a two-dimensional

orthogonal array of size LxM grid points. ¢

03]

etting aside for the moment any
boundary considerations we may define the following elements of information

at the 4,m grid point:

P”: of weight A,:

b, of weight B, where b = pL,*-rl - P;Z,'“ (38)
S, of weight Cm where S =9 Pﬁrl,'“. = ?1,'7 (39)
d, ofweight D, where d = Pi-rl,'"m-l - Pl,’”. (40)
e, ofweight E  where e = Pz»rl,”-l - P’:,w (41)
f, ofweight F, where f = le_,.*z o (42)
g, ofweight G, where By P,z+2,»; - lem (43)
q, ofweight Q_  where q, PZ,”rl (2 P£+1,’“. 5 Pal,”:-l

$Py g m AR, o @)

1The term "double-difference" is used rather than "second difference"
which is more appropriate to a finite~difference expression for the second
derivative of P with respect to distance. It may be noted that values of b
are both single-differences and first=differences; either term applies to a
finite-difference expression for the gradient given by (Pp 4] = Pn) per grid-
length. Henceforth, for consistency, b will be referred to as a single~
difference estimate.
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These eight elements of information are shown in I'ig. 9. The six
difference estimates (4 single-differences and two double-differences) are
indicated by arrows joining the grid points involved in Egs. (38) through (43).

P e 1\/2 ., represents "direct" information pertinent to the object parameter.
~

‘ Ty

p . 2. & o & Wy -
Gy is an estimate of the Laplacian V PL _ expressed in finite-difference
afte ¢

7
form.

Figure 9 shows the eight elements of information for the arbilrary
grid point £,m . These eight elements over all £ (i.e., where & assumes
the values 1 through I which may be written £ =1 2 L) and over all
(m =1~ M) provide eight two~dimensional arrays, or fields, of parameter

values, each with an associated weight field.

(Weighted information fields other than the eight given above also

could be defined, a simple example being a "double-difference" Laplacian.
However current applications of FIB to the analysis of two-dimensional

distributions of an object parameter P are based on these eight.)

Depending on the object parameter of the analysis there is a variety
of sources capable of contributing to the required eight weighted information
fields. These sources are described in Section 4. However, given that

such fields can be provided, the concept of what these fields represent

should be appreciated.

The field of P shows the magnitude of the object parameter at cach

grid point, I’A, .+ together with its associated weight A, . The fields
g ‘ A ‘

’ ‘

for parameters b, ¢, d, e, f, g and g are not directly concerned with the

magnitude of the object parameter; they are measures (or estimates) of

the shape of the field of the object parameter. Thus b, Gy . etc. are
A A

wm ! ”m
‘ g

measures of the shape of the object parameter field in the vicinity of the
grid point £,m . The local "shape" is expressed in terms of single=
differences (b, ¢, d, e), double-differences (f, g) and the Laplacian (q)

defined in accordance with gs. (38)-(44) and shown on Fig. 9.

-03~
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Estimates of the shape parameters are derived from a different
source (or sources) than estimates of the magnitude of the object parameter;
in other words shape parameter estimates are independent of estimates of the
magnitude of the object parameter. The concept of separating the shape
of the object parameter field from its magnitude is a fundamental and

essential component of the FIB analysis methodology.

Since shape and magnitude are derived from different sources there
will be conflict between the available information. For example in the case
of a simple SST analysis using a one-dimensional array (see Section 3.2.6)
we saw that independent gradient estimates did not agree with the difference
between the magnitudes at two successive grid points. FIB takes all
weighted information fields and blends them together so as to produce the
best possible compromise, in a least~squares sense, between the total
available information. The blended resultant is the field of P* with an
associated resultant-reliability field A*. What does the P* field show?
In the object scale of analysis resolution the value of P* at any grid peint is
the best estimate of the "true" representative value of the object parameter
at that grid point which is provided by the total information contributing to
the analysis. A" at the same grid point is a direct measure of the reliability
we can place in P* as an estimate of the true value. If A* is large the
error variance is small. A" will be large where there is a considerable
amount of information. Conversely, in regions where only a small amount
of information is available the confidence or reliability we can place on the

I ¢ 5 3 = w
local values of P™ is low and will be reflected in a low value of A .

The following Section shows how the contributing weighted

information fields may be blended to produce P* and A*.
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I'he Blending Process in Two Dimensions

Y € )
Deded

(NOTE: The blending process given below is for a specified object

" { x % R . y "
for which the blended resultant ! A can be produced using

.

parameter P

the eight weighted information fields defined in the previous Section.
Analyses of other object parameters may utilize different sets of weighted

information fields. Nevertheless, for all object parameters, the underlving

blending methodology is essentially s

imilar in concept. The mathematics

which follows is an extension of the simple one-dimensional implicit

blending process given in Section 3.4.)

The objective of the blending process is always to produce that field

of an object parameter which gives a best fit in a least-squares sense to the
ensemble of welghted information fields. Holl [1] has established that this

best fit, consistent with the concept of explicitly combining independent

*iny . 1o 1vr } 1 N 1 r} ~h n Yy Yy Y e N VAN YY)t s .

estimates is given by the solution which minimizes an appropriate errot
' S 2 o N

£ ~+ 2 - ~ ~1 £ 1 ~ Yy oy e . N y i renY 1 ¢

functional E . For the specified object parameter P (see note above) this

& - : ¥ T | * : : ‘
best fit field is denoted by P~ of weight A~ and the error functional is

defined by:

P AI .
Ll .
7]
X X 2
B, ...\P' o S =L \/
& ,Mm L, m+1 L ,™ kL ,m
/ A % \.:
+ C P SR o }
1,":\ L+1,m L,m L.m
)
[ N X . <
vepy Sl L
&, (ll «f'l L, A, T
D
[ % * %
r E, (P -P}  -e, )
L,m\ L+l ,m=1 L,m L,m
9
{ BS -~
+ l‘v l‘ -a l\ - { \
i,":k .,M *2 'ln’- C'.-:
]
* n “
+ (" p - l\ - O )
; ',":( L+2,m L,m Lm

x 2 l
+ P} -4 P/i -Q __'\ “5)
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(This expression for E may be compared with Eq. (31). The essential

differences are that an additional six weighted information fields have

been included, and that the error functional has been extended into two

dimensions.)

The minimum value of E occurs when

Q/
™

(46)

simultaneously, for every element P*

2 m of the solution field. Equation (46)
’

vields one equation per grid point thus producing a simultaneous system
of liner equations.

The equation for the point 4,m is given by Eq. (47).
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The Blending Equation: ]

* = -
Sl,m PJL,m Ai,m Pl,m
* * |
i Bl,'n (pz,m+1 'bz,m> B omer <P£,~_1 : bzl»:-1>
L
- \ |
Frey X - =i K _
& c‘.,"z \Pul,w. cz,".) 1“bzz-l," (11-1,~ C,z..llw,/ 4
) |
x *
* Dy m (Pz+1,"z+1 dg vr> "Dy i mag (Pz-l,vn—l dp-1,m-1/ :
* ! o fo¥ . )
3 Ez'”: (Pl+1:m~1 el[ﬂ;) i Li‘"l;"n‘"‘l (11-1,";1'1 +ez-1,”“i‘1
* X
g PO (Pi,mz = Iy ”> W (Pﬁ,"-z fo.r —zj
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In Eq. (47), S denotes the sum of all weights appearing as

L. m

coefficients (preceding the dots) on the right-hand side of the equation.

Thus:

e - 3 3 5 N 5 * Sy
I'he terms after the dots show the required solution P" together with
estimates provided by the weighted information fields.

We now come to the problem of solving this set of linear equations.

The system of blending equations may be expressed in matrix notation:

2
o
il

(o

where Eq. (47) represents an arbitrary row of Eq. (49). The formal solution

is
* =R i
o= NMF . (50)

If only a small number of grid points is involved explicit inversion
of the matrix is possible. However typical FIB analyses utilize grids of
63x63 grid points, 89x89 grid points, or 125x125 grid points. In the latter
case (used for hemispheric analyses of SST) a simultaneous solution to
15625 linear equations is required. FEven for a 63x63 grid the number of
equations involved is 3969. In general the matrix is far too large for routine

explicit inversion and solution by an iterative technique is necessary.

At one time FIB utilized only Successive Over Relaxation (SOR)
techniques to arrive at a solution for P*. The most advanced schemes
were found to converge very slowly and, consequently, were expensive in
terms of computer resources. An additional drawback is that SOR requires

a first=-guess to the final solution.




This problem was overcome when, in 1976, Holl [6] reported the

development of a technique, which he termed Blending by Weighted Spreading

BWS), for producing an effective solution to the system of blending

—~

equations which converged far more rapidly than SOR schemes alone. Of

articular note is the fact that no first-guess to the solution is involved.

el

In practice it has been found that the most effective technique for solving
the system of blending equations is to commence with BWS then transfer to
SOR at a late stage of convergence. This procedure is described in the

following Section.

v S Sk e P w ¥y . ey
The resultant reliability weight, AL _, which is a measure of the

,m
firmness of the solution element Pz ., + 1s basic to the FIB methodology.
,m
The A* elements appear, inverted, as the diagonal elements of the inverse
matrix given by Eq. (50). A possible approach for determining A¥ is
suggested by Eqs. (34) and (35). However this requires repeating the

analysis with Az . =0 to obtain PB %, m)- Clearly this is not a realistic
M

UL

approach as it would require LxM separate FIB analyses. In practice a
+ ¥ . ., sy .3 3 ¢ - % i
good approximation to A" is sufficient. The Blending by Weighted Spreading

technique incorporates a formulation which provides a reasonable

*
approximation to A .

3.5.3 Blending by Weighted Spreading

Blending by Weighted Spreading is a technique of general
applicability to the blending component of all applications of the FIB

1
methodology.  In general such applications lead to a system of linear

1Although Blending by Weighted Spreading was conceived in the
context of the FIB methodology (Holl [6]) the scheme is applicable to the
solution of any system of linear equations for which the matrix is not only
symmetric and positive definite but also has some degree of diagonally
dominant rows/columns. In the FIB context the diagonal dominance occurs
wherever AI. - > 0.

’




equations defined by

2
o
! *
I

where P is any object parameter and P* is the resultant of the analysis
process. The coefficient matrix M is formed only of parameter weights;

all parameter values are grouped in the elements of the forcing vector I.

The formal solution to this system of equations is

* -1

P = M ©F .

As indicated in the previous Section, the system of equations

normally is too big to permit explicit matrix inversion. Until the development

O

{ Blending by Weighted Spreading, the sole recourse to solution was to

195]

uccessive Over-Relaxation (SOR) techniques. These require a first-guess
solution and also converge at an undesirably slow rate. The Blending by
Weighted Spreading technique does not require a first-guess solution, and

converges much more effectively in the initial stages.

The technique of Blending by Weighted Spreading may be demonstrated
by application to the object parameter P used in previous Sections.
The blending equation for the arbitrary grid point £,m is given by Eq. (47).
For reasons which will become apparent later in this Section, initially we

shall omit the Laplacian terms=--in effect Q =0. Eq. (47) then becomes




(R)
L.m

PR

and let «

(R)

(R)
4,m
asymptotically approach 1.

where 8

successive approximations) is given by S

Equation (51) states that the total weight due to"arrive" at the

arbitrary grid point £,m during the blending procedure (performed by

L ome At any stage during the

blending let (R) be the number of successive approximations made so far,

represent the corresponding portion of S _ that has

(R) o

arrived by stage (R). Clearly «,”, tends toward S, = as (R) increases.

P ’

A "progress factor", Bl ,, may be defined

—
[#3])
ro

—

= (R)
= “z,-c/sz,v:

begins at zero and grows monotonically with each pass to
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According to the "convention of dots" between coefficient weighis

1gais

and estimates, Eq. (53) defines a second equation for the coefficients:

o® ey
(R+1) 4,m+1 R L. m~1
“im = Auym Y Bim g " By m-1
‘ ’ ’ Z,”m"l ‘ Z, hi=i]
a(R) ; i
PR O - o : (54)
A=2 ,m 32_2 -

The process of Blending by Weighted Spreading consists of proceeding

from grid point to grid point, in any preferred ordering, computing new

4 + 1 . . . \ / ~
éR;l) and PJ(ZQ ml) by explicit solution of Eqs. (54) and (53)

’

in that order. Each pass at all the grid points advances (R) by 1.

estimates of «

The successive approximations are initiated by setting

(0) &
°‘z,m 0
) "
and Pz - = 0 .

No extraneous first-guess field is introduced.

Ac stated above, any ordering of grid points is permitted. The
preferred ordering is successive in 4, increasing or decreasing, within
a successive ordering of m, increasing or decreasing. A complete set of

four such passes consists of: ‘ F




Dace " E insroaned . v e
Pass 1 4 1ncreasing ™ increasing

Pass 2: 4 decreasing , ™ decreasing
Pass 3: 4 decreasing , M increasing
Pacae A« 1{ increacineg ” A Arre R 1IN Ar
rass &4: increasing 4 ~ Qecreasing

} - IS o £ + Q \ e e S X Yomne - 8 gty
ine progress itactor, p , m ¢ 19 CalTled a.iong wilth each successive

; ;
i B o (R) T E
approximation for P, * and is an absolute measure of the proportion of the
A PR
total due influence that has arrived at the location. However it is

a measure of the firmness of the value

- ’
£
(R) 3 ' o
D T o Ay y Cjo FANAS Yy <
! s s 19 rurtner aue 1influence may
&

’

subsequently arrive to produce a pronounced change in the value.

are very unlikely to occur after only a few multi-

Pronounced ch

o

&
o
v

directional successive iterations have been effected. A set of four such
passes spreads all influences to all locations--although not immediately i

st €vill P s s1ices 1587 F AR3InAmaac s PP s 1Y | gLt . S
dieir full measure. Subsequent changes will generaily be gradual and minor,

as 8 asymptotically approaches unity everywhere.

The Laplacian element in the error functional, Eq. (45), gives rise
to five terms in the blending equation, Eq. (47). These five compound
estimates can be included in the formulations of weighted spreading.
Inclusion requires the imposition of a suitable progress factor in the
coefficient of each estimate.
The Laplacian terms have been omitted from the blending by weighted
spreading process for several reasons:
a. Inclusion of the five Laplacian terms almost doubles the
computational work per pass.
b. The Laplacian terms contribute absolute resolution at a slower
pace than do the single-difference and double-diiference terms.
¢. The Laplacian information can be included in a final supplementa

Agan ]
clitaq

blending in which all progress factors are set to unity.




d. Exclusion of the Laplacian terms enables formulation and
use of an effective approximation to the resultant reliability

5 3 . * 5 A "
weight field, AZ _+ in just one computational pass.

‘
The final blending operation for including Laplacian information
(item c. above) resembles an SOR scheme used previously in certain FIB
analyses such as sea-level pressure. Its use here, however, is only for
adding "finishing touches" to the blending solution obtained by weighied
spreading; it is an economical method for adding the Laplacian information.
No regional biases remain; none are introduced by extraneous first guesses.
The Laplacian information is introduced gradually. Each full pass at the
array is made in terms of five subsets to produce an accelerated form of
simultaneous displacement. In the case of sea-level pressure, the over-
relaxation factor, W, is set less than 1 in the initial passes, rising in
the sequence w=0.3, 0.6, 1.0, 1.2, and continuing at 1.5 with the fifth

pass.

Basic to the FIB methodology is the field of A*-—an absolute measure
of the analysis variance. The combined weight, SZ . of the total
M
information due to arrive at grid point £,m does not represent information
which is completely independent. Only the contribution provided by A/c
is known to be independent; the additional weight, Sz,w - AZ,”", 7
represents, at least to some degree, a feedback of the Az 2 contribution.

’ ¢

It may be concluded that

— <
Al,m = A S

In developing a simplified approximation to A* , it is important to

keep two considerations in mind:

. -

i e i

oL THEN
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a. The approximation should be representative of the gathering of

independent information that has actually been gathered by the

weighted spreading, in the specified total of R passes, giving

the solution

b. An overestimation of A is preferred for use in the reevaluation

of reports. Underestimation can result in rejection of good
reports.

The first of these two consideration . permits a further narrowing of

the limits expressed by Eq. (55). According to the second consideration

: ¥ . ; . A
this narrowing is valuable because it lowers the upper bound on A, . :
A .

‘

. A (R) : :
Bgp = By = @ % 8 o . (50)
7 ALk ‘ & A7)

* S : .
The upper bound on .A\/z , <can be brought down even iower by

’
removal of the direct feedback of information through the first=difference

estimates. This reduced upper bound provides a simple, adequate

: * i £ : ! v -
approximation to Ai, »+ The formula is given by Bg. (57).

’

5 described in Section 4.

1 : ; ; . i
Reevaluation and rejection of reports is

ol iy

ax.
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Additional information concerning BWS:

As pointed out earlier the Laplacian terms can be included in the
Blending-by-Weighted=-Spreading (BWS) process. The formulation is not
difficult. Inclusion, however, makes every row/column of the matrix less
diagonally dominant and this slows the BWS process. We have designed
the solution process to use the features of BWS and SOR to best advantage:
A few sets of successive alternating-direction (i.e., alternating ordering)
passes of BWS are followed by a few passes of SOR. A selected ordering
and an over-relaxation factor which changes from pass to pass are used in
the SOR stage. Second-and-higher-order terms (e.g., the Laplacian) are

omitted in the BWS stage. All terms are included in the SOR stage.

The effect of exaggerating 8 ®) in each iteration was investigated
in the context of Ref. [2], in the application of the FIB methodology to the
processing of satellite multi-channel scanning-radiometer radiances for
the diagnosis of clear-column radiance components. The incremental growth
of 8 R) , toward +1, can be simply increased, for example, by replacing
B with 1.1 B R) =1, each time B is recalculated. This refinement was
found to increase the effectiveness of the BWS process. Another refinement
which was introduced in Ref. [2] is the use of passes in which either the
BWS or the SOR algorithm is used at a grid-point location, depending on the

R
(R) has attained a prescribed value,

value of B at that location. Once B
B (R) is jumped to +1, and the algorithm of use switches from BWS to SOR
for that grid-point location in all succeeding passes. The use of these two
refinements in the present context, however, would defeat the useful,
expedient approximation for A¥ that is afforded by Eq. (57). The
"reevaluation” component, discussed in Section 4.8, depends on a good

approximation of A* at every grid-point location.
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A general method can be made available for measuring the r

weight corresponding to each element of each parameter in the blended
2t ™ ‘ * X ~ * 5 e 3
resultant. That is, not only A™ but also B, C” ... Q" c¢an be estimated

at each grid-point location, We remind the reader that the starred
weights are not measures of independent worth; they are measures of the
robustness of the blended solution for each corresponding element. We

have termed this general method the "Stiffness Method".

™

The Stiffness Method is quite simple to describe. Suppose for

example that we wish to estimate B, _ corresponding to the resultant

%

’

s ' yipp * ' 1 e N \
single-difference element b, . In theory the method involves calculating
A PR
a complete new solution subject only to a finite change, 6b, _ , in the
A

!
forcing value, b, _ , of that element. The corresponding weight, B,
A ’ A

is not changed. Let the change in the new solution for the element be

' L
expressed by 50}1

,m
ES .
In accordance with the FIB methodology, B): ., is given by
.M
&b,

2 0 m

B = e 23 s

4,m 50} I 2%

Note the s° ‘larity in form with Eg. (35).

It would seem that the Stiffness Method should only be applied to a
very accurate solution of the blended system of equations. However this
requirement can easily be circumvented. The robustness of the solution
depends only on the input weights of all contributions of assembled
information. The robustness is independent of all forcing values. An
exact blended solution as the basis for application of the Stiffness Method
is therefore always at hand: By setting all forcing values equal to zero,

the blended solution is given exactly by a zero field. As a further

simplification, the finite change imposed on an element, say on b‘, . =0,
,m
is chosen to make 5bz - B}z - = 1o [If the value of BJZ .. happens to be
Pl Fre g rve
=80~

resolution

=

i
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zero then it is simply changed to a finite value, e.g., one. This value

must then be subtracted from the value of bi ,, that results.] In practice

M
the zero solution is revised as a result of the element change only in the
ambience of the element. The extent of this ambient region depends on
the desired degree of accuracy and on the ambient density of information in

parameter assemblies.

The Stiffness Method is not utilized in routine applications because
it is very expensive in terms of computations. It is to be reserved for

special applications in which resultant weights are especially relevani--

such as in evaluations of measurements obtained from satellite sensor

systems.

3.5.4 Boundary Treatment

Figure 6 shows the area module associated with an arbitrary grid
point £,m of a two-dimensional orthogonal array of size LxM grid points.
Figure 9 shows the symbols and subscripts for the eight information-elements
referrec to the 4,m grid point. The shape parameters are defined by Egs.
(38) to (44). The boundary of the L,M grid may be accommodated in a very
simple manner--at any arbitrary grid point the weight of any information-

element which extends outside the grid, or which is undefined, is set to

zero.

However internal boundaries may also exist within the analysis
region. For example in the analysis of oceanographic parameters such as
SST, internal boundaries are provided by coastlines. The representation
and effects on the analysis of internal boundaries is discussed in the

following Section.

Do 7 nmr
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3.6 Spatial Covariance Dissociation

In the context of environmental analyses which utilize a grid,
spatial covariance may be used to express how strongly a change in the
object-parameter value at one grid point affects the value at another grid
point. i

A FIB analysis uses estimates of the object parameter together with
first~difference estimates to propagate the effect of an observation in all

directions, the strength of the propagation depending on the weights

associated with the first-difference estimates. It can be seen that these

weights, in effect, control the spatial covariance between corresponding

s

grid points (see Fig. 9). In analyses of oceanographic and marine

parameters it is realistic to restrict the propagation of information across

e

land barriers. This is particularly important in the case of peninsulas and
isthmi which separate different water masses. For example, in the vicinity
of Panama, the Atlantic SST analysis should not propagate information into
the Pacific and vice versa; the water masses are independent and so
therefore should be the parameters which are measures of their physical

state.

In essence the propagation of information across land/sea 14

the geographical dispositions of the finite-difference expressions for the

interfaces may be prevented by setting gradient weights equal to zero where !
}

gradient magnitudes at any grid point involve a land/sea boundary. This ‘
i

process is termed Spatial Covariance Dissocation (SCD).

Consider an analysis region covered by an analysis grid of size i

IxM. Using a high-resolution land/sea table an "SCD field"” may be
constructed which shows, for any arbitrary grid point £,m, whether or not .i
there is significant land interruption between £,m and £,m+1 and/or |
between £,m and £+1,m (see Fig. 9). The SCD parameter at each grid

point consists of two bits. The first bit indicates land (1) or no land (0)

-82~
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between £,m and £,m+1; the second bit indicates land (1) or no land (0)
between 4,m and 4+1,m. Figure 10a shows part of an analysis grid within
which is located an island (shown by shading). Figure 10b shows an

associated SCD field. The solid lines in Fig. 10b show the closed

dissociated) connections caused by the island. Figure 10c shows the same
- |

island located within an analysis grid whose grid-point spacing is half that
shown in Fig. 10a. Figure 10d shows an SCD field associated with

Fig. 10c.

The method for arriving at an SCD field described above is a basic

method only--in practice the method is more sophisticated. The land/sea

information is used to derive a matrix consisting of ten rows of ten
each module of the analysis grid. Each bit is set to 1 (land) or 0 (water).
The bits then are examined to determine the SCD parameter appropriate o
any area module. The objective rules used to classify modules are as

follows:
1. FOUR-WAY DISSOCIATION

If a modular area centered on a grid point is entirely land then the

grid point is dissociated (closed) in all four links:

ot 13

-
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Figure 10 (a) and (c) show the same island located within two analysis |
grids, one having half the grid spacing of the other. (b) and 1
(d) show the SCD fields for (a) and (c) respectively. Solid
lines show the connections which, due to the island, are |
closed to the flow of information. The flow is limited to the l
open links around the island. t
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2. OPEN

If a modular area centered midway between two grid points has any
of the § center lines (i.e., rows or columns of bits) open, the connection

between the two points should be associated (open):

Horizontal Case Vertical Case
o.‘lll l
\’:
== Rilie

Based on this rule, the center grid point of Fig. 10a should have

two links closed and two open--the upward link and the link to the right.
3. CLOSED

a. If a modular area centered midway between two grid points has
the 5 center lines all closed, then the two center points should

be dissociated:

Horizontal Case Vertical Case

— | |

|
|

all land

WISESE——

|
|

&

b. If any interior line is completely closed and both module points

are sea then center points should be dissociated:

Horizontal Case Vertical Case
/—\E‘\-——-‘
/\Vvator at both e————
| eemcom—r—"

( grid points jo—i
\ e e

85
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4. UNRESOLVED

All grid-point connections not resolved by rules 1-3 are unresolved.

Using these objective rules and subjective decisions where appropriate,

the SCD field corresponding to Fig. 10c may be as follows:

0,0 90,0 0,0 0,0 0,0

o ? o o o
0,0 1{1 0,0 0,0 0,0

o A———O o o

0,0 0,1 0,0 0,0 0,0
[*]

’
o

o~

0,0 0,0 1,1 0,0 0,0

o~
o~
o~

0.0 0.0 0.0 1i0 0

O~

The solid lines connect grid points which are dissociated.

The generation of SCD fields is a semi-automated procedure forming
part of the overall capabilities of appropriate analysis systems based on the
FIB methodology. Based on the rules given above the program (OBJSCD)
automatically classif‘ies grid-point connections as closed, open or
unresolved. Output consists of the objective SCD field and visual
information in plot and print form. Using this information SUBSCD is called
to update the SCD field for subjective decisions. The User may specify
unresolved connections as open or closed and, in addition, may modify any
of the objectively-determined connections. A capability also exists for

specifying all unresolved connections as either open or closed.




It will have been noted that the SCD parameter only directly
specifies whether or not the first-difference gradient weights B and C
shown in Fig. 9 should be set to zero. Simple rules are applied to local
SCD parameter values to determine whether or not the remaining

information-spreading weights should be set to zero.

In some applications it is desirable to reduce spreading weights
rather than to set them to zero--information flow is restricted rather than

\

e

stopped. For example, in the case of sea-level pressure analyses, t
cifects of terrain may be realistically represented in the analysis by
restricting the flow of information between valleys separated by mountain
ranges.

With regard to oceanographic parameters where SCD is utilized to

prevent information flow if the ocean continuum is interrupted by land, a
"depth dependent" SCD field should be used. For example where two
deep ocean basins are separated by a ridge, the flow of information from
one basin to another can be prevented. Near the top of the ridge information
flow could be restricted rather than prevented, thus taking account of

: 1
spillover from one basin (o the other.

The analysis algorithm recognizes the presence of land in terms of
the SCD parameter--if two neighboring grid points are dissociated then land

lies between them; no information is directly passed between two such grid

w

points. The analysis of oceanographic parameters is invalid within such

discontinuity regions.

As yet, depth dependent SCD fields (based on depth-variable
land/sea tables) are not used by the Expanded Ocean Thermal-Structure
analysis system. It is hoped to incorporate this capability in the near
future.

-l e




For any analysis, the number and extent of invalid regions depends

on the resolution afforded by the analysis grid and by appropriate objective
and subjective SCD decisions. Figure 11 shows the invalid regions for the
northern hemisphere on a 63x63 analysis grid, polar stereographic projection,
using a specified SCD field. (The analysis grid, with the land outlined, is

shown in Fig. 12 on page 93.)

-88=

——




- Seg - - -
¥ " - [ . |
-\ . .
Lol | L -
— 1
{ L
P — 4 a ¥
[
.y g
|
5 ;
- | L
i
|
-
- =
= - -
-
'
‘
-
* 9 -k “ » ¥
'
"
R
o -
- . -
- -
> -
. =
- N
- i -
L - e
“e
L] -
- 7
- ,‘
\
-
¢
- ' w
5 - [
b - ... =
o -

Figure 11 1Invalid areas for analysis using SCD where SCD extends ove
water--Northern Hemisphere 63x63, polar stereographic
projection.
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4. A SYSTEM FOR THE ANALYSIS OF SEA-SURFACE TEMPERATURE
DISTRIBUTIONS

4.1 Introduction

Section 2 discussed, in a largely qualitative manner, some of the
considerations to be taken into account by an effective analysis system.
The Section had two primary objectives—--to introduce certain FIB concepts
and associated terminology in an appropriate context, and to introduce
some of the problems of analyzing distributions of environmental parameters
which can be solved by the objective FIB analysis methodology but which
are largely ignored by subjective analysis methods (and some objective
methods) either because the problems are too intractable or due to a lack

of awareness on the part of the analyst.

~ 5

Section 3 provided, in a largely quantitative manner, other FIB
concepts and associated formulations. In a sense FIB is based on one
fundamental premise--that no piece of information is complete without an
asscciated reliability. This premise, coupled with an appreciation of the
characteristics of observed data and an appreciation of the purpose of an

199

analysis and its resultant, permits the derivation of all formulations giv

o

in Section 3.

Sections 2 and 3 do not in themselves provide sufficient information
to show how FIB analyses of a particular object parameter may be produced.
In addition, many other FIB concepts and formulations remain to be
introduced. The most convenient way to satisfy both of these objectives
is in the context of the FIB analysis system for a particular environmental

parameter.
When designing a system for the analysis of an object parameter,
the particular characteristics of that parameter must be taken into

consideration. For example, even though based on the same underlying

information-processing concepts, a system for producing analyses of

~90-
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sea-level pressure is not converted to a system for the analysis of
significant wave-height distributions merely by substituting one data set
for another. A FIB analysis system therefore must be described in terms
of a particular object parameter. Sea-surface temperature is an appropriate
choice--a FIB system for producing sea-surface temperature analyses is
relatively uncomplicated and, in addition, SST is one of the parameters
analyzed by the Expanded Ocean Thermal~-Structure (EOTS) analysis system.
This Section therefore describes an SST analysis system, which, in later
Sections, is extended to encompass all parameters analyzed by EOTS.
However, although specifically oriented toward SST analyses, some
information also is provided indicating how the concepts presented can
be modified for application to the analysis of other environmental parameter
distributions.

A FIB analysis of SST consists of the following sequence of

operations:
1. Preparation of the Parameter Initialization Fields.
2. Assembly of new information.
3. Blending for sea-surface temperature.
4, Computing the reliability field for blended SST.
5. Reevaluation and rejection.
6. Recycling.

Each step in this sequence is described below following a preliminary
discussion of the object scale of resolution and available sources of

information for analysis.

1For example, the FIB analysis system developed for horizontal-wind
field analysis differs considerably. There are two wind components per
module, and the spreading parameters include divergence and vorticity, key
elements in dynamic compounding (see caption Fig. 3).
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| 4.2 The Object Scale of Resolution '

As discussed in Section 2, the purpose of an an \lysis Is to produce

represontative values of (in this case) sea-surface tomperature which show

significant variabilities in the object scale of resolution. It will Le assumed
that, for the purposes for which the 88T analyses are required, theso
slgniticant variabilities may be revealed by a 63x03 analysis qrid, polats
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stereograpanle projection, covering the whole Of the northern hemi
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wee ig. 12), with an analysis fraquency of once every 24 hours. This
defines the object scale of resolution. Note that no matter how much S31 .

f data is available for analysis
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' Ne ANALYS18 resotution cannot exceea U

appropriate to the obiect scale of resoiufion Getined by the analvsis «
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and analysis frequency. In practice we will not achiove the

of resolution over the whole analysis area because of paucity of data in

some regions. QGiven a sufficient data density, significant variabilitios
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on a tiner scale of resolution may be obtained by decreasing the

Gl =8 PACING
nd/or in . } rats fr YAy '} Limde + s It ian . ;
dUAS 00 Increasing the analysis doquency. e Aimit o resoiution is
}
determined by the available data. |
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An alementary system for the aAnatysis ot a partcuiar obhjoct paramoetol

|
would utilize only direct synoptic observations of that parameter. Howover
4 lar superior analysis is obtained by utilizing information available from -

all sources of relevance to the object paramoter distribution. Such SOWCoes
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parameter to be analyzed bui, in

vary according to the particular object
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genaeral terms, oncompass observations of the objoct parameter, ostimates

odtained by way of diagnostic relationships from estimates and ot analyses

ol other relevant parameters, provious analvses using prediction or
¢ h ¢

extrapolation techniques to carry and accernue information along the time
1
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An arbitrary module of this (or any other) grid is
shown in Fig. 6. TPigure 9 shows the symbols and subscripts’
for the eight information-elements reforred to an arbitrary

grid point.
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axis (thus also enhancing continuity in time), and climatology. These

sources can all contribute information to an analysis of an object parameter.

For any particular object parameter, not all possible sources of
information (even if available) are necessarily appropriate. In t
sea-level pressure for example, even though climatologies are available
the naturally-occurring variabilities in space and time are such that
climatology can make no significant information contribution in the context
of normal (e.g., six-hourly) synoptic mmlysu:;.z

It is not only estimates of the object parameter itself which can

provide significant information; the information contributing to an analysis

2

may be in other forms including "shape" parameters such as gradients,
curvature, circulation, divergence, Laplacian and others. As explained

in Section 3, this information may be assimilated (i.e., blended) into an

analysis of the object parameter in finite-difference form.

Sources of information for an analysis may be grouped in terms o!

> yipy

the age of observations contributing to each source. In the case of SS1

analyses these sources are:

a. "Current" information provided by synoptic or hear-synoptic
observations. "In-situ" observations are provided by ships
and instrumented buoys. The large majority of in-situ

observations are made as part of a ship's routine weather

report=-usually every 6 hours. A lesser number of observations

: . :
See Fig. 3 and associated discussion. t

e
“Ihe contribution of climatology, or any other applications of
statistics, would tend to reduce (i.e., smooth) features in the object

range of scale. y
|
b
3 = £ , : " bt U
For example, by way of an appropriate diagnostic relationship,
surface wind observations can provide estimates of pressure gradient whic! #

can contribute ‘nformation to the analysis of sca-level pressure.
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are provided by the surface reading of XBT's, and by instrumented

buoys. Current information also is available from remotely-

sensed satellite data.

1 o . § vy B e . . L e T s
b. "Recent-past" information provided by observations of 88

i
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(including both in-situ and remotely-sensed data) which have

been assimilated into previous analyses in the synopti

[N

sequence.

c. "Distant-past" information provided by observations wi

aichn ave

AD .

been used in the compilation of SST climatology field

Current SST data may be referred to as "synoptic" or "near-synoptic"

If synoptic data collections are available at 6-hourly intervals (usually 00z

062, 12Z and 182) we could produce, say, 00Z analyses every 24 hours by
utilizing only the synoptic 00Z observations. However, in order to increase

N
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Qata aensity anda nence the intormation content of the anailysis, we

couiQ
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{ use 00Z synoptic data plus all observations made during the previous 24

hours which were not utilized in the previous analysis.

These additional
observations may be termed "near-synoptic". In fact the near-synop
period could be greater than 24 hours. For example if it is accepted that

an SST observation still has relevance even if made, say, 30 hours

previously then it could be used to contribute information to an analysis

Dy

as long as it has not been used in any previous analysis; no observation

should be directly assimilated more than once in a well-designed analysis system

3 4.4 Parameter Initialization Fields (PIFS)

i PIFS are an essential component of all I'IB analysis systems. Dach
analysis system requires a set of PIFS, one of which is the object-parameter iy
PIF. This is defined as the best estimate of what the forthcoming analysis
will be before any information contribution from current observations is gi
considered. In effect, for an object paramcter P, the object-parameter PIT, '




denoted by P_, is a forecast of the resultant field, P_, for analysis time
0 T
* H 1 i J } =~ Y i hord f - ~ inf b 5
T . PO is (usually) derived by an appropriate method for carrying information

in the P field along the time axis to time 7. (A PIF should not be

*
T-1
regarded as a first-quess field. In FIB the process of carrying information
along the time axis is a carefully controlled and formulated procedure; no

"guess" is required.)

Methods for producing a PIF of the object parameter depend on the
object parameter itself, and other considerations such as the avail'ability
of suitable forecast methods (including models). For sea-level pressure
for example, a PIF for time T may be derived from the T-1 analysis by
kinematic extrapolation using an appropriate steering field based on large-~
scale features of the circulation. Alternatively a numerical forecast model
could be used. In fact the best estimate field may be produced by combining
any number of other estimates, each weighted according to its assessed
degree of reliability. The weighting need not be a constant over the whole
of the contributing field. For example suppose the object-parameter PIT
for sea-level pressure is to be produced by a weighted combination of
kinematic extrapolation and the forecast produced by a PE model. If it is
kxnown that the PE forecast verifies better in high latitudes than in tropical
regions, then the weighting (which controls the relative contribution of

information) may be made a function of latitude.

In general, an analysis system which is designed for continuous-
in-time resolution of a geophysical system of variability must be coupled
with an appropriate prediction model for carrying the analyzed information
from one synoptic analysis along the time axis for assimilation into the
next analysis. An appropriate prediction model also is required for
projecting the evolution of the geophysical system as an environmental
forecast~service for use in other applications; such an initial-value time-
integrated prediction usually extends over several analysis cycles into

the future. The same model is not necessarily the most suitable for both




purposes; demands differ. In the analysis context the emphasis is on

maximizing the information yield in terms of specific analysis parameters
for the relatively short period between analyses. In the forecast-service
context emphasis ls on the prediction of operationally significant

variabilities with maximum skill over the whole of the extended range.

Now ccnsider an appropriate method for producing a PIF where the

object parameter is sea-surface temperature T . The previous analysis at

- L i e ' 3 o) o L 234 £y \ "" I { ¢ . e *® b . t

time 7-1 provided the resultant field Tl of weight A_ - ket the
- =

R ; e : Eeal 3 ¥ AT ool nnk of T -

object-parameter PIF be denoted by 1 A and the resultant of the 7

9 eteia s
by T* .,\*
Y T » e

analysis
In the object scale of resolution specified in Section 4.2,

representative values of sea-surface temperature will not (usually) show

a marked change in a 24-hour period (the analysis interval). Significant

features present in one analysis will be apparent in e next analysis,

albeit slightly modified with regard to absolute value and shape. Thus the

information content of the T-1 analysis still has considerable relevance

at time T . For this parameter, persistence is apparently a simple but

j
-

effective method for carrying information along the time axis from one

N : = " 3 ) i 3 % ; L e <
analysis to the next. This can be achieved by setting T y 5 K o u, NBE 18
\ i
4 2 N y N %3 = R
important to realize, however, that we may control the reliability of 9
J
as an estimate of '17, by appropriate specification of '\O . This is
discussed below.)
: : . T o e
Although persistence (T, = 1T ) could be used to provide the

0 T-1
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object-parameter PIF, Iy as an estimate of

adjustment toward the predicted climatological value:

may be enhanced by an
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where the subscript ¢ refers to the climatological value and € < 1, The
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£01:.0wing rigure snows the etffect of this formulation:

T-1 T
, Figure 13 T, shows 8ST climatology as a function of
location (i.e., a particular £,m grid-po
P ke e .
array shown in Fig. 10). T+_; is the anc

. = S — -
the same location for time T-1. Tr-1 -

local analysis anomaly from climatology.
by the fGCtOK‘ (1‘(). :\\i\“n\] T\‘:‘- to the dki]"dﬁ‘k‘\i L“w_\\:l“;}\.'

providaes Lo . 1N1S 18 d\)ﬂt.‘ 10r eacli griga point. Values ot

L EQI
C

a particular analysis time may be interpolated from monthly-mean
values.
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Suppose an anomalous feature--say a cold gyre--is established

by observed data in the T-1 analysis. If, in the following analyses, no
observations are available in the vicinity of the gyre, then setting T. = T,

u ‘ ), ¢

would cause this feature to persist until such time as its existence were
denied by observed values of SST. This is not reasonable--anomalous
features decay with time. Using Eq. (58) with a high value of € will cause
a rapid return to climatologically normal conditions; a low value of € will
allow the anomaly to decay over a longer period of time. (Conversely, if
the gyre were climatologically normal then it would persist until its
existence were denied by observed data. If no more data then were
forthcoming the gyre would gradually be reestablished in following analyses

at a rate determined by €.)

Having established the object-parameter PIF--in this case the T,

J

field--the inherent information is then partioned in terms of component
information fields to produce a set of Parameter Initialization Fields, each

with its own associated weight field. Seven PIFS are derived from the

et 2 R : = e el Fee
object-parameter PIF, g using gs. (59) through (65).

; S - ™ cQ
%.m - ‘amel “1,m (59)
Ce,m T tgeim T tam (60)

= 7 - /
dz,m Yh+1,m+1 ‘i,m (61)
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1t wlil be noteq that thie adbove seven Uiro nave been cderived (rom

single PIF of the object parameter; 1in these circumstances tne compiete set

§ Jhe DITQ 11 e vy 1 oy el st ant
Of ei1gnt riro will De mutually consisient.

oUCh consisiency 1s not nece

et 3 1 PIEC m y Aol U RVCAR= O P S S m s ¢
ARGlviauat riro may de aderived I1rom ailierent sources

OI 1nIormation. !
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In several previous oections, in particuilar oections v.0.4 8NA 5.9.4,
1@ rlpP Diending process was described and iormnuiated in terms Of elgnt
. e ] 2 mvien o " 4 1AHd - 15 o ey 1A £ o) X F o +
welgnted 1niormation f{ields; discusslion o ne Oof these iniormation L4
{ields was postponea. i10us 1n the KK ulation 10r o : \49) and I
v
1 iy accviation (Eo '-',") e & caitmed that valiiee far thoco 1 go /s .~ e r
gienaling equation (Lg. (4//) 1t was assumed tnat va.ues 1I0r these parametlers 3
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wereé avallable. l1he elgnt welgntea 1niormation ileids are comprised Oi One f
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field I0r the magnitude Oi the Oobject parameler ana seven iielas Ior the snap ¢
parameters==see ti1g. Y and associated discussion, ne snale
vi Sha Blawdis At an ] o 3 7t \ - DTFS
Lo Ol das Ll DLIOHIG LG QU LA LlU0 Na gy il LA O L ali Uddily Y {5 4 &

lofinad in Fae 59) throuah (65)
gellned 1n LJs. (o trougs (bo
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in _simpile terms we now can envisage a

vy
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parameter P as the following procedure:

a. Produce an object parameter PIF, P., which is a best estimate

. * } 3 N = ] 937
of P° before considering current information.

fack W . s e e e ' h
b. Partition P) into eight PIFS, one of which is P) itself and t!
0 d
; other seven are estimates of shape. Each PIF has an associated

weight field, discussed below.

c. Modify the i’o g '\C field by as

- current observations) into this field. This results in a new
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field which we may denote by P, A. !

As will be seen in Section 4.5.1 a somewhat different procedur
used to assemble information for the analysis of oceanographic parameters.
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ey Ay P

= Nland e <} £ a1 o ra i 4 }
d. Blend these¢ elgnt rieias seven shape riro and tne ooject

v camatar PIF " vy RlaraAine By W e { r i
parameter PIF=--using Blenaing by Weighled opreacing

(Section 3.5.3). This produces the P ,A tleld ior time T .

"V - 'S M. i F - \ i "y 8 1 ~ } '.A. '* - - + 5 st .
Carry tne iniormation proviced DY G - 3 along the time axis

€.
s T4 el PamERAT She o e L [ e el n* o
L Tl and repeat the whole procecure to provide r A
‘ & . ’
for time T+1.
(Ihis simple proceaure IOr proaucing an anaiysis Of ODJeCl palcliCidd :

» o S T 1 atn e B i i R e b . D e s T wa lue e vy ~ S
has omitted many 1lmportant stages 1n ine rio analysls process.

b s o Ny s 3 v Anes e A PATE Al sd FrAamowork
it serves to provide an easily-comprenendecd Iramework wrici may oc §

expanded Intdo a more etiective procedure. In particular 1t lliustrates iae

1pee

PIF

. Y3 - - vver Pl N ~ 'Y D vt} TR an 1v7
source and function oif Plro 1n tne rilb anatly

sis methodology.)

e : S e T o b e eyt e o 5o
Before returning to developing an

general points with regard to PIFS should

; - dharma DIPQ aras nnt neraccarily Bacad entirelv on
a. lhe seven shape rirs are not necessarily opasea ent QL
o® i v T L T individual PIFS may be deriv
_ field. As pointed out above, 1lndivicaual riro may be aerived
U

Errars AV EERTET R O e i . P = e e e e e e S
from difference sources of information. In tnhese cClrculstaliCes

(see Section 3.2.3). In addition current information may be

assembled into appropriate PIFS other than the object parameter

raia

~ ¢
SES 4

PIF. For example, in the case of a sea-level pressure analy

gradient and assembled into the shape PIFS. I
analyses, satellite=derived data could be expressed either in

terms of absolute values of SST for assembly into the object

parameter PIF, or in terms of gradient for assembly into the '

shape PIFS.
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D. AS demonstrated by

the numerical examplies givern in Sec

alid as expressed In tgqs. (43) and (47), the shape paramet:

do more than contribute an estimate of the snape oOf the

forthcoming 3. lney control the spreading of informatio:

.'..‘I\/‘.'.;Z'L‘x{ DY .J‘L,I.J\‘f*v’d:‘ IS Fc » [edaSoOll tney ma (
iNC spreading parameters. The degree of snreadi

= ~ontrallas
15 Coniroiieqa

‘e welgntl rieiwds associated wit

. (NP ¢
spreading parameters. (To

illustirate thls the simple numerical

exampie given in Section 3.2.06 Qe re-run wiin reauced

e )
rewurning to ool analyses

aave

vject parameter and the seven spreadin ]

welgnt Iields nave not been aeiinec; such

. flelGs ior the spreadin Jaranietes
Sl LA Il L I
L0 proviae any ap} rigate degree Ot spreacin

Thie . vy i Fi P v 11etis 1) Ty
<415 specliliicagtlion, usuaily in te

MM EArPT var e FIaYA £
d UallOin welght Iiela Ic
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e

Spreading parameter, must be consistent witn the object scal

®

opreaaing weignts determine the amount Ol inrormation contributed to an
afnialveic by tha ahas e Tk S e, 12 T e N
analysis 0y tne snape parameters and consequentiy, particuiarly in data

e o— - e U (PR VRTINS e b Tosve de myeaa ERR g
» dectermine o wnat extent isolated observatlions are rittec

A

\t should be borne in mind that an analysis should provide the best

estimate of local representative tempera

e L

information. This best estimate is not

limited number of current observations.

—

n SST analyses (and all other ocean thermal-structure parameters
encompassed by EOTS) a special procedure is used for weights associated
with estimates of the object parameter. This is discussed in the following

Section.




A

4.5 Assembly of New Information

4.5.1 The Assembly Field

In many applications of FIB the new information provided by current

3 7 S : S : s A
observations of an object parameter P is assembleu into the PG c Ay fields.
For SST however (and other EOTS parameters) we use a separate assembly

field. This field is used to accumulate the information provided by all

L . 2t :
recent-past observations of the object parameter T .

Assume that the analysis sequence has been running for some time

and that the assembly field for time T-1, after assembly of the 7T-1

observations, is given by T of weight A\I At some grid

N,T-1 N,T-1"
points--those on shipping lanes for example--the information represents the
accumulation of many observations and hence the associated reliability will
be high. At other grid points the information may represent only a small
number of observations; the reliability will be low. We must now carry
TN,T-I . AN,T-I along the time axis to time T to provide an assembly

field for the current observations. Denote this field by T, of weight A

0 b

(It will be appreciated that T.. of weight A and T,. of weight
- PP N,T-1 B S ey 0 S
.»"\0 are not analyzed fields. They contain an accumulation of information

provided by observations of the object parameter. The utility of these

fields will shortly become apparent.)

To carry TN -1 along the time axis to time T, thus providing TO ;

a formulation similar to Eq. (58) is used:
- - €' - += e
I, 1-¢) RPN F o L (66)

1See Section 4.3.
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On completion of the T-1 analysis the best information we hay

¥y & - \ - ' K 4 w
concerning the reliability of the analyzed field ey is given by A_ .. |
—-— R | |
Suppose that at a particular grid point the analysis resultant for 7-1 was
— * & X e O " A . i
P R =vihere hos sseag OrC and A, is low because not much
L, m 1,. X ,M L, m

information was available for analysis in the vicinity of £,m. Fou

observations then arrive, all made by independent ships very close to the

3 ) ' 1 . N z po- " :
grid point and all reporting about 19 C for time T-1. The analysis is re-run

. 1 1 . v .‘ b 1 1 3
incorporating these reports. After re-analysis T, = would still be 19.0 ¢
A ’

Yyvy ) 1 } ~ ~ 1~ e Il W YN oy . ] ot 3 vy 158 - o N e
but A,  would be considerably higher, reflecting the greater confidencs
A '

’
' X N
we have in T, . as an estimate of the (true) representative temperature in
A [
’ 5
the object scale of resolution. Then another 36 independent observations k
: 1 0 ~ 3 - . ™ 1 ’

arrive, all reporting about 19 C near £,m for time T=1. The analysis is e

e e O o e ¥
again re-run giving T, = 19.0 C with a very high value for A, . Now

A L
’ ’

consider the same grid point say 3 days later. Assuming that no additional

information is available the best estimate of the temperature at £,m would

o —— -

(8]
! 1 ~ ! o 1 } - 1rra] | 1 st ern ¥y 1 » ] t} ne 11t
be 19 C enhanced by a controlled adjustment toward the predictea

climatological value in accordance with Eq. (58). However is the reliability |
we can place in this estimate made significantly greater by being based on
40 reports 3 days old rather than 4 of the same vintage? Clearly there
would not be much difference between the two reliabilities to be associated

with the SST estimate. There is an absolute limit on the resolution provided
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