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VOLUME I1I

HDUE SET DESCRIPTION

1.0 INTRODUCTION

This section of the Texas Instruments HDUE Final Report
as called out in Contract Data Requirements List (CDRL)
sequence number AOO3 on contract F04701-75-C-0180 describes
the design of the HDUE set as implemented in Phase I of the
Navstar Global Positioning System (GPS). Historically,
sophisticated equipment was designed and fabricated to meet
its specific requirements. Although such an approach may be
simplest to wundertake, it provides only minimum production
advantages to each user application. Life-cycle cost and
risk for each configuration are typically high. In an
attempt to offset some of these disadvantages, there 1is an
inclination toward the development of three or four standard
system configurations, one of which may be selected for a
specific user application. Such an approach does afford
some advantages as a rvesult of the potential increase in
production of each configuration, but in most cases it will
result in compromise of performance and physical
characteristics.

A more effective approach for achieving wutility and
affordability can present perhaps the more difficult initial
design and development issues. This approach requires
establishing user equipment commonality, not at the system

level, but at the subsystem level so that similar functions
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in different wuser configurations <can be isolated angd
generalized to use identical circuilits or subroutines. These
building blocks or common modules can be used to satisfy
every user equipment requirement and consequentiy, provide
the maximum production wvolume advantage Because of the
flexibility and commonality established at <this level,
performance and physical characteristics are not compromised
for specific user rvequirements. Component technology
improvements can be incorporated with minimum perturbations
to other functional elements. The results is an approach
that permits the concentration of efforts in subsequent
development phases to be aimed toward ‘product and cost
improvements that are beneficial to all wusers and not
encumbered with the difficulties of the “slight" variations
of system characteristics and performance that often result
in major system level incompatibilities, forcing the
evolution toward uniqueness, rework or redesign.

The design of common modules wmust be preceded by a
careful definition of the functions to be performed by each
module. This definition is evolved ¢through an iterative
elevation process centered wupon variables such as GPS
equipment functions to be performed, current and projected
component technology. performance:, physical characteristics,
and cost. Basically, this process follows the general steps
listed below (illustrated in Figure 1-1 and 1-2):

1. Definition of functions to be performed by GPS

user equipment
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2. Separation of these functions into two catagories:
— Those sensitive to applications and

— Those not sensitive.

3. Subdivision of application—insensitive functions
into elements grouped tec provide maximum commonally

over the span of identified user requirements

4. Design of common modules that provide the

performance required of these elements.

The design of each common module was guided by imposing
constraints defined by the requirements containing the worst
case condition applicable to the module. For example, the
design requirement for size, weight, and power may be driven
by a man—-portable requirement while performance and
environmental constraints may be driven by missile or
satellite requirements. In addition, other constraints and
controls were eatablished that guided the common module
design to cost efforts.

The system concept and design resulting from this
effort permit maximum commonality between various system
designs through the use of different quantities of common
modules to satisfy specific performance requirements. Also.,
because of the functional nature of modules, improvements to
accommodate performance requirements were incorporated with

minimum impact.
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OPERATING SEQUENCE

INITIALIZE

ACQUIRE L, C/A CODE

ACQUIRE L, CARRIER

TRACK L, C/A CODE
ACQUIRE L, P CODE
TRACK L, P CODE
PSEUDORANGE L,

STORE SATELLITE DATA

ACQUIRE L, P CODE
ACQUIRE L, CARRIER

TRACK L, P CODE
PSEUDORANGE L,

COMPUTE POSITION/VELOCI TY

I RECEIVER -\!
MEASURE |
ANTENNA + Asc‘ggm—s “5&0;’:3“ PSEUDORANGE '
AND RANGE RATE
a |
L—_—-—r——-———q——— __——"F——_‘
r__.._____4 —— 14—
POWER |
I SELECT CALCULATE
I SATELLITE S TORE POSITION AND
SIGNAL DATA VELOCITY
‘ﬁ
USER INITIALIZE
INPUT/OUTPUT

.

\

v—
APPLICATION SENSITIVE

Figure 1-1.

\"

Functional Systems Operation
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2. SYSTEM DESCRIPTION

The HDUE set consists of four magor line replaceable

units (LRUs), lThey are the receiver, data processor, AD/DC
converter and Chu Therse is also an optional
instrumentation interface LRU The wnits are shown in
Figure 2-1. The receiver LRU is composed of five continuous
tracking rTeceiver channels and a receiver control
processor. An existing GFE antenna/preamplifier was used
for tests. The data processor LRU consists of the master
state controller and the navigation processor. All

GPS~control processaors are dasigned around the SBP 9900
microprocessor. The CDU has a calculator—type keyboard and
an incandescent daylight readable alphanumeric display. A
block diagram of +this set is shown in Figure 2-2. Major

characteristics of HDUE performance are presented in Table

2-1. Regquirements for detailed characteristics are shown in
Table 2-2. The HDUE major modes of opevation are shown in
Figure 2-3.

The HDUE set tracks four satellites continuously wusing
four receiver channels. The fifth receiver channel is used
for sV acquisition, Li/sL2 ionospheric correction
measurement, and reading of data. The HDUE tracks both L1
and L2 satellite frequencies and uses both C/A and P codes
during the acquisition process. Navigation calculations are
made vusing an li-state Kaiman filter.

The HDUE set can handle two antenna inputs (inverted

range or satellite antenna) and switch either of these tuwo
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inputs to any one of the five veceiver channels (2 X 5
matrix switch?. input initializeation date (position and
time) are entered by means of the keyboard on the CDU.
Dutput data (position, velocity, time, etc.) are displayed
on the CLOU. The same receiver and procecssor common modules

are used in the HDUE as ars used in Lhe MVUE. Software 1is

programmed in both Fortran and 990 assembly language. The

hardware characteristics of +the HDUE implementation are

summarized in Table 2-3.
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TABLE 2-1. HDUE MAJOR CHARACTERISTICS

Range measurements accuracy
(J/8 = 30 —-40 dB)

Coarse (C/A code) 15 meters (1)

Fine (P code) 1.5 meters (1)

Resulting position accuracy

Horizontal 10 meters (CEP)

Vertical 10 meters (PE)

>~
Intrinsic Maintainability design
LRU replacement S5 minutes
SRU replacement 10 minutes
20 minutes maximum




= TABLE 2-2 HDUE DETAILED CHARACTERISTICS i
-’
SV carrier signal from antenna -166 to —-156
L and L (dBW)
Code demodulation P-code
L C/A code
1 User velocity (maximum) 1,100
(meters/second)
User acceleration (maximum) 80
;' (meters/second )
User jerk (maximum) o 10)
(meters/second )
Jamming levels. J/S (dB)
Acquisition 24 (C/A)
Track/lock 40 (P)
Weak-signal hold on 47 (P)
- Time-to-first fix (seconds) 152
) Pseudo range rate accuracy at (C/No) 1.5 meters (30 dB-Hz)
Pseudo range rate accuracy 0.2
(meters/second)
Mean time between failures 500
(hours)
Temperature range ~-20 to +55 C
|
-~
PAGE 7
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TABLE 2-3. HDUE HARDWARE CHARACTERISTICS

1

No of LRUs 4%
No of receiver channels )
Size (£t ) 3.5
Weight (pounds) 200
Power (watts) 529
Design—to-cost goal (1,000 25K i

units) .
Receiver modules/channel &6
Total common modules &5
Total unique units 13
Memory size (maximum 68K E |

capability
Memory size required &2. 3K
Bits/word 16
Hardware floating point yes
#5 LRUs including Instrumentation Interface Unit

PAGE 8
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3. 0 HOUE SOFTWARE SYLTEM

General

The HDUE Software operates within the framework of a three
processor distributed processing network. Each SBP9900
1 microprocessor controls a well defined functional subset of
3 the overall OGPS user equipment software requirements. The
Receiver Control Processor has an extensive hardware control
interface and manages the acquisition, tracking and recovery

of measurements from GPS signal sources. Because of ¢the

hardware control, the Receiver Control software is written
in assembly language. The Master Control processor manages
the operator interface <through the CDU and implements the

required Navigation Subsystem and Receiver Subsystem control

functions. Each SV data word is passed from the Receiver ¢to

Master Control as ¢the word is received from a GPS source.

Master Control manages the collection of this data and ¢the
overall data block processing mechanism. It also manages the
movement of instrumentation data through the IIU hardware to

the in-flight UFTIN recorder. The Navigation Subsystem

includes the real-time implementation of the Kalman filter.
It also contains a Relative Navigation function which
handles the conversion of data to different coordinate

systems. The 8V task in the Navigation Subsystem computes

the SV position for use in ¢the incorporation of Receiver

I measurements into the Kalman filter. Both the Master Control

PAGE 9
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and Navigation Subsystems are implemented in Fortran with
the exception of two special purpose Master Control modules
in assembly language. There is an Executive Subsystem which
is common to all the processors. It is table driven to
maximize the commonality both within the HDUE and with the
MVUE and MBRS systems. This Subsystem contains all interrupt
handlers and implements task scheduling and rveentrancy
requirements. The executive also maintains the system clock
or fundamental time frame (FTF) which is incremented on each
20 millisecond interrupt. All processors are maintained 1in
strict FTF synchronization with this synchronization
verified each 320 milliseconds. The 20 millisecond interrupt
is generated in the Receiver and is rTouted to the other
processors.

Each of the three processors contains a set of Random
Access Memory modules which are loaded through the IIU when
the system is powered up. The term word, used to describe
memory, refers to 16-bit memory units. The 3 Microprocessor
Modules each contain 256 words of Read-only memory (ROM) and
256 words of Random— access memory (RAM). The ROM memory
contains front panel access Toutines and software used
during the cold-start load process. The IIU contains a
Master Reset control switch which is wused to force all
processors to execute a cold-start power-up sequence. This
control is used following the load process.

The Master Control and Navigation subsytems communicate

through a shared memory area of 4096 words which is

PAGE 10
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designated Communications Memory. cach of these two
processors has an additional 24576 words of local memory
which may be used in any combination of program and data
space. The floating point hardware may be used by either of
these two processors., but the current software restricts its
use to the Navigation Processor in order ¢to eliminate
contention problems during critical Navigation computations.
The Receiver Processor and other Receiver hardware reside in
a separate Line Replaceable Unit (LRU). The Receiver
Processor thus shares no common memory with the other
processors. Its communications with Master Control are
handled with the Serial Data Bus which transfers a 15 word
message each 20 milliseconds. The Receiver Processor has
16384 words of memory which may be divided as desired

between program areas and data areas.




Software Version His:ory

In the following paragraphe a brief description is
given of each of the software versions used during
evaluation of the HDUE Sustem at the Yuma Proving Grounds.
Each version represents a major step in the evolution of the

final software design.

Version bA

The initial software version to include Navigation
capabilities was 6A. Prior to delivery of this version.
compatibility of the hardware with ¢the T-pallet and the
ability of the Receiver to acquire and track GPS signals was
confirmed. Version &6A was delivered to YPG in May, 1978 and
provided Navigation convergence with altitude hold on the
test range with four ground transmitter sources. Navigation
with 1 SV and 3 GT's without altitude hold was demonstrated.
Data obtained during version &A testing provided @ baseline

for future software enhancements.

Version 6B

This version was sent to VYPG in August of 1978 and
provided improved filter stability as a result of modelling
changes and better filter initialization. Many of the
changes in ¢this version were fixes for coding and
implementation errors discovered in the field test

environment.
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Version &C

Version 6C represented a major stabilization of the
Navigation filter design. This version was used in UH-1H
testing from September, 1978 through November, 1978 and on
the C-14i1i during November. The Navigation performance was
characterized on the UH-iH and extensive analysis of the
mission data was performed. The ability of the system to
perform in an operational environment was clearly
established while parallel software develcpment was
proceeding based on minor field discrepancies. The Receiver
Software essentially reached its final configuration in this
version. Only minor interface changes were made in later
versions and no Receiver related problems were reported

during subsequent field evaluation.

Version &D

Version &6D was delivered to YPG in November, 1978 to
support the C-141 testing. It contained enhancements to the
6C version and the implementation of additional features not
previously part of the software. Some of these improvements
included:

1. Rejection of bad Receiver measurements by Navigation
Improved filter initialization
Revised Ionosheric/Tropospheric equations
Full Waypoint computations

UFTIN data flow stabilization

> o » 8 N

Improved Filter convergence and stability

PAGE 13




7. Resolution of almanac/ephemeris ambiguities

8. Generation of data required by Navy
This software version was the tool wused to evaluate the
filter performance under the dynamic stress encountered in

the C-141.

Version &E

This version was generated for use with the Navy HDUE
system. The only difference from the verion 6D is the
addition of patches to the Master Control load module to

suppress all IIU blocks except 2 and 206.
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Version 7A

The results of the testing with versions 6C and 6D
demonstrated less than optimal performance particularly with
respect to velocity errors. In addition the wversion 6D
Navigation subsystem was close to 100 percent utilization in
both 1loading and memory with some functions yet to be
implemented. Therefore & redesign of the basic Ffilter was
implemented in Version 7A which was delivered in February,
1979. The filter was implemented within the basic Master
Control framework wused in Version &D and the operator
interface remained the same. The most significant
improvements were position and velocity accuracy. The
convergence region was widened to the point that it ceased
to be a praoblem in the operational environment. Filter
stability was such that entire missions were often flown
with no operator intervention required after initial
convergence. The filter mechanics were modified to allow an
outer 1loop rate of 3.84 seconds versus 7.36 seconds in
version &D. At the same time the Navigation processor
loading dropped from near 100 percent to approximately 60
percent with 8000 words of memory made available for
additional features to be added 1in version 7B. Field

performance with this version is discussed in the HDUE Field

Test Report.

PAGE 15
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Versions 78 and 7C

In May, 1979 Versign 7B was delivered to YPG for
initial evaivation. This final HDUE software version
contains all the MNMavigaticn filter enhancements described in
Version 7A with the only differences being in tne degraded
mode operation (primarily O3 8V altitude hold). The Master
Control subsystem and the interface areas of the Navigation
subsystem were modified extensively in order to allow the
constellation change mechanism to be implemented. Full
coordinate conversion capability is a part of this version.
The operator interface through the CDU was modifisd based on
field comments received during the first year of testing. In
addition the CDU data update rate was increased from 3.84
seconds to O.64 seconds. The software functions were
somewhat reorganized between Master Control and Navigation
subsystems in order to distribute the processing load more
evenly and to make the subsystems more functional. Automatic
SV celection has been implemented and tested at VYPG. This
software version meets all the operational requirements for
the HDUE system.

Version 7C is the equivalent Navy version with all IIU

blocks except 2 and 206 supressed.
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3.1 HDUE RECEIVER CUNTROL SUBSYSIEM

3.1.1 General

The purpose of the Receiver Control Subsystem (RCSS) is
to acquire and track those &V’‘E specified by the Master
Control Subsystem (MCSP). Pseudo-rTange, Range—rate, and time
tag information are recovered from each tracking source and
passed to MCSP on a 320 millisecond basis. The RCSS executes
a General Health Check/ Master Time Delay Calibration in
response to a MCSP command. Upon receipt of a Precision Mode
command, the RCSS wuses the spare channel ¢to execute
sequential L1/L2 acquisitions on the SV'S being tracked by
the other four channels, with ¢the data from these
acquisitions wused by MCSP ¢to «calculate the Ionospheric
delays associated with each SV. The Concentrated Search Mode
used for SV acquisition is accomplished by applying all
available channel resources to the SV search in the order

that those SV’S are commanded by MCSP.

3.1.2 Communications

Data is passed between RCSS5 and MCSP exclusively via
the Serial Data Bus. One 15 word message is transferred each
20 milliseconds with 14 of the words being useable. With the
exception of the aiding data messages, all messages operate
at a basic 320 millisecond cycle rate based on the local
clock (FTF). To allow double buffering of the aiding data

it is written into alternate buffers each 320 millisecond
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period. Data is jpassed ¢to the RCVR on 4 of the 16
20-millisecond subframes and on the other 12 data is
returned to MCSP.

The RCSS-MCSP interface is structured so as to minimize
the data flow required %o implement the control mechanism.
The entire control of the RCSS is contained in the RCV3B
buffer. A single command word initiates all mode changes and
a corresponding 5 word SV Queue specifies the GPS sources to
be acquired and tracked. RCSS contains all the logic
required to execute and complete the various required modes.
Specific mode descriptions and command interpretations are
described in the R1MRC module section. A complete
description of the Serial Bus data items is contained in the
Master Control Subsystem description.

The data flow out of the receiver 1is organized as
follows. A control message RCV2B 1is the response to the
RCV3B command message and contains information about the
completion of or failure to complete the various modes. It
also contains an SV Status table which corresponds
one—for—one with +the input SV Queue and maps the SV’S into
RCVR channels. The RCSS passes measurement and other SV data
to the MCSP in channel order because of foreground loading
restraints. The MCSP then wuses the &8V status array to
properly associate channel oriented measurement data with
the corresponding SV. The five channel status messages
(RCV2A) contain the channel status information described in

the RI1SRC module section. Three messages (RCV2C, RCV2D, and
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RCV2E) contain the miasurement data described in the RIRNG

section.

3.1.3 Software Design

This section contains & description of the overall
software structure and its relationship %o the receiver
hardware. The topic of reentrancy which is a fundamental
part of the receiv;r system design is also discussed. The
software hierarchy is presented along with the relationship

of the data sets to this structure.

3.1.3.1 Hardyare Interface

The Receiver LRU hardware under processor control
includes 5 identical receiver channels and the Built—in-test
module. The individual channels are quite similar to the
channels used in the MVUE and MBRS Receivers but the number
of channels is different in each version of user equipment.
In order to maximize software commonality, the software is
structured around the concept of individual channel
controllers common to each type of UE with unique top level
controllers implementing the set unique requirements.

In the HDUE an individual channel is guided thraugh the
acquisition sequence by the processor, but once the hardware
carrier loop is <closed, the processor serves primarily to
recover pseudo-range and range-rate data from the hardware
and maintain the code tracking loop. During acquisition the

Voltage Controlled Crystal Oscillator (VCXO) on the
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Frequency Synthesize 1s aligned oy the processor to the
best estimate of Doppler. The ccde generator is stepped
through its search rvegion by the processor while ¢the
processor is monitoring the <correlation dsta from the
Narrowband Module as read by the UGutput Module. When ¢the
local and received signaels are adequately corvelated, one of
the Narrowband Loop Filters is used to cont¢rcl the carrier
loop with the bandwidth of the loop under processor control.
The Wideband module, which is used for amplification of the
received signal, has only its time constant under processor
control. The processor may select either L-band frequency
output from the Synthesizer and may route either antenna
preamplifier’s signal to any channel.

The Built-in-test(BIT) module generates both L1 and L2
signals with X1 code modulation for use within the RCSS.
Control of this module is done exclusively by the processor.
The processor controls the start-up and synchronization of
the BIT code generator and controls the data modulation of
the signal. The BIT signal is normally shut off when ¢the
module is not being used by the processor.

A complete description of the hardware/software
interface is contained in Texas Instruments Drawing 2008917.
Portions of this document which are essential for the
understanding of the various software modules are contained
in the appropriate software module descriptions in this

report.
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3.1.3.2 Reentrancy

Reentrancy is the key design feature of the RCSS which
allows the implementation of the common individual channel
controller to be achieved anc permits the RCES to occupy a
realistic of amount processor memory. A rteentrant program
is one which 1is capable of being executed concurrently by
several users. Each user has a separate data area out of
which the program operates when that user is active, but
only @ single copy of the executable code resides in
prOoCesSsoT memory. There are both software and hardware
requirements for reentrancy in the RCSS.

The software reentrancy is met by designating the
register R10 as an index register to be used as an offset in
all symbolic memory references. The reentrant data base in
RC8S is hexadecimal 300 bytes 1long per channel. The
Executive passes the appropriate multiple of this value in
the R10 location when the task is activated. The Executive
also sets the Workspace register for the task into the
correct data area.

The hardware reentrancy is met by the method in which
the Communication Register Unit (CRU) 1is decoded in the
hardware. The CRU is the address bus wused for processor
control of the hardware. The 12 bit field is divided into
four 3 bit sub—fields, the most significant of which 1is
interpreted by the hardware as a channel identifier. When
the software is initialized it computes a channel wunique

offset which is later added to all CRU address computations.
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Then all software modules address the hardware in the same

manner regardless of the channel number.

3.1.3.3 Softyare Structure

The RCSS Software can be cdivided into 2 categories:
reentrant and non-reentrant. All hardware rontrol with the
exception of the Serial Bus Interface Module is contained in
the reentrant section. The Built-in-test module, which
logically falls in the non-reentrant area, is selected for
control by one of the reentrant processes which then locks
out the other processes. The teentrant section may be viewed
as a channel control vutility process with HDUE unique
control requirements implemented for the most part in the
non-reentrant section; R1SRC controls all modules in the
reentrant sections. Details of this control are contained in
that software module description. RIMRC controls the
non-reentrant section and the 5 reentrant processes. It has
3 non-reentrant foreground tasks under its control: RIMTM,
R1AID. and R1FMT.

RIMRC and RI1SRC are background tasks while all others
are foreground tasks. with their priority dictated by
processing requirements or hardware interface timing. The
controllers are background tasks for 2 primary reasons:

1. Foreground processing time is made available for
critical hardware control functions.
2. Since the control load is normally heavy when

foreground activity is light, the background has
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large sections of processing Lime available when
needed for rapid execution

Figure 3.1-1 is a diagram showing the hierarchical

structure of the RCSS. This diagram shows the logical

relationship of the various software tasks but does not

illustrate the fact that there are actually S5 reentrant

processes under control of the RIMRC task.
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3.1.3.4 RCES Glopal Rata Sets
Each of the global data sets within the RCSS is

described from a functional standpoint. The variables within
the data sets are described in the module sections where
they are used. The variable naming convention within ¢the
RCSS requires that the first two letters of each variable
within a data set be the same as the first two 1letters of
the data set. For example, all variables in RPCOMM are of
the form RPxxxx. Data sets RICOMM, RMCOMM, and RSCOMM are
part of the reentrant data base and as a result there ave
five copies of these data sets in memory. The non-reentrant

data sets include RPCOMM, RCV2XY., and RCV3XY.

RICOMM (Reentrant)

RICOMM contains variables wused for communication
between R1SRC and the interface control tasks and between
the interface tasks themselves. Both control and numerical
data is passed in this data set, with it being the only data

set used by most of the interface control tasks.

RMCOMM (Reentrant)

RMCOMM serves 2 primary purposes: 1. It contains the
control variables wused in the communications between RIMRC
and RI1SRC. 2. RISRC uses this data set to store those status

variables which are passed to MCSP by RI1FMT.

RECOMM (Reentrant)
The purpose of RSCOMM is to provide a single data set

to contain all the SV dependent data necessary for R1SRC to
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execute an acquisiti:n sequence. The data is placed there by
RI1MRC and RiAID. The data set 1is also used to pass ¢the
recovered SV data words from R1PCK to R1IFMT for transmission

to MCSP.

RPCOMM (Non-reentrant)

This data set is analagous to the reentrant RICOMM. It
contains communication and numerical data passed between the
non-reentrant tasks. It also contains a group of variables
used by RISRC to control access to the Built-in-test

module.

RCY2XY (Non-reentrant)
RCV2XY contains buffers for all data which is ¢to be
passed to MCSP. The basic buffer length is 15 words and

B1SLIO transmits data from this area directly to MCSP.

RCY3IXY (Non-reentrant)

RCV3XY is the area in which all messages from MCSP are
stored. Based on the value of the routing indicator
associated with the message B1SLIO will place the message in

one of the six 15 word buffers in the data set.

PAGE 26

ek




s 3.1.4 Processor Memo~y Utilization :
é The following table contains a listing of all RCSS 4

tasks and their associated memory requirements. In order to

minimize the reentrant data base {(since U copies of it exist
in memory) the SHARE command is used at Link time on several
of the reentrant modules. This means that, for these tasks
which do not execute simultaneously, their local data areas
are overlaid in memory. The total RCSS requirements include

the #full reentrant data base areas. All figures are 16 bit g-

words.
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RECEIJVER SUESYTEM PROCESSOR MEMORY UTILIZATION
W BACKGROUND/ MEMORY USED
. MODULE PRIORITY FOREGROUND REENTRANT PROGRAM DATA
RIMRC 160 MS B N 3030 108
R1AID 20 MS 7 N 178 29
R1FMT 20 M3 E N 101 16
RIMTHM 20 MS B N 192 37
R1SRC 160 MS B Y 2356 43
R1BSN 1 MS E Y. 209 56
R1CAL 9 MS 2 Y. 276 30
3 RiCC 20 MS F Y 383 18
R1DDT 10 M8 F Y 412 17
RINSE 3 MS F Y S1 16
R1PCK 140 MS E Y 422 23 }
RIPIN 93 MS E Y 268 32 -
R1IRNG 20 MS F Y 970 46 -
R1IRRM 5 MS F Vi 78 19 3
R1SCH 9 MS E Y 490 26
R1SET 9 MS F Y F6 16
RPCOMM N 43
RCV2XY N 165
RCV3XY N 90
RICOMM Y 59
RMCOMM Y 12
: RSCOMM Y 23
N e o =
RCSS TOTAL (INCLUDING EXECUTIVE) 11688 2797
AVAILABLE MEMORY 12288 4096
1. PERCENT UTILIZATION 95. 1 68. 2
: ’

e i o,
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3. 2 HDUE MASTER CONT{UL SUBSYSTEM

3.2.1 @eneral

The Master Control Subsystem consists of the following
tasks:
A. MICMSC, Master State Control Task
20 ms Foreground Priovity
MICMSC is activated by the Executive Subsystem, and it
activates all other tasks in the Master Control Subsystem.
It provides the initialization function for the master state
control processor, and calls subtask B2MSTR, master bus
controller subtask.
B. MICCIO, Control Display Unit Message Control Task
100 ms Foreground Priority
MICCIO is activated by MICMSC during initaialization.
and it calls M2CRUS, communications register unit interface
subtask.
C. MICRNC, Receiver/Navigation Control Task
160 ms Foreground Priority
MICRNC is activated by MICMSC during initialization,
and it calls the following subtasks:
a. M2STIN, receiver/navigation status subtask
b. M2BUSO, RCV3B bus message controller subtask
c. M2IIUT, IIU message buffer subtask
D. M1IDBPR, Data Collection Task
160 ms Foreground Priority

MIDBPR is activated by MICMSC during initialization.

PAGE 29




Lo s o

E. M1ADIS, Control Lisplay Unit Command Processor
640 ms Foreground Priority
MI1ADIS is activated by MICMSC during initialization and
calls the following subtasks:
a. M2CVNM, integer to ASCII conversion subtask
b. M2BLNK., blank leading zeroes subtask
F. MIPDBR, Data Block Processing Task
Background Task
MIDBPR is activated by MiCMSC during initialization and
calls the following subtasks:
a. M2DBS1, subframe 1 data processor subtask
b. M2DBS2, ephemeris data block processor subtask
c. M2DBS3, almanac data block processor subtask
6. MIIIVUO, IIU Data Conversion Task
Background Task
M1IIUQ is activated by MICMSC during initialization and
calls subtask M2HPFP, Hewlett Packard +floating point
conversion subtask.
The following data sets are used by the Maste<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>