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KEYNOTE ADDRESS

by

E.J.Bobyn
Canadian National Delegate to AGARD

Mr Chairman , Members of the Guidance ar.d Control Panel , Ladies and Gentlemen:

Thank you Mr Chairman for that very kind introduction.

May I , first of all , as the Canadian National Delegate to AGARD , add my words of welcome to those that have
already been expressed; Welcome to Canada; Welcome to Ottawa; I cannot say welcome to these elegant surroundings
because this is not my building — except in my role as a Canadian taxpayer. It is the headquarters of the Canadian
Department of External Affairs. You may have noticed on entering that the building is a rather rambling structure with
a number of wings extending in all directions. It has been said that because of the very large number of senior officials
in External Affairs, all of whom are entitled to corner offices , the building was designed to achieve the maximum number
of outside corners.

My remarks this morning will be relatively brief because I know you want to get on with the business that brought
you here — an examination of Digital Method s in Guidance and Control.

I would like to point out , however, that the general subject of Guidance and Control covers a much broader area
than that which you will be discussing in this Symposium or, for that matter , the area under the purview of the Panel.
For example , I can paraphrase my official terms of reference as Chief of Research and Development and say that I am
responsible for the Guidance and Control of the R & D Program of the Department of National Defence. While this is
not in the context of technology as applied to Guidance and Control , the field is still a very broad one even when
restricted to the technological context. The Guidance and Control technology we 4eaJ with is applicable to environments
other than aerospace — to naval , to land environments as well. Because of its fundamental nature we in Canada are very
much concerned with issues in Guidance and Control.

We have Defence Research Establishments from coast to coast aiid each of them deal with technologies related to
some aspects of Guidance and Control. Our principal activities take place in the DREs at Valcartier , Quebec and here in
Ottawa. Within the broad definition of Guidance and Control , we have activities which include target acquisition and
tracking, navigation technology , and new strapdown control techniques to cite examples. In this work we cannot hope to
address all aspects of the topic, the area is clearl y too broad for our resources. We do undertake effort in those areas
which we feel are especially important to Canada and in which we feel we have both unique needs and expertise. Our
contribution of the results of our research and development to the international defence community is something in
which we feel a justified pride and towards which we are fully committed. In the sessions to follow , you will hear several
Canadian papers; they are representative of our national efforts but of course they do not tell the whole story. Our
efforts, as are those of the other countries, are both broad and constantly changing. From day to day the problems change;
new hardware , new materials, new design concepts, new mathematical solutions come fro m laboratories of the Alliance
almost daily. Solutions derived for a problem not normally associated with Guidance and Control often facilitate new
methods applicable directly to it. For example , the evolution of microprocessors has made possible the strapdown inertial
systems now becoming attractive for use in guidance and navigation systems; the development of extremely stable cesium

4 clocks resulted in the precise satellite navigation system “NAVSTAR” which is now being developed , and in which NATO
is making a contribution. Thus we live in a world filled with change and challenge. There is a certain contradiction
inherent in this aspect of our lives because we have grown so used to change , so accustomed to innovation , that they now
seem commonplace. It is very important to retain one’s sense of perspective in the technological progress we witness, for
this can stimulate us to move further in bringing the growth of Guidance and Control to full maturity.

To retain this sense , to keep a sense of our progress, two attributes are necessary . One is an ability to step back and
see our present state in term s of our origins (how far we have come) to observe the evolution of Guidance and Control.
The other attribute is an ability to see clearly the component elements which constitute this broad field , the ability to
analyze (and thus appreciate) those factors. I would like to illustrate these points in a bit more detail.

NATO is now in the process of adopting the Airborne Warning and Command System -. the AWACS. With such a
system , a milita ry commander will have the ability to collect tactical information in real time. He will be able to observe
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the progress of constantly changing tactical air forces, movements , and engagements; he will be able to deploy his forces
as required based on precise knowledge of the existing situation. The information he will be able to draw upon for his
decision is far more extensive than he will be able to use it must be filtered , selectively chosen , for the information
volume exceeds the ability of the human mind to operate upon it. To examine the implications of this , we ca n com pa re
this commander ’s situation with what his counterparts faced in earlier times. Commanders of 100 or more years ago had
to operate with only partial information which arrived days, weeks , and sometimes months late. The forces whic h they
commanded had to operate with an equivalent lack of information, they moved through dust , fog and clouds , ou~ of
touch with the forces on either side. uncertain of their position , unsure of where their enemy lay. This situation was
pertinent to military operations well into this century. That successful operations could be accomplished in such a
difficult environment is a source of wonder. But during and since the Second Worl d War we have seen a rapid surge in
creative effort which has brought us to where we stand today, to the AWACS, to the new inertial guidance technology.
to the microprocessors, to the low light cameras which allow us to see what our eyes cannot , and to the host of other
advances which have emerged from aerospace research and development. For further examples, in the 1 930’s Werner
Von Braun was studying simple inertial guidance and control systems, trying to recover rockets to determine what fault
had caused them to lose control; in the 1940’s, an electronic digital analyzer was constructed at the University of
Pennsylvania — it was slow, and it filled a large room. There are many such examples but these illustrate my point - that
our present environment is better seen and appreciated by a sense of the past.

I mentioned that there were two attributes which enhance our ability to appreciate our current position and which
stimulate further effort. The second is that of analysis — the subdivision of a broad te’chnology area such as guidance and
contro l into its constituent elements. There are many technologies that make Guidance and Control effective. They
include sensors — video , electromagnetic , inertial , pressure ; tirey include displays — head up, color , and storage ; and they
include digital techniques, the subject of this symposium. In all the basic technologies , digital methods are providing
great advances in capability . I spoke of operations based on partial information. With the electronic age came analogue
techniques , an extension of the way in which humans have always operated. The development of digital techniques has
been both responsible for and driven by modern technology requirements. With digital methods one can carry out many
operations very quickly. The ability to do this has led to the need to àarry out still more operations and this in turn has
led to the development of faster electronics , more efficient software (and hardware), and smaller , less expensive systems.
Digital techniques are found everywhere — data collection , data transmission , and data processing hav e reached the
position today that the human who uses the information must be very selective in choosing what data he wants to
examine. He is in danger of having too much available.

That the problems of guidance and control have not all been solved by the application of digital techniques is
evidenced by this symposium. Those of you who are intimately involved in the field are well aware of the problem areas.
Within the next few days you will be listening to others discuss their success in overcoming problems, or approaches to
them. You are here both to learn and to exchange information. It is through such an exchange and through application
of your skills to the problem areas that we will advance yet further in Guidance and Control technology, and there are
advances to be made. At the most recent G&C symposium there were discussions concerning guidance and control of
helicopters — at night and in poor visibility. There have been tremendous advances in the sensors, processing, and display

of information — advances which in fact allow one to “see” terrain not normally visible , and thus pilot a helicopter over
it. The techniques which permit this are largely digital in nature , and while they work well , there is a reluctance on the
part of the operators to trust the information they receive. They do not like to pilot their aircraft over terrain they cannot
actu ally see. Thus we still have a psychological wall to overcome, a wall which divides our analog daily lives from the
efficient , sensitive, fast world of digi tal techniques . This is an important factor to consider as we attempt to accomplish
our goals digitally. Whenever the human operator enters, what is needed is a close approximation to what he perceives
as the real world. Without overcoming this inherent mistrust in a “reconstituted” world , our advances will have a major
element missing. Simulators, training, and experience will help to overcome this problem.

There are other problems which challenge you. Size , space , and cost are all parameters to be reduced as much as
possible. Inherent in many digital techniques — those of command and video data links for example , is the use of
relatively low signal levels. For smart weapons, remotely piloted vehicles , satcom terminals , etc , these data links can be
vu lnerable to jamming. The vulnerability can be lessened through techniques such as bandwidth compression but with a
loss of information. This loss can have an impact on the operators reliance on the information — and we again return to
the situation I mentioned before — our ability to rely on information which has been transformed by technological
requirements . The emergence of cruise missiles presents an enormous challenge in Guidance and Control. The require-
ments which will enable such a missile to fly for many hundreds of miles. close to the earth, while avoiding its hazards.
are problems which would have had no practical solution just a few years ago. Today we can successfully tackle them.
Further off in time , but not visible , are other concepts -~ manned aircraft will be controlled almost totally by electronics;
sensors and computers on board will determine aerodynamic information , and wing warping of fighters in flight will be
used to obtain greater performance than is now obtainable. New materials , geometries , and designs will place new
demands on the aircra ft contro l techniques , demands which we are only now becoming aware of. Weapons-po inting in
high dynamic aircraft is another example ; Servo mechanization of weapons would be synthesized in the fligh t contro l
system. The high dynamic fighter may have specific control laws preprogrammed into it, laws which are applicable to
specific mission segments. The pilot might then use a CRT to select , from an adaptive “menu ” of available laws, the
optimum combat mode he desires. Ladies and gentlemen there are many future possibilities. You are aware of them I
know.

vm
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Before closing I would like to reemphasiz e my main point. The field of Guidance and Control is one of enormous
challenge . We face many difficulties in addressing these challenges and the solutions are very important indeed to the
NATO alliance. When one is very closely involved in a field it is only too easy to see only the problems — to become so
close to the situation that the broader view is difficult to achieve. Successful solution of the problems we face is far
easier if we have a sense of enthusiasm and accomplishment. I have illustrated the distance we have come together , the
rapidity of our progress, and some of the challenges which lie ahead. Within the next four days we will meet some of

- the challenges. We must listen to what is said. We must consider the applicability of the papers to our own problems.
And we must cunsider and propose ways in which these efforts can be applied within the Alliance for the common goals
we work towards. I wish you every success in this important and exciting effort , and a stimulating four days of discussion
during your symposium.

-
. Thank you.
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STATE OF THE ART FOR 1
DIGITAL AVIONICS & CONTROLS , 19Th

DR. RICHARD K. SMYTH
MILCO INTERNATIONAL , INC.

Huntington Beach , California

SUMMARY

This paper provides a brief summary of a comprehensive State of the Art
Survey conducted for NASA headquarters in 1978 in support of a 10 year
NASA . Research and Technology Plan for Avionics and Controls directed by
Dr. Hermann A. Rediess of NASA Headquarters. The Survey was made by
contributions from some 72 individuals , whose names are listed in
reference (1), from US Industry, Universities , and Government
agencies. The Survey includes 5 broadly applicable technology areas:
Flight Path Management , Aircraft Control Systems, Crew Station & Human
Factors , Integration & Interfacing Technology, and Fundamental
Technology. In addition the survey included military technologies which
have a technology transfer potential to the five broadly applicable
technology areas.

The State of the Art Survey also predicts technology trends.

1.0 INTRODUCTION

This State of the Art Survey is in support of the NASA OAST planning
committee for Aeronautics, Avionics, and Controls headed by Dr. Herman
Rediess. NASA OAST sponsored a Workshop for Avionics and Controls held
near NASA Langley Research Center 27—29 June 1978. This workshop
included invitees from Industry, the Universities , various NASA
Centers, FAA and other Government agencies. The workshop began with a
plenary session during which the ground rules were outlined. A three
hour oral summary of this SOAS Report was presented by the Ed itor. The
workshop divided into committees which considered the issues of the six
major sections of this SOAS Report includ i ng :

• FLIGHT PATH MANAGEMENT TECHNOLOGIES
• AIRCRAFT CONTROL SYSTEM TECHNOLOGY
• CREW STATION TECHNOLOGY
• INTEGRATION & INTERFACING TECHNOLOGIES
• MILITARY AVIONICS TECHNOLOGY
• FUNDAMENTAL TECHNOLOGIES

The principa l objective of this State of the Art Survey (SOAS) Report
Is to Identify the current State of the Art in each of these technology
areas and to identify emerg ing trends which are important to the future
development of these technolog ies. This SOAS Report will hel p the NASA
OAST planning and study committee fulfill its charge to define just
what NASA’S role should be in these technolog ies during the next two
decades -

The timing for this State of the Art Survey is particularly appropriate
coming at the time when a virtual revolution in microprocessor
technology is taking place which promises to have a profound impact
upon the way avionics and control systems are implemented. There are a
number of System technolog ies which are emerging which promise to
contribute an even greater impact upon the way we structure the avionic
and control system architecture of the next generation systems. These
trends include:

NAVSTAR/GPS which promises to provide a common , accurate , worldwide
navigation system , which may replace many of the current navigation
systems. There are many painful trade—offs and transition decisions
which must be made before such a change can occur. The complete system
validation is still some seven years away.

AIR TRAFFIC CONTROL UPDATE which Includes a Discrete Address Beacon
System (DABS) with a data link capability, Beacon Collision Avoidance
System (BCAS), Automatic Traffic Advisory and Resolution System
(ATARS), and Microwave Land ing System (MLS). These ATC improvements
and others being considered will have a rippling effect on all aircraft
av ionics.

DIGITAL FLY BY WIRE SYSTEMS (DFBWS) are imposing new looks in fault
tolerant hardware and software config’t~ratIons which promise to reduce
aircraft wei ght and cost without c’btnpromising fli ght safety or
reliab ility.

This work was supported by the ~at ion al Aeronautics & Space
Administration headquarters under Contract NASW—2691. MILCO performed
the effort under Sub”ontract 7037 to ORI , I~ c, Silver Springs , Md.

-, ~~~~~~~~~ --.-., ~~
, .- -- - - -~~~- - ,.- 

~~~~~~~~~~~~~~~~~~ ~.



.- —~~----—
- 

~~~~~~~~~~ ~~~~~~~~

THE ADVENT OF FULL AUTHORITY DIGITAL PROPULSION CONTROL SYSTEMS and
their integration with di g ital autonatic fli ght control suggests new
economies and performance benefits to both propulsion and flight
control systems.

THE INTEGRATION OF DIGITAL C~ZlPUTERS with flat surface displays and
integrated data control centers is producing a revolution in cockpit
avionics. The crew station systems technology is providing control of
more modes and functions in less panel space throug h the use of
interactive display and control techniques. The introduction of human
factors into crew station design at an early stage is simplif ying the
operational procedures from the crew s point of view.

THE TREND TOWARD MODULAR AVIONICS architecture with distributed
• microcomputers is acceleratin g and introducing new levels of

flexibility to aircraft avionics. The digital multipl ex bus concepts
are making needed information accessible to all modular functional
elements which makes for ease of system change and functional
expansion.

THE INCREASING CAPACITY AND DECREASING COST of airborne information
processing is having a dramatic impact upon the sophistication in

• avionics functions and capabilities even for low cost General Aviation
aircraft which comprise the vast majority of all aircraft flying .

THE FEASIBILITY OF FIBER OPTICS for aircraft avionics interconnect and
busses appears probable during the next decade. The replacement of
copper wire bundles with fiber optics bundles will have a significant
impact upon reducing avionics wiring weight and elimination of EMI and
indirect li g hting effects.

MILITARY AVIONICS TECHNOLOGY continues to provide system concepts and
technology transfer elements to mission areas which fall within the
responsibility of NASA OAST. For example , the military is on the
leading edge of high speed di gital processing appl ications used for
such missions as hostile signal intercept , radar signal processing , and
imaging guidance sensors. The high speed processing elements are
already in the nanosec reg ion and are progressing toward the
p icosecond region. Also the Militar y Avionics Technology is
contributing to the State of the Art of hi gh density electronics
packag ing which must survive a severe temperature , shock , and
acceleration environment , such as the US Army Cannon Launched Guided
Projectile (CLGP). These mass quantity programs such as CLCP must also
result in designs which have a low unit cost.

MODERN CONTROL THEORY and Systems Analysis Techniques developed during
the last quarter century are providing synergistic benefits to system
design brought about by the low cost digital processing available
through microprocessor technology, low cost memory, and new high speed
mass memory technologies such as bubble memories and EBAM. Techniques
which were at one time belived by practitioners of system design to be
too complex (and not understandable) are now commonplace in current and
emerg ing avionics and control systems. These modern control theory
techniques include:

KALMAN FILTERS AND STATE ESTIMATION TECHNIQUES which provide filtering
of data and accurate prediction of state variables made possible by
analyt i cal models of the vehicle and its controllers. These techniques
have been applied to navigation , guidance and control systems and are
becoming commonplace even on General Aviation avionics.

OPTIMAL CONTROLLERS which use cost functions to synthesize new system
configurations to solve a wide array of complex control problems.

DIRECT DIGITAL SYNTHESIS is receiving renewed emphasis as real time
digital control systems proliferate in the next generation avionics and
controls desi gns. The cha l len ge  of mul t i l oop ,  m u l t i —  sampl i ng rate ,
multi variable , time vary ing , distributed systems provides for great
potential payoff of new methods.

THE USE OF LARGE SCALE DIGITAL (‘~ .1PUTERS to simulate complex real time
digital—hybrid systems is , of course , commonplace. A trend towa rd
using flexible , programmable breadboards of the actual system Is
emerging which relieves some problems of fidelit y of simulation in
distributed di gita l systems.

THE PROPORTION OF SOF’I~.’IARE costs to har~]ware costs Is growing with each
generation of new systems using low cost dig ital microprocessor/memory
technology. As a result , widespread concern over the the growing costs
of software has caused a large groundswell in the avionics industry
aimed at curbing the escalatin g costs of software. This effort to
reduce software costs has resulted in a collection of techniques
referred to as ‘Modern Software Programming Practices ’ (MSPP). MSPP has
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produced the following trends in Avionics Software Desi gn:

•The use of Higher Order Languages for Avionics to replace
the previous technique of using assembly language programming
i n  t h e  r e a l  t i m e  s y s t e m s  of  a v i o n i c s.

•Top Down S o f t w a re  D e v e l o p m e n t  w h i c h  d e f i n e s  t h e  s o f t w a r e
as a h i e r a r c h y  of  l e v e l s .

• S t r u c t u r e d  P r o g r a m m i n g  w h i c h  d e f i n e s  i n d e p e n d e nt  s o f t w a r e
n o d u l e s  w i t h  one e n t r y  and one ex i t .

•Modu lar Software associated with distributed
microcomputer a rch ictectures.

THE DISPLAY RESEARCH AND DEVELOPMENT taking place to find a viable
replacement for CRT displays in the cockpit is accelerating with a
num be r of possible candidates on the horizon including Liquid Crystal
Displays (LCD’s), Light Eanmitting Diodes (LED), Gas Plasma Di splays as
well as exotic new technologies such as electrochromic displays ,
electrophoretic displays, and electroluminescent displays. To date a
clear winner in the candidate to replace CRT’s has not emerged .

This Avionics and Controls State of the Art Survey (SOAS) Report
add r esses the s ix techn ologi es l isted on the f i r s t page of the
In t roduc t ion .  The Survey was conducted in a short time. However , the
l a r g e  cross  sec t ion  of I n d u s t r y ,  Government , and U n i v e r s i t i e s
represented by the individual contributors provides a unique snapshot
of av ionics and controls technology in 1978. Equally impor tan t,
however , since these more than ~0 contributors are also working on the
next generation avionics and control systems , their write—ups and
viewpoints provide a preview of the future in these technolog ies.

The final version of this report was impacted by the deliberations and
conclusions of the more than 100 partici pants at the NASA sponsored
Avionics and Controls Workshop held at Hampton , Virginia , near NASA
Langley on 27—29 June 1978. The working sessions of the workshop were
organized into pa rallel groups which considered five of the six major
technology areas (all except Military Avionics Technology) covered by
this SOAS Report.

2.0 FLIGHT PATH MANAGEMENT TECHNOLOGIES

This technology area covers the navigation , guidance , communication ,
and air traffic control aspects of aircraft flight path management.
This section also covers the means for avoiding h a z a rdous  wea ther
conditions in fl ight. The civil aircraft considered by this technology
include the broad spectrum from the simplest general aviation aircraft
to the most modern wide body jet transport. The current state of the
art of flight path technology is based upon a number of national
navigation and air traffic control systems which will be changing
during the next decade.

2.1 NAVIGATION AND POSITION FIXING

The backbone of civil aviation navigation is the visual omni rang e
(VOR) and distance measuring equipment (DME) network which is now
implemented world wide for over land navigation . The airlines widely
u t i l i z e  inertial navigation systems (INS) for transoceanic flights to
supplement VOR/DME in areas of sparse coverage. Another selfcontalned
navigation system used on transoceanic flights is doppler radar which
suffers from larger errors than INS. Both INS and doppler require
position updates to bound the time increasing errors. For example , INS
typica l error rate is approximately 1 NM/hr for most of the widely
e m p l o y e d  c i v i l  u n i t s .

The primary nav igation systems are being supplemented by other radio
navigation aids and , to a lim ited extent , by non directional radio
beacons whose pr imary use is for ILS acquisition. Omega Is perhaps the
most widely used of the other radio navigation aids , since It provides
world wide coverage particularly when supplemented by the Navy ’s VLF
communication stations. Seven of the eight Omega stations are
operational with Australia ’s schedu led for operation in the near
fu ture.

Loran C is another long range radio navigation system which has found
limited use in civil aviation primarily because of its limited
geographical coverage to date. The principa l use has been In the
coastal waters and in the northern Atlanti c’ and the Middle East.

The new satellite navigation system being developed by DoD, NAVSTAR
Globa l Positioning System (GPS), promises to replace the existing 
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navigation system In time and provide accurate , world navigation. The
estimates for when NAVSTAR/GPS will replace VOR/DME range from 1985 to
1995. The GAO (ref 1) has recommended an early replacement of other
nav iga ti on systems by NAVSTAR/GPS to stop the p r o l i f e r a t ion of
overlapping navigation systems. However, other government agencies have
challeng ed the feasibility of an early replacement primarily because
of the early state of validation of GPS and the enormous effort
required to change the navigation infrastructure.

— Without entering the debate on the date of switch over , It does appear
that before the end of the century It Is hi ghly probable that
NAVSTAR/GPS will replace VOR/DME and the other radio navi ga t ion
systems. The technology in receivers and digital processing are
prog ressing at a rap id rate which should prov e the most optimistic cost
e s t i m a t e s  f o r  GPS r e c e i v e r s  c o r r e c t  In  the  long r u n .

V 1i
Q
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CONTROU.ER

FIGURE 2.1—1 GPS USER EQUIPMENT FUNCTIONAL DIAGRAM

A significant trend toward strapdown inertial systems has developed
which may yield simpler , lower cost systems. New technology gyros
employing ri ng laser techniques are developing . One strapdown system
uses electrostatically suspended gyros. The most common gyro employed
in the current generation of INS is the tuned rotor gyro.

2.2 GUIDANCE

Comments on guidance section will be limited to outer loop control law
aspects. Other aspects of guidance such as fli gh t pa th def i n i t ion ,
processor, and d ispley technology, and signals in space are covered in
sections 4.3, 5.2.1, 4.1 and 7.5 and 2.1 , respectively. As far as
cri tical technology is concerned it is felt that flight path definition
and control/display technology (amenable to ease of pilot/ATC
controller and pilot/computer Interaction) are the critical guicance• t ech n o l o g y  a r e a s .

RNAV and VNAV should be discussed in enroute , te r m i n a l  and f ina l
approach are as, the latter being subdivided into narrow (ILS or low

• cost MLS) or wide angle (MLS ) final approach guidance .

Lateral guidance techniques have approached a level of maturit y where
only f i ne tuni ng is required . Enroute and terminal area accuracies and
ride qual ities can be achieved from practically all recognized position
fixing systems in single VOR/DME or multisenso r configurations . (ref 2)
F i n a l  appr oach g u i d a n c e , even up to Category III , Is not so much a
problem of control law development as It is one of revisionar y
management leadi ng all the way down to pilot awareness and takeover in
the event of system failure. The major problems In the latter event
are pilo t factors and display technology. Acceptable means of
transitioning from enroute/terminal navaids to final approach aids Is
also more a problem of providin g acceptable means for the pilot to
moni tor progress than It Is one of the control system providing
performance. (ref 3) This Is true whether the transition Is to a wide
angle or a narrow beam final approach guidance system . (ref 4) The
procedures may vary somewhat but the control laws probably w i l l  not
since the signals in space have approximately the same accuracy and

L - - - - . ••~~~~~~~~~~ -- •~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~



•~~~~~~~— .-•~~—--—-~~~~~~•~ I.~

stability characteristics. Aircraft 40 approach control has also been
shown to be feasible for different complexities of ground and airborne
equ i pment. (ref 5, 6) Incompatibility of procedures for aircraft
equipped wi th sophisticated guidance systems and for those minimally
e q u i pped appears to be the major stumbling block inhib i ting
Implemen tation of these techni ques.

Figure 2.2.1-2 shows a VOR/DME based RNAV system which utilizes
waypoin ts defined by latitude and longitude. The computer
automatically tunes to the proper VOR/DME stations based upon aircraft
location. The unit stores the latitude and longitude of every VOR
station in the world which it can access for RNAV computation.

0~5PLAY$ ALL NAV IOAT ~ONAL INFORMATIOI~
-‘

3
R I

OUTPUT
FUNCTI ON —1 E
SEkECIOR E~.T~q~~~TA

• L 
KEYBOA.. D

r
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~~~~ ENTER 0 WAYPT

Fig u re 2 .2 . 1-2 Typicel VOR /D?’~E R-NA V sys tem utilizino T/L.NC~
waypoint definition.

MICROWAVE LANDING SYSTEM

Purpose

The Microwave Land ing System (MLS ) is an electronic. aid to aircraft
nav igation during the approach and land ing at an airport runway. Its
purpose is to provide a common civil/military approach and landing
system with improved performance and more flexibilit y for
implementation than existin g systems.

In 1971, a joint development program was initiated by the Department
of Transportation (DOT), the  Depar tm e n t  o f Def ense (DOD ) and the
National Aeronautics and Space Administration (NASA) (ref. 9). This
joint development was undertaken under FAA management to provide a
National standard for a family of c o m p a t i b l e  l a n d i n g  system
conf igurat io ns which would be adaptable to the needs of a wide range of
civi l  and m i l i t a r y  users . The system has also been desi gned to meet the
international need for a new standard Non—Visual Approach and Landing
Guidan ce System as a replacement for the existing ILS (ref.
10).

The sys tem has been des igned so compa tible system elements can bt~combined to meet the needs of a specific airport facility. The three
major configurations were identified for prototype development. These
are: (a) basic , (b) expanded , and Cc) small commun ity. Illustrations of
these conf igurations are shown In Figure 2.2.5— 1. (Ref. 11)

2.3 AIR TRAFFIC CONTROL

Major Technical Developments (near-term)

A i r c r a f t Se p a r ati on A s s u r a n c e

The FAA is engaged in three major development activities as backup
safeguards agains t midair collisions. These are known as Conflict
Aler t, Beacon Collis ion Avoidance System (SCAS ) and Automatic Traffic
Advisory and Resolut ion Service (ATARS). 
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FIGURE 2.2.5-1 EXAMPLES OF TYPICAL GROUND CONFIGURATIONS

Conflic t Alert.

The current software development program for the terminal and enroute
computerized control systems includes new features to detect possible
air traffic conflicts. These improvements in the processing of track
Information on aircraft with altitude reporting transponders alert the
con troller to possible traffic conflicts.

The Beacon Co l l i s ion A v o i d a n c e  Sys tem (BCAS )

This system Is being developed to provide an operationally sound
all—weather airborne collision avoidance service by the FAA issuing a
U.S. National Standard for BCAS avionics. The system Is based upon use
of airborne beacon transponders and is Independent from the primary
ATC system . Any aircraft operator desiring the BCAS service can
install appropriate BCAS avionics when fully developed and receive
warning of Impend ing collis ion or near—miss threat from nearby aircraft
carrying an altitude encod ing transponder as the cooperating airborne
el ement.

Au tomatic Traffic Advi sory and Resolution Service (ATARS)

This Is a confl ict alert and resolution service for use by pilots of
ATAR S—equl pped aircraf t. This capability i s  be i ng d ev el oped
concurrently wi th DABS and will use the DABS data link for
transmission of ground—derived separation assurance information. If
potential traffic conflicts are not resolved in a predetermined time —

frame by the basic ATC system or Independent pilot actions, a ground
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based compu ter processing DABS data will be capable of issuing
separation maneuvering commands directly to the aircraft Involved .

Di s c r e te A d d r e s s Beacon  Sys tem (DABS )

This Is a ground based surveillance system with an integral data link
be ing developed by the FM to significantly improve the quality of ATC
surveillance data. DABS is being designed as a compatible replacement
for the present ATCRBS facilities. The new system will be able to
d i s c r e t e ly address aircraf t equipped with DABS transponders to
eliminate synchronous garble of beacon responses in high density areas.
An integral two—way data link is being designed into the system for
con trol messages and other air—ground communications.

Airport Surface Traffic Control

The Airport Surface Traffic Control (ASTC ) program is two—phased to
improve the surveillance and ground control of surface traffic at major
airports. The first phase of the program is to replace existing tower
radar equipment with new Airport Surface Detection Equipment (ASDE).
The ASDE—3 now under development will increase system reliability and
provide enhanced target detection and display capabilities to assist
towe r control of surface traffic in periods of reduced visibility.

Wa ke Vor tex P r o g r a m s

A potentially hazardous condition can exist for aircraft departures and
approaches to land ing when encountering trailing vortices from other
aircraft. Under certain atmospheric conditions and light winds , strong
vortices generated by large jet aircraft dissipate rather slowly and
can make aircraft encountering the vortices difficult to control. The
potential existance of this hazard has required changes in aircraft
separation standards and resulting reductions In airport capacity at
jet airports.

Fli ght Service Station Automation

to pr ov i d e se rv ice f a c i l iti es f o r  a i r m en to obta in f l igh t p l a n n i n g
inf ormation and file flight plans. The FAA is engaged in a major
program to autom ~ite many of the FSS f u n c t i o n s  and provide  more
e f f i c i e n t  mea ns fo r  d i r e c t  access by users  to improve  services  and
reduce system costs. ThIS program Involves the development of a new
system conf igura t ion for  au tomat ion , consolidation and collocation of
FSS facilities.

Increased ATC Automation

The FAA is engaged in hardware and software developments to provide new
automation features in the enroute and terminal control systems. The
bases for these programs are the NAS Stage A automation system and the
ARTS III system . The NAS Stage A system is implemented at the 20
enroute control centers in the continental US (ref 16). It processes
flight plan information and aircraft track Information on all
controlled aircraft. The ARTS III system is installed at 63 med ium and
high density terminal control centers serving major airports. Several
new features are being developed to upgrade the capabilities of these
au tomated control systems.

2.4 COMMUNICATIONS

The current civil communications is based upon VHF voice communications
using  720 channels In the spectrum between 118.0 and 136.0 MHz. In
addition voice communications are available on HF in the frequency
range from 2.8 to 26 MHz. At the present time data link is unavailable
to civil aviation except on a commercial VHF channel operated by ARINC
for airl ine operational data transfers.

The DABS system will provide a data link capability between aircraft
and ATC which will have an effective baud rate of about 2400 for
extended uplink and down link messages. The advent of DABS data link
should reduce the amount of voice ‘clut ter ’ dur ing ATC operations and
provide for unambiguous display of ATC clearances and acknowledgements
on cockpi t and ground CRT (or flat surface) displays.

2.5 WEAT)4ER AVO IbANC E

Weather represen ts the major uncontrollable variable affecting the
operatIon of the air traffic control (ATC) system. It Is the largest
si ngle causal factor In the delays encountered In the National Airspace
System (NAS), and Is a major contributor to aviation accidents. Even
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with planned improvements in ATC system capacity, costs attr ibutable  to
operating delays may reach $1 billion in the next several years. The
safety of fl ight as well as operating efficiency is highly dependent on
the terminal area ATC system , both in the air and on the ground . The
ATC system improvement and automation programs will include weather
data fo r use by t r a f f i c  con t ro l le r s  and for  t r a n s m i t t a l  to p i lo ts .

To m i n i m i z e  or avoid the impact of weather  factors  on a i r c r a f t
operations requires the capability to predict or forecast weather
cond itions for both short—term and long—term periods. It also requires
the availability of sensors and supporting systems to acquire , process,
transmit and display weather data relevant to aviation needs,
especially as related to severe weather phenomena. To achieve these
capabili ties, the Weather Avoidance programs have been divided into
three gen eral categories: wind shear , au tomation of weather
observation , and weather data processing and distribution. These are
funded under the Research, Engineering and Development appropriation
request, along wi th related air traffic control, navigation , and
aviation medicine engineering and development programs. Each of the
programs is structured Into a number of subprogram areas and is
conducted by FAA personnel , other Government agencies by means of
in teragency agreements , or through contracts with qualified
organ izations.

3.0 AUTOMATIC CONTROL SYSTEM TECHNOLOGY

Au tomatic control system technology is undergoing a sig n i f ican t ra te of
• technology turnover which at first seems surprising for such a mature

technology. The technolog y turnover is caused by several factors which
i n cl ude:

• A st rong  t r e n d  toward  d i g i t a l  m e c h a n i z a t i o n s  of c o n t r o l  sys tem s
b r o u g h t  abou t  by the  r a p i d l y  dec r e a s i n g  cost and i n c r e a s i n g
com pu t a t i o n a l  powe r m a d e  poss ib le  by m i c r o — p r o c e s s o r  t e c h n o l o g y
a nd o t h e r  v e r y  l a r g e  s ca l e  i n t e g r a t i o n  (VSLI) circuits.

• A t r e n d  to ward  i n c r e a s i n g  the f u n c t i o n s  of  f l i g ht  co n t r o l  sys tems
to i nc l ude such  a c t i v e  c o n t r o l  modes  as f l u t t e r  c o n t r o l , g u s t
alle v iation , and r i d e  q u a l i t y  e n h a n c e m e n t .

• The t r e nd to f l y  by w i r e  system s to r e d u c e  a i r c r a f t  wei g h t  I s
r e q u i r i n g  the d e v e l o p m e n t  of f a u l t  t o l e r a n t  c o m p u t e r  h a r d w a r e
and so f twa re  to r e t a i n  the  same l e v e l s  of  s a f e t y  and r e l i a b i l i t y
as f o r  the  m e c h a n i c a l  sys tems  b e i n g  r ep l aced .

• Dig i tal electronic controls are now being applied to propulsion
contr ols in order to achieve additional performance and economy
benefi ts not possible with the mature hydrome chanical technology.

• The i n t eg r a t i o n  of p r o p u l s i o n  and f l i gh t  co n t r o l  I s  a n a t u r a l
conseque nce of t he  d i g i t a l  Implemen tations of these  c o n t r o l
loops .

3 .)  AUT OMATI C F L I G H T  CONTROL SYSTEM

P r i m a r y  f l i ght  cont ro l  systems for  a i r c r a f t  have evolved from simpl e
mecha n ica l  l i n k a g e s  between the p i lo t ’ s con t ro l l e r s  and control
sur faces  to e lec t ronic  ( F l y — b y — W i r e )  f l i g ht cont rol systems wi th f u l l y
po wered cont ro l  sur faces .  A i r c r a f t  f l i g ht envelope expans ion  and
i ncreased response requ i remen t s  have g iven  impetus to t h i s  e v o l u t i o n .
Improvements In r e l i a b i l i t y  and m i n i a t u r i z a t i o n  of e l ec t ron ic s , co upl ed
wi th technical advances in h y d r a u l i c  a c tua t i on , have made I t  possible
to incorporate fli ght control systems which can provide sig n i f i c a n t
aircraft performance Improvements. The evolution of fligh t con trol
systems Is depicted in Figure 3.1—1. Each of the flight control system
types Illustra ted In Figure 3.1—1 are presently in use or being
desi gned for use in fu ture aircraft.

Fly—by—Wire (FBW) controls were initially developed and fligh t tested
on the MCAIR F—4 Survivable Fli ght Control System (SFCS) program funded
by AFFDL and subsequently implemented In , production by General
Dynamics on the F—1 6 aircraft. Sperry supplied the redundant analog
system . FBW technology makes possible the implementation of the active
control capabilities in a more  cost e f f e c t i v e  m a n n e r .  Di g ital
m e c h a n i z a t i o n  of FBW a v i o n i c s  p r o v i d e s  t h e  f l e x i b i l i t y  and
com p u t a t i o n a l  capac i ty  to implement  these c a p a b i l i t i e s  in a more cost• effective manner. Dig ital avionics were flown on the LTV A— 7 aircraft

• in  an AFFDL funded program to Honeywell. The mechanical controls In the
A—7 aircraft were retained . NASA is currently developing a triplex
di g ital FBW wi th an analog FBW backup for an LTV F—A aircraft. In

_ _ _ _ _ _ _ _ _ _ _ _ _  - - - .
~~~~

- - - •• - - • - - ~~~~~~~~~~~~



— —.-,— ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 

~~~~~~~~~~~~

addit ion Boeing is developIng a triplex digItal control system wi th a
m echanical backup for the AMST using Marconi Elliott flight control
electronics. The first production digital system Is being developed for
the Navy F— lA fighter/attacker aircraft built by the MCAIR and the

Northrop team with flight control avionics supplied by G.E. The F—lB
incorpora tes a minimal mechanical backup system .

Customized flight control modes can d e s i g n e d  and i mp l e m e n t e d
effectively In a dig i tal FBW f l i ght control system to provide enhanced
tactical effectiveness. Modes that optimize velocity vector control for
del ivery of ballistic free—fall air—to— ground weapons and optimize
atti tude control for gun aiming in a e r i a l  comba t m i s s i o n s  a r e  p r i m a r y
examples. Coupling of the dig ital FAW system to the fire control
system can provide si g n i f i c a n t  Imp rovements In weapon delivery accuracy
and ai r c r a f t  s u r v i v a b i l i t y  fo r  both a e r i a l  combat and a i r — t o —  ground
attacks. Utilization of an aircraft configura tion wi th direct force
control In conjunction wi th the dig i t a l  FBW technology enables  the
imp rovement of maneuver  ing pe r formance throug h relaxed s ta t ic
stability, fla t turning , ver tical path control , fuselage aiming and
ver tical/lateral translation.

FIGURE 3.1-1

HOW FLY-BY-WIRE EVOLVED
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FAU LT TOLE RAN T SYSTE M S

The development of faul t tolerant systems is one of the most important
efforts in adapting advanced technology to aeronautical appl ications.
Recent developments, particularly In micro—electronic technology, give
the potential for much more capable and cost effective avionics systems
than the ones currently in use. These systems promise to provide
significan t Increases in the effectiveness of aircraft operations and
basic aircraft design. Operations can be Improved by the increased use
of automated functions including the routine use of low visibilit y
automatic land ing and by automated monitoring of all aircraft systems
which can provide more reliable operations. The basic aerodynamic and
structural design of the aircraft can be made more efficient by the use
of active control technology as will be discussed in Section 3.4.

Basic electronic components , however , dv not have the Inherent
reliabili ty of many traditional mechanical devices and the basic
aircraft structure. In order to give el ectronic systems the function
reliabili ty needed for new flight critical functions , they mus t be
designed to be tolerant of inherent failures. In this area of fault
tolerance , aeronautical equipment has a much greater requirement than
the great majority of other appl ications of electronic technology. Thus
much of the development of fault tolerant systems must be done
specifically for aeronautical applications without being able to fully
depend on other more generally sipported developments.

Faul t tolerant systems are made up of several sub—elements each of
which has to have a compa rable degree of faul t protection for the total
system requirements to be met . One basic element in a fault tolerant
system Is a fault tolerant computer complex. The computer complex must
be supplied wi th data from fault tolerant sensor systems and command
inputs and be able to apply outputs to f au l t  tolerant  actuators  and
displays. These computers, sensors, and effectors must be Integrated
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together into a total system by a fault tolerant data communications
system. This entire system must be supported by fau l t tolerant sources
of electrical power and possibly hydraul ic power.

Software Implemented Fault Tolerance.

by SRI International & Bendix

The major un its of a SIFT system are shown in Figure 3.1.3—1. The
system consists of a number of central processing units with associated
memories and Input/output processors and their associated memories.
These processors and memories are connected by a number of redundant
buses. The numbers of processors, I/O processors , and buses a r e
variable and depend on both the reliabili ty required and the size of
the compu tational task.

Hi gh r e l i ab i l ity is achieved by having critical tasks performed in more
than one processor. The number of different processors used for each
task can be variable as a function of the criticality of the particular
task.

Figure 3.1.3-1 sirr configuration

Fa u l t  T o l e r a n t  M u l t i p r o c e s s o r .  by C.S. Drap er Lab & Col l ins

A diagram of the ~FMP is shown in Figu re 3. 1.3— 2 . This system also
consists of a num ber of processor modules , memory modules  and I/O
access modules connected by a number of buses. Again the number of
modules and buses is variable and depends on the reliabilit y and
capacity requirements. In this system a memory unit is not associated
wi th a particular processor.

High reliability is accomplished by forming processors and memories
Into computer and memory triads connected by a triad of busses. In a
typi~al installation there will be a number of trlads performing as a
multiprocessor. Each member of a single triad executes identical
programs in synchronism with the other two members. By noting all the
results that appear on the buses,the triad can mask any failure and
quickly detect the faulty module. If there is a spare module available ,
it replaces the faulty one. If there are no spare modules available one
triad In the operating set is lost, but two new spares are created . The
multiprocessor Is designed with sufficient capacity that critical tasks
can be performed wi th the remai ning triads.
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3.2 PROPULSION SYSTEM CONTROLS

3.2.1 BAC KGROUND

Most present a i r c r a f t  turbine eng ines are controlled by rugged , high ly
reliable , hydromechanical devices. These mechanical devices cons ist of
cams , l inkages , hydraulic servos, etc. They have , over the years,

• developed a high level of maturity. In fact, the mean— time—to—failure
for typical units on civilian aircraft engines is between 20000—30000
hrs. Most of today ’s commercial engines , however , a re  re la ti ve ly
simple aero—thermodynamic devices. Fuel metering and possibly some
compressor variable geometry are the variables whIch must be properly
manipulated by the controls. On m i l i t a r y  engines , where supersonic
applications are typical , the number of Inputs to the engine Increases.

In f a c t , on future eng ines where the design emphasizes high
performance for  minimum weight, the number of inputs to be controller
becomes qu ite large (5—7).

Experience with the multipl icity of Inputs on today’s mi litary engines
has shown the design of a complete hydromechanical controller to be a
difficult , if not nearly impossible task. The computational task to be
accomplished accurately and repeatedly by the controller is the reason
for the inadequacies of hyrdomechanical components. As a result, one
of the more modern militar y engines , the P&WA F—l OO afterburning
turbofan , uses a dig ital electronic computer as a trim control for a
rather complex primary hydromechan ical controller. Only with the
intelligence of the digital trim control can the F—l00 achieve
full—rated performance.

Thus, there is at this time a great deal of attention being paid by the
aircraf t propulsion control industry to determining the technology
needs for a more unIversal applicability of dig ital electron ic turbine
eng ine con trol.

The current generation of high bypass ratio turbofan engines requires
relatively complex systems for internal engine control and protection.
Consequently, a proliferation of system components has occurred to
earlier engine models. For example, the JT9D employs approximately
twice as many control components as does the JT8D. The retention of
conventional hydromechanical control methods was a major factor in this
trend . Notably, the newl y proposed JT1OD and CFMS6 eng in es employ
hybr id electronic hydromechanical methods.

Several recent programs have successfully addressed the application of
elect r o n i c  c o n t r o l s

~‘REVIOUS RELATED PROGRAtIS

O JT8EJ-ELECTRONIC PROPULSION CONTROL SYSTEM
JT8D GROUND DEMONSTRATION OF FULL AUTHORITY
DUAL CHANNEL DIGITAL CONTROL

O IPCS-INTEGRATED PROPULSION CONTROL SYSTEM
F-111/TF3O FLIGHT DEMONSTRATION OF FULL AUTHORITY
INLET /ENGI NE/AFTERBURNER/NO ULE
INTEGRATED DIGITAL CONTROL (ONE ENGINE

o QCSEE-QIiIET CLEAN STOL EXPERIMENTAL ENGINE
FULL AUTHORITY DIGITAL CONTROL PRESENTLY BEING
EVALUATED ON GROUND TEST ENGINE

O F100-MU LT I VAR IABLE CONT ROL SYSTEM PROGRAM
F100 GROUND DEMONSTRATION OF AN ADVANCED MULTI-
VARIABLE ENGINE CONTROLLER BASED ON LINEAR -
QUADRATIC REGULATOR DESIGN TECHN I QUES AND
IMPLEMENTED WITH A MICRO PROCESSOR

These prog rams and other previously conducted studies have produced
many a f f i r m a t i v e  conclusions as to the advantages of el ectronics in
propulsion control systems. Some of the prominent benefits are:
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• Inc reased eng ine l i f e

• Reduced p i lo t  wo rk load  (throug h improved speed—path
con t r o l l a b i l I t y )

• Reduced fuel consumption

• Improvement In on—time departures , reduct ion in
unscheduled removals and abor ted flights

• Improved stability and failure protection

Several programs which have helped add to the technology ba se needed
for a dig ital engine control capable of full—authority control of a
turbine engine have been either completed or are in progress. Briefly,
these  a r e :

1) F—lll— IPCS (Integrated Propulsion Control System) program
which evaluated in fligh t a full—authority dig ital
elec t r o n i c  con tr o l  f o r  one p r o p u l s ion sys tem of the
F—lll E A/C (1975).

2) EPCS — Electronic Propulsion Control System which
was an industry sponsored effort to develop and
evalua te an engine mounted —full—authority
con troller for an operational civilian aircraft
eng ine. System was demonstrated at sea level.(1975)

3) FADEC — Full—Authority Digi tal Electronic Control
is a NAVY sponsored effort to develop an engine
con trol using the very latest state—of—the—art
elec tronic technology. System will be eng i n e
mounted and a sea level evaluation and possibl y a
fligh t evaluation will be performed . (1978)

The major hurdle for the acceptance of a full—authority dig i tal
electronic engine controller is that of reliability.

3.3 INTEGRATED FLIGHT CONTROLS/PROPULSION CONTROLS

Fligh t Propulsion Contro] Coupling (FPCC) is part of the trend in
advanced aircraft design technology toward more complete interaction
and Integration of the propulsion system and aircraft controls (Figure
3.3—1 ) to obtain increased performance. Preliminary studies have been
conducted to explore the benefits and design considerations of coupling
airframe and propulsion system force producers. From these activities ,
it was shown that in the design of an advanced aircraft , control of the
force production, distribution and management must be addressed
collectively, in order to establish the overall weapon system benefits
and r isks.

FIGURE 3.3-1 FLIGHT/PROPULSION CONTROL INTEGRATION SYSTEM
BLOCK DIAGRAM

AVIONIC PILOT/COUPLER! FLIGHT/PROPULSION DEDICATED GENERIC
SYSTEMS SUBSYST EM EXECUTIVE CONTROLS FORCE/MOMENT

iNTERFAC E CONTROL PRODUCERS

L
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3.4 ACTIVE CONTROL SYSTEMS

The te rm active system has been used to describe systems p er fo rmi n g  a
wide variety of control functions. It wi l l  be used here to describe
only those systems , u t i l i zing force and moment controls , which a re not
intended to dLrectly Influence the flight path of the vehicle. Active
control systems, specifically, are those feedback control systems which
sense aircraf t motion or structural responses and tend to diminish or
limi t some variable by I n t r o d u c i n g  counteracting control forces or
moments. The functions performed by active controls Include the
augmentation of the inherent aircraft stability, limiting of maneuver
loads , allevia tion of gust load , augmen ta t ion of the sta b i l i ty of
flutter or other elastic modes, modification of load spectra to improve
fa tigue l i fe , and alleviation of flight station and/or cabin motions to
impr ove ride quality.

FIGURE 3.4-3 NEED AND IMPORTANCE OF ACT TECHNOLOGY AREAS

ACTIVE CONTROL FUNCTIONS

I
~ u

.0 a
2 ‘—.•~~~~ ~~ ~~~~~~~V) 

~~ ~_1 > o
~v ~~~ 0 ~I, 

~ D &  C
~

~~ ~~
~~ -~~ U. U~Technology Areas 

—

*

Criteria 2/3 3/3 3/3 2/2 2/ 1

Validation Techniques 3/3 3/3 3/3 2/2 2/2

Data Bese 2/3 3/3 3/3 3/2 2./2

Modeling and AnolysiVSynthesis
Techniques 1/3 2/3 3/3 2/2 2/2

Concepts G~d Mechanizotions 2/3 2/3 3/3 1/I 2/1

* Need/Importance I - sIi~ht 2 — moderate 3 - great

4.0 CREW STATI ON TEC HNOL OGY

The cockpit  displays a nd controls are  undergoing a d rama t i c  change as
digital avionics bring more functions and modes, but the control panel
remains limited . A strong trend is emerging in crew station technology
which is pushIng toward multi—function , interactive displays to
accomodate the increased functions in the limited panel area.

The Increased functional load and attendant multitude of modes are
causing a potential problem of learning how to operate the systems in
an already overly complex cockpit environment. The most promising
system solution to the managemen t of cockpit complexity is the
introduction of hierarchical , prompting menu selections for the many
functions and modes which must be controlled from the limited panel
area . This system technology nas beer. studied and refined by many
investigators in the field , but requires considerable additional
refinement to assure acceptable operation in a busy IFR environment.

James E. Gorham , testifying for the AIAA , Identif ied the need for
someone , NASA or FAA , to undertake the complete redesign of cockp i t
displays , in tegrating as many systems as possible to reduce complexity

• and save weight. James 3. Kramer , Associated Administrator of NASA’S
Office of Aeronautics and Space Technology, stressed the necessary
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inclusion of human—factors eng i nee r ing  in the desi gn of the cockpi t  and
proposed the incorporation of advanced electronics to simplif y the
p i l o t ’ s task and to Improve safety.

The dramatic advances in electronics technology over the past few years
that Kramer referred to, coupled with an improved understanding of
human f ac tors, provide us with the opportunity to improve greatly the
functional range and performance of these future man/machine systems.

4.1 DISPLAYS

Progress Is being made in many areas of displays technology which can
have sig n i f i c a nt impac t on the des ign , c o n f i g u r a t i o n, and performance
of civil crew stations of the future. This display technology has the
potential to help declutter the cockpit , reduce pilo t workload , enhance
f l ight management , and , thereby, improv e operational safety and
efficiency. In addition , it has the potential to help reduce the size ,
weight , and life—cycle cost of cockp i t avionIcs throug h improved
display flexibili ty, reliability, and main tainability. The basic thrust
of many efforts in the crew station technol-,q y area is to develop the
capabili ties for computer—based (or microproce- :-sor—based) electronic
displays to replace cluttered arrays of electromcchanical Instruments.
Crew station display concepts which are emerg it can be categorized as
follows :

• Programmable Electronic Mul timode Displays
Electronic display systems, used as primary flight indicators ,

navigational indicators , engine indicators~ and systems status and/or
warning indica tors. These systems can : (1) present info rmation in
pictorial and/or abstract formats which can be more readily Interpreted
by the pilot; (2) time—share the precious display panel space using
multimode presentations; and (3) be reprogramed with new formats when
aircraf t are assigned new m issions or as new sensor and data link
information becomes available.

• Advanced Input/Output Techniques
Advanced display media , used in a multifunct ional switching capacity,

or , in the form of voice synthesis and recogni tion (VRAS) devices, to
reduce the number of single—function switches and , consequently, p i lo t
scan pattern and entry errors.

• Display Data Busing Techniques
Elec tronic and electro—optical techni ques appropria te to multiplexing

da ta between the cockpi t equi pmen t bay (display generators) and the
cockp it instument panel (electronic displays) which can reduce the
clutter , size , weigh t, and number of avionics cables, while at the same
time Implement ing methods for display redundancy management.

• Display—Based Automatic Checkout Concepts
Advanced display media and elec tronics systems which facilitate

cockp it avionics systems checkout and maintenance throug h compatibility
wi th built—in test equipment (BITE), thus increasing the safety of
operation.

• Display Modularity and Redundancy
Modular electronic displays which can be physically and electronically
interchanged , w i t h  fo rma ts being determined throug h display generator
programing or selection from a mul ti plexed data bus. These devices can
provide ex tensive reversionary capability (In the event of display
failure) and greatly reduce the spares complement required for
maintenance purposes.
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4 . 2  P ILOT C O N T R O L L E R S  AND DATA E N T R Y

Pilot cont ro] le rs  and data entry methods have been a slowly cha ng ing
par t of c rew sta ti on technology;  however , the Increase in digital
avionics functions Implemented in civil aircraft is forcing a change In
the traditio nal approach to controllers and data entry. The
traditional approach has been to use dedicated controls and data entry
means for each function. As the number of functions and modespro l i fe ra te  and the amount of cockpit area remains largely fixed, itbecomes necessary to devise means to select many functions and nodesfrom an Integrated data entry & control center (IDECC) .

4.3 FLIGHT SYSTEM MANAGEMENT

F1~ght management is becoming an important function in dig ital avionics
systems. Flight management includes a number of subfunctions:

• Flight Plan Data Entry
• Avionics Function/Mode Selection
• Data Entry and Display
• Flight System Warning Displays and Annunciators
• Data Base Management
• Aircraft Performance
• Checklists and Other Handbook Data

The complexity of the flight systems management task is growing which
requires a break in the traditional approach of dedicated controls and
displays for each avionic functions as discussed in section 4.2. The
use of multifunction controls and displays demands a new approach using
interactive displays which simplify mode selection procedures through
the use o~ computer prompts. The new approach is flexible , conserves
pan e l  space , and is easy to learn.

5.0 INTEGRATION AND INTERFACING TECHNOLOGY

A significant departure in avionics systems architecture was initiated
by the USAF DAIS which is a distributed system with functions
interconnected by means of a serial digital multiplex data bus. The
trend toward fun ction a ll y modular , distributed avionic system
architecture has been accelerated by the advent of low cost
microprocessor technology. This distributed , f u n c tio n a l l y modular
architecture is now being applied to both airline avionic systems and
general aviation avionic systems.

The explosion in airborne information processing capability is
continuing . Knowledgeable technolog i sts i n v e r y  l a r g e  s c a l e
i n t e g r a t i o n  (VLSI )  c i r c u i ts  p r e d i c t  a n o t h e r  two to t h r e e  o r d e r s  of
magni tude  increase in c i r cu i t  densi ty  and gate speed during the next
decade. The mass memory technolog y is prov id ing  a br idge  between the
relatively slow rotating magnet ic  media storage systems and the very
fast but expensive semi conductor memory. This fast, larg e capacity
mass memory p~ ov ides the mea ns f o r stor i ng en o rmous  d a ta bases f o r
navigation and f l i g h t  management  f u n c t i o n s  in the next generation
a v i o n i c  s y s t e m s .

The use of fiber optics for electronic system interconnect and for
multiplex avionic data busses is emerging from the laboratory to the
possibility of an economically feasible replacement for copper wire in
the next decade. Such fiber optics interfaces will grea tly redu ce the
threat of F.MI and indirect lightnin g effects on di g ital avionics.

5.1 AVIONICS FUNCTIONAL INTEGRATION

The c u r r e n t t r e n d  tow a r d  m o d u l a r  d ig it al av i o ni cs is g r e a t ly
simplifying the functional integration problem . Each avionic function
is being implemented with a dedicated digital processor(s) with its
associated software (or firmware) . The functional element receives its
required data from the multiplex data bus and supplies its data output
to t h e  bus fo r o t h e r  f u n c t i o n a l  u s e r s .
Historicall y, m ission information requirements have been establishea
along semiautonomous subsystem areas such as flight control,
n a v i g a t i o n , communica t ion , stores management , weapon delivery, etc.
The DAIS approach proposes that the various standard modules be common
to all subsystems on an Integ rated basis. This w i l l  not only reduce
costs associated with the current proliferation and nonstandardization
of modul es, but will also provide the opportunity to easily share
Inf ormation between subsystems. This latter feature can enhance
m i s s i o n  e f f e c t i v e n e s s  and a l so  p r o v i d e  f u n c t i o n a l  r e d u n d a n c y  f o r
I n c r e a s e d  m i s s i o n  r e l i a b i l i t y .
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The emergence of mic roprocessors on system I n t e g r a t i o n  is an a rea
wo r thy  of increased  emphas i s .  The impact  on system p a r t i t i o n i n g ,
preprocess ing  of I n f o r m a t i o n , r e d u n d a n c y  m a n a g e m e n t , and s o f t w a r e
structures should have very innovative Impacts on future arch itec tures .

5 . 2  A I R B O R N E  I N F O R M A T I O N  P R O C E S S I N G  ( D I G I T A L  C O M P U T E R S )

PROC ES SORS

About five years ago (1973) the first monolit hic , LSIC dig ital
processors appeared on the market. The development and use of this type
of dev ice , which for obvious reasons was called a microprocessor , has
accelera ted g r e a t ly, and at the present time a wide variety of
m icroprocessors (and a further development , the microcomputer) are
ava ilable commercially.

At this point, it may be well to define the terms ‘processo r ’ and
‘computer ’ as they are used here. A computer is an assembly which
c o n t a i n s  the  f o l l o w i n g  f u n c t i o n a l  e l e m e n t s ;

• Arithmetic Logic Unit (ALU )
• P roces so r  c o n t r o l / e x e c u t i v e
• I n p u t  c o n d i t i o n i n g
• O u t p u t  c o n d i t i o n i n g
• M e m o r y  ( s c r a t c h  pad and p r o g r a m )

while a ‘processor ’ commonly encompasses only the f i r s t  two elements
and must  be accompanied  by a d d i t i o n a l  c i r c u i t r y  w h i c h  p e r f o r m s  the
remaining functions. Both type s requ i r e an ex ternal power supply and in
many cases a separate clock.

During the past f i ve  years there has been cont inual  progress in LSIC
technology towa rd put t ing  more logic and memory elements on one ch ip  to
the point that the latest devices are referred to as VLSIC (Very Large
Scale Integrated Circuits) . The capability of producing more complex
chips has resulted in the emergence of the microcomputer mentioned
earlier. These microcomputers comprise all the five elements listed
above , but to date the inputs and outputs are digital only. Analog to
digi tal , and digital to analog conversions and demodulation must be
handled in separate circuitr y. Recent design studies of
microcomputer—based computers suitable for the militar y airborne
environment indicate that a volume of 300 cu. in. and a weight of 10
lbs. for a computer with a 1—2 microsec. add time and perhaps 8K
program memory words is reasonable. Hybrid and/or monolithic
converters suitable for many applications such as flight control and
Ine rt ial nav igation computers have recently become available in 8 and
12 bit form and will soon appear in 16 bits. The use of these I/O
devices and the latest memory chips (16K RAMS & ROMS) could no~ resultin a total package of approximatel y 150 cu. In. and 6 lbs.

5. 3 I N T E R S Y S T E M  C O M M U N I C A T I O N

5 .3 .1  F I B E R  O P T I C S

Fibe r optics is the technology by whi ch  l i ght  is coupled In to  and
transmitted from one point via a glass waveguide to another point. The
l ight  is gene rated at the t ransmit ter  end by an optical source such as
a light emit t ing diode (LED) or semiconductor laser and detected at the
r e c e i v i n g  end by a p h o t o d i o d e  ( p i n  or a v a l a n c h e )

I l l u s t r a t e d  In f i g u r e  5 . 3 . 1 — 3  a re the th ree  m a i n  types of f i b e r
waveguides and the var ious  Index of r e f r ac t ion  p r o f i l e s .  The step—index
has the lowest bandwidth and the sing le mode f ibe r  the highest .  Fo r
av ionic  appl ications s ing le  f ibers  of the m u l t i — mode type wi l l  probably
predom inate as light waveguides until Gigahertz bandwidths are required
or optical switching techniques become a major requirement in data
processing and handl i ng.
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5 .3 .2  B U S S I N G  CONCEPTS

‘the current trend of distributed computation archi tec ture  in avionics
systems brough t  about  by the adven t o f low cost mic rop roces so r
technology h a s  g iven rise to the prob lem of intra element
c o m m u n i c a t i o n s .  The i n t r a  e lement  c o m mu n i c a t i o n  problem is be ing
solved in today ’s and the nex t genera tion av ioni c system by the use of
data busses.

The general philosoph y of the data bus is to place all system
parameters or dat.a required by two or more elements of the distributed
system on the data bus. The data Is transmitted over the bus in a
sequential fashion such that each user element may access that data
needed. The data sequence must he coded in such a way that each user
can determine that a parti cular data subsoquence is that needed by the
user. Also it is necessary for some system elements to supply sensed
data or processed data to the bus. Al so it is necessary for one
element of the system to act as a bus controller to control and
synchronize the data traf fic on the bus.

The data bus normall y inclu des three elements:

o Physical Transmission Medium

o Bus Interface Units

o Bus Supervisor (or Controller)

The transmission med i um in the current generation of systems uses
conductive paths or wires in a cable for the data transmission. The
number of wires in the transmission medium depends upon whether the
data is transmitted bit pa rallel or bit serial. There is a trend
toward the use of fiber optics for transmission medium as discussed in
section 5.’.) for fu ture systems.

There are three specifications which cover digital data buss,es and
in terconnect ions  The I EEE 498
is a 16 bit parallel bus which has been considered for use in ~JASAAmes ’ Prel i m i n a r y  Candidate Advanced Avionics System Study. The ARINC
419 Spec is a compend i um of di g ital in t e r c o nn e ct io n  used by the
airlines . Th’- MIL—STD—1553A is a serial di g ital bus orig inally •,dopt ed
by the USAF for the DAIS program which is becom ing the standard for
m i l i t a r y  a v i o n i c s  a p p l i c at i o n s .

H a r r i s  Scm icon ~~uc to r  has  a lso  produced a c h i p  w h i c h  i m p lemen ts ~
portion of the MIL—STD—1553A bus interface unit (BIU) function. It is
expected that  in a short t im e a chip  fami l y which implements a l l  of the
1553 BIU functions will be available .

The next step as VLSI and ULSI chips are developed wil l be to integrate
the bus interface unit functions on a microprocessor chip in order to
reduce the number of pins on the chi p.

5.4 EXTERNAL INTERFERENCE EFFECTS

5.4.1 LIGHTNING EFFECTS ON DIGITAL AVIONICS

Both lightning and static electricity constitute a potentially serio us
threat to aircraft electrical and electronic subsystems. In particular ,
advanced dig ital avionic systems which in the nea r future are expected
to perform a variety of advanced fl ight and mission critical aircraft
functions must he reliably protected against the effects of voltage and
current transients due to dire- l y attached or nearb y li ghtnin g
discharges. The increasing use of high resistivity advanced structural
mat e ri a ls may complica te these protection requirements.

5.4.2 ELECTROMAGNET IC TMTERFERENCE

The cnntroj of interference effects on B—i electroni cs has been
successfu’ using present technology for integration ~nd Interfacing .

Suppression or elimination of conducted or radiated interference has
been the objective at tbe interference source , in the coupl ing path and
f-ho receiving circuits. Present technology using filters , shielding,
wirc twist and shielding , bond i ng and grounding concepts have been
successfully appl i ed as part of the normal design process to meet
spec ified EMI requirements for interference and susceptibility.

One sIgni fic~nt design concept used to control EM! was the use of a two
(2) wire power distribution system . Power was provided to the using
system and load currents were all returned to a single point powe r
gro und , thereb y elimin ating Interferin g powe r currents through the
vehi cle structure. The signal and chassis grounds for each electronic
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system used the immediate s t ructure  support and in te r fac ing  systems
used d i f f e r e n t i a l  s ignals  to isola te signal grounds and l i m i t  effects
of comm on mode pulses.

6.0 MILITARY TECHNOLOGY

Mil itary Avionics Techno’ogy has an indirect connection to the NASA
role which couples through common mechanization elements such as
digi tal processing components and through common system technologies
such as modern software development methods.

This SOAS report has included selected mil itary technology areas
because of the potential technology transfer fr om the military to the
NASA mission.

7.0 FUNDAMENTA L TECHNOLOGY

The fundamental technolog ies form the bas is for the other technologies
by providing the analytical tools, the software development methods,
and the emerg ing new components. This technology area covers
Information and Control Theory, Dev ice Technology, Fluid ics, System
Analysis and Software Methodology.

7.1 INFORMATION AND CONTROL THEORY

The theoretical foundation for information and control theory as used
in modern control today is approximatel y 20 years old. The
mathematical formulations were considerably more sophisticated than the
classical control methods that had been used previously. As a result
there was a l onger learning time before the system appl ication
implica tions were fully understood and there was an adequately educated
community to accept the modern approach. In some cases, the classical
designs have continued to be the designs of choice, app ropr iately so
beca u se o f th ei r s i m p l e  st r u c tu re , and in m any cases , easier
accessibility for checkout , and trouble shooting in the field.
Inevitabl y, we have progressed in our challenge to control more
complicated systems so that we must rely on the formalism on the
m u l t i — i n p u t  m u l t i — o u t p u t  c o n t r o l  t h e or y .

7 .1. 1 O P T I M A L  C O N T R O L

NASA should investigate methods of designing robust optimal control
laws . These control laws would either be passivel y insensitive to
p lan t  va r i a t i o n  or would a c t i ve l y  adapt  to v a r i a t i o n s .  Passive
insensit ive controllers may be more practical than the active adaptive
methods .  In genera l , f i l t e rs and s ta te  e s t i m a t o r s ,  essen tial
components of a complete optimal feedback control scheme, tend to be
mo re s e n s i t i v e  to unmodeled çilant v a r i a t i o n  than s ta te  feedback
cont rollers.  This phenomena should be stud ied. Appl ications which
will requ ire optimal controllers-which function well despite plant
u n c e r t a i n t i e s  i n c l u d e :

( a )  cont ro l  of f l e x i b l e  structures (e.g. solar powe r satellites)
(b )  L i g h t - w i n g — l o a d i ng STOL ride quality control
(c) reliable automatic land i ng under operational variations in

sys tem mod els
(8) helicopter handling quality (e.g. vibration , g u s t , response

time) and fuel efficiency Improvement
( e )  E x t e nded f l i g h t  e n v e l o p e  a u t o p ilots

7.1.2 KALMAN FILTER AND STATE ESTIMATION THEORY

I m p l e m e n t a t i o n  of t h i s  t echnology  presents  the  g r e a t e s t  t e ch n i c a l
opportunity at this time. NASA should investigate the applica tion of
modern i d e n t i f i c at i o n techniques to the task of optimizing load and
r i de  control  system pe r f o r m a n c e .  The a b i l i t y  to co r rec t ly  p red ic t
structural mode shapes during the design of an a i rp lane  Is presently
poor. Iden t I f i ca t io n techniques can be used to generate high f i d e l i t y
a i r load /s t ructura l  models from f l i ght test measurements. These models
could then be used to fine tune the load/ride control system . The key

7.1.3 DIRE CT DIGITAL SYNTHESIS

The t rend to d igi tal mechanizations has fostered a re—exam ination andextension of techniques for discre te systems analysis and synthesis.Most of f-he control problems of Interest Involve a continuouscon trolled element and a hybrid con troller which may contain bothcontinuous and discrete el ements. S!nc~ a major portion of the systemmay be continuous, and because many system desi gn cri teria andprocedures have been developed for continuous systems , one very popularapproach is some form of emulation .
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7 . 2  DEVICE TECHNOLOGY PROJECTIONS

7 . 2 . 1  ELECTRON IC DEVI CES

This section presents a rev i ew of the current status and projection of
the trends of various technolog ies to 1985—1988. A 3— to 5— year time
lag is assumed at that time to incorporate this new technology i n
produc tion hareware.

7.2.1.1 Silicon Semiconductor Technology

C i r c u i t Tech n o l o g y

Advances in semiconductor state of the art over the last 5 years have
been impressive. The basis for much of the recent progress In
integrated circuit (IC) technology has been advances in
photoli thography, semiconductor cell isolation , and ion—implantation
processing schemes. Semiconductor chips with the equivalent of 80,000
transistors are available as off—the—shelf items, and microcompu ters ,
m icroprocessors, programmable hand—held calculators , and complex memory
chips are readil y available. Development of newer methods, such as
electron—beam and ion—beam implantation pattern generation , promise
more Improvement. To prevent mask damage due to contact printing ,
efforts are also underway in projection printing and ‘near—contact’
pr inting . Feeding these developments is an array of technolog ies
r e m a r k a b l e  for  t h e i r  d i v e r s i t y  and a b i l i t y  to enhance  c i r c u i t
pe r f o r m a n ce .

7.2.1.3 G a l l i u m  A r s e n i d e  T e c h n o l o g y

Gal l ium Arsenide is an emerg ing technology which promises to br ing  a
further revolution to circuit technology beyond that possible wi th
silicon technology. The basic physical characteristics of GaAs provide
an electron mobility (mu) five times that of Si which means GaAs has a
great  p ot en t i a l  for smaller power—delay products than for equivalent Si
devices. Furthermore , GaAs has the potential of operating above 400
deg Celsius and will sustCin greater nuclear hardening then with Si (10
exp. 15 to 10 exp. 16 neutrons per square cm. and 10 exp. 5 to 10 exp.
6 rads of gamma radiation) . Currentl y there are three GaAs technolog ies
being exp lo i -ed for circuit applicat ion :

• E n h a n c e d  J u n c t i o n  F i e l d  E f f e c t  T r a n s i s t o r s  ( E — J F E T )
• Metal Semiconductor Field Effect Transistors (MESFET )
• Transfer Electron Devices (TED)

7 .3 F L U I D I C S

NASA’s current e f fo r t  in fluldic technology has been directed toward
certain carefully chosen avionics applications in which f l u i d i c  devices
wou ld appear to offer some real advantage over more conventional
systems in terms of r e l i a b i l i t y ,  economy and s i m p l i c i t y .

7.4 SYSTEMS ANALYSIS

A great many facets of systems analysis have al ready been covered under
other headings in previous sections of this report. For many guidance
and control  and other avionics purposes the available system analysis
theories ar e  c o m p l e t e l y  a d e q u a t e .

However , for the stability and perf ormance analysis of complex
hi gh—d imension nonlinear and time—vary ing systems, the support tools of
computation and date presentation are , at at best, treated as separate
special cases. Approaches which can be used to classify, arrange, and
br ing order , clarify , and perspective to vast masses of data are simply
not available. Thus, we can analyze almost anything , yet can appreciate
and fully comprehend very li ttle. To address these problems requires a
hierarchi cal approach at the one extreme and a limited case/simplified
approxima tion at the other.

7.5 AVI ONICS SOFTWARE

The trend In avionics Is to increase the number of functions
implemen ted in digital processors. As ,~ result , the av ionics sof tware
complex ity has contInued to Increase . The trend toward distributed
processing archi tecture is alleviating the problems of large software
programs by dividing both the hardware and software Into manageable
modules.

The use of large real time softwa re programs in large central computer
complexes as exemplifi ed by the Flu Mark II avionIcs and the Shuttle
avionics gives rise to difficult software validation problems. However ,
this type of architecture is diminishing In Its applications.
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The proportion of software costs to hardware costs is growing with each
new generation system as low cost digita l microprocessor/memory
techno]ogy is introduced .

Most current generation avionic and control systems have utilized
assembly language programming for the software. There is a strong
trend toward the use of higher order language , (HOL) for software
development. The use of HOL Increases the programming productivity
considerably and reduces both the initial softwa re development costs as
well as software maintenance costs.

Software almost always takes longer to develop and costs more than
ori g inally estimated . Furthermore , it is difficult to obtain
meaning ful completion status Information , e.g., there is the 90% done
but 90% left to be done syndrome in attempting to assess the schedule
status.

Software is unreliab le . Software often fails to meet the —

specifications and contains undetected cod ing errors which appear later
after more thorough system testing has taken place. Software causes
limitations on system performance.

Software is frag ile in that a validated software program is vulnerable
to modifications often in an unpredictable manner. Software often has
a poor tolerance to off nominal use of the system , particularly, in
regions wh ich were not tested during validation .

DOD has an interim list of approved HOL5 (ref. 126) which include:

• FORTRA~J Iv, ANSI version
• 33 JOVIAL
• 313 JOVIAL
• TACPUL
• SPL—l
• CM S 7
• ANSI COROL
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A FLIGHT CONTROL SYSTEM U SING THE DAIS ARCHITECTURE

by
A. P. De Thomas -;

Maior P. A. Hendrix
Air Force Flight Dynamics Laboratory

Flight Control Division
Wrigl t-Pateerson Air Force Base , OH

SUMMARY

Tnis paper summarizes work being accomplished in the development of a digital
flight control system simulation at the Air Force Flight Dynamics Laboretory . The
principle purpose of this activity is to orovide the capabUity to examine advanced
integrated control architectures which will increase system 1~erformance and availability .

1. INTRODUCTION

F The purpose of this paper is to discuss an engineering tool under development atp the Air Force Flight Dynamics Laboratcry (AFFDL) which is be Lng usad to investigate
certain critical issues related to advanced di gital flight control systen,s . This
simulation will allow the capability to investigate near term issues such c~ n’uitiplexin~~,interfaces with other avionics functions , and the structuring of soft~.’ara . In broader
terms , this system will be used to investigate more advanced architectur-~s whichconsider the functional integration of flight contrcl with other aircra t functions.

2. DISCUSSION

- 
As digital fly-by-wire techniques emerged , an expanded techno1ogice~ ba se developed

which allowed the application of advanced f l ight contrcl conc~ rt~~. Thr-iugl: the use of
active controls , an improvement in range and ride quality was demonrtr~.ted a~d tee
addition of multimode control laws showed and enhanced maneuv ~r and precision tr~ cki;tq
capability through the use of task tailoring. Digit~il technology ace shcw~ a conbine-1improvement in safe ty ,  re l iabi l i ty, main ta inab i l i ty , and l i f s— c y c lc  cost~ The.3e i at $er
improvements are attr ibutable to the great strides achieved in d i ni ~ al ii~~ngra$- :•i
electronics which made practical the application of redundancy te~- -lniques, bui~~t-~n-testcapability, and hardware standardization strategies.

The Digital Avionics Information System (DAIS) Ad vance-I Devolcpment Pror~rarn ‘-zaa
established by the Air Force as an approach for reducing the life-cl’cle-cc.st~’ of ~vstems.As will be discussed later , the DAIS system provides a fl?xibie infornation tra~~- e rnetwork which allows the in tegration or sharing of data by all subsystem elemer.ts.

The next generation of f l ight control is considering integrat on at a higher sys tc ’
level. In this approach, the system functions are integrated thr~ugh software , ardsensors and other hardware components are shared so that 1!~iSSj Of l  e f f e cti veness is
imDroved along with an increase in system and mission reliability . The types of systc~ r
to be integrated with the flight control system are weapon deliqer , propulsion , nav iga-
tion , threat avoidance , comm and-communication-control , and systems management. The ntt
effect is to reduce system costs and increase system reliability and performarce because
of the blending of functions and the sharing of information and hardware elements
within the system. The integiated system will also unload the pilot of routine tasks
and place him in the role of system manager versus system operator. This would be
accomplished by integratiom of much of the data normally presented to the pilot and
presenting him with directly usable command information . Another function of the
integrated system will be the development of am exhaustive self-test cap.ab~ 1it~’ which can
isolate failures to the card level with the on-board computer system ar.d them reconfigure
the system to allow continuation of the mission. The goal is to eliminate complex around

• checkout equipment and to increass system availability . By -rope! application of this
technology , the survivability of the system can also be greatly enhanced~

To achieve these goals, the emerging very high density integrated electronics is
seen as a key element which will bring these concepts to fruition. However , before this
can be accomplished, the development of flexible analytical and simulati’z’n tools must be
established to investigate the architectural alternatives and trades between hardware and
software.

3. THE DAIS SYSTEM

The DAIS system concept proposes the integration of system subfumctions through the
use of common data transfer and processing elements . Information within the system can
now be easily shared among the subsystems so that it can be used in a more optimal
manner . By using commonality throughout the system, the system can be easily
reconfigured for use in a wide variety of aircraft types and missions. The overall
goal is to reduce the life-cycle-cost of systems .

The DAIS program objective is to demonstrate the DAIS concept through use of a
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specific system architecture ; namely , a night, all weather close air support mission
based on the A—7D aircraft. The architecture is built with a set of standardized
hardware and software modules and has the flexibility to be easily reconfigured for
evaluation of alternate approaches. The modules include processors, multiplex data bus
and interfaces, controls and displays , and software.

The modules are being assembled into a hot bench at the AF Avionics Laboratory and
into a Flight Simulation Facility at AFFDL. This latter simulation will be utilized to
evaluate flight control system performance , interaction of flight control and avionics ,
and the pilot interface with the system.

The overall DAIS architecture is shown in Figure 1. Because of differing redundancy
requirements for safety-of-flight integrity, the system is partioned into an 1) avionics
section which handles the traditional avionics functions, such as navigat ion , stores
management, weapon delivery, communications and 2) a flight control section which handles
the inner-loop stability functions and other information deemed necessary for safety—of—
flight integrity.

Data distribution within the system is via multiplex data bus, specifically MIL-
STD-1553A . This system uses time—division multiplex (TDM) with a 1 MHz manchester
bi-phase coded signal. The remote terminals (RT) provide the interface with the sub-
systems and are configured with standard modules. The bus controller interface unit
(BCIU) is either programmable or controlled by the processor . The bus controller commands
the transfer of data on the bus and also performs a bus monitoring function .

The processor is designated the AN/AYK—15 and is a general purpose 16 bit machine
which supports higher order language (ROL) programming . Currently,  the JOVIAL J—73/I
language is being utilized. The functions performed by the processor are: master
executive, local executive , applications program , and system reconfiguration. The
processor speed is 400KOPS , has floating point capability , is micro-programmable, and
can be configured with up to 64K of memory.

The control and display system system interfaces with the avionics data buses and
drives cathode-ray tubes (CRT) and control panels in the cockpit. The main features
of this system are the modular programmable display generators (MPDG) and display switch
memory unit (DSMU) which respectively generates symbology and allowè transfer to the CRT

— of interest. The system can produce either raster or stroke written displays. The
raster displays operate at either 525 or 875 lines at a 30 frame per second rate.

The DAIS software Consists of mission software , non-real time software, and real
time support software. The mission software performs the operational flight programs
such as f l ight  control , navigation, weapon delivery , bus control, etc. The non-real
time software supports the design, development, ve r i f ication , and management of the
mission software . The real time software represents the software required to operate ,
monitor , and evaluate the system. It consists of sensor simulations , data collection
and analysis, f l ight simulation, etc. The software is written in HOL.

The avionics system is being implemented with a dual-channel multiplex system with
standby redundancy while the flight control system is quad—redundant with all channels
active. Both systems utilize the same hardware and are integrated through an asynchronous
interface which allows data transfer between systems .

Although the facility is presently being implemented with quad-redundancy, the
capability exists to investigate differing architectures and redundancy management
schemes , for example, triplex or duplex systems with a multiprocessor arrangement. The
inherent flexibility built into the simulation will allow support of advanced integrated
control programs within AFFDL as discussed in Section 2.

The avionics portion of the DAIS system employs a federated computer architecture.
In this architecture, each processor has its own dedicated memory, and communication
among processors and subsystems is by data transfer on the data bus only.

One processor is designated as master with backup master executive residing in the
remaining processors. Each processor also contains a local executive . Redundancy is
accomplished by the capability of another processor to assume master status upon detection
of no bus activity for a designated period of time . Mission essential software can also
be reloaded over the bus, from a mass memory uni t , in case of processor failure. The
executive software is configured to accommodate from one to several processors so that
system reconfiguration is easily accomplished .

Figure 2 shows a view of the DAIS—configured cockpit. The cockpit is implemented
with cathode ray tubes to provide a head-up display (MUD), vertical situation display
(VSD), horizontal situation display (HSD) , and two (2) multipurpose displays (MPDs).
The cockpit also contains a master mode control panel , and an Integrated Multif unction
Keyboard (IMFK). Only that information which is required for a particular flight mode ,
as brought up by the Master Mode Control Panel, is presented to the pilot. Control of
subsystems , such as Communications , navigation , stores management , and flight control
system mode changes , etc. are accomplished through the IMFX. Display redundancy is
achieved by the capability to switch displays among the various CRTs. The shared controls
and displays provide flex ibility in accommodating changes in missions and an increased
reliability due to redundancy of the hardware. Backup electromechanical instruments 
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for critical flight parameters are provided in case of total avionic system failure.

4. FLIGHT CONTROL SYSTEM

AFFDL is developing the digital f l ight control system simulation to verify that the
DAIS concepts of a system using standardized hardware and software modules, time division
multiplex communication, and high order language are applicable to the aircraft flight
control task . The system uses the DAIS developed hardware and software modules discussed
in Section 3.

A single channel , as shown in Figure 3, consists of a processor , bus controller ,
and three remote terminals. The remote terminals provide all input and output for the
flight control system. Sensor inputs are provided via direct analog input interfaces ,
which are centralized analog—to—digital converters in each remote terminal. Discrete
inputs (mode and trim) are interfaced with the system via discrete input interface
modules. Actuator output commands are provided through the appropriate output interface
modules. Additionally, a serial digital channel is provided for interface with the
avionics mul tiplex data bus. This channel passes pilot mode requests, computer mode
engagements , attitude , and air data information . The processor executes the flight
control algorithms in addition to handling the multiplex data bus traffic. The executive
is presently organized in a sequential , non-priority form. The flight control system
algorithms are modeled after the A-7D DIGITAC multimode control laws.

The f l ight control system is a quad—redundant , asynchronous implementation, with
each of the four channels performing identical functions, Figure 4. The decision for
quad-redunda9y was based on achieving a failure rate of less than 1 catostrophic
failure in 10 operating hours for 2-hour flights. It was also decided that no sophis-
ticated techniques be employed for failure detection . The sensor inputs are cross
strapped at the remote terminals and the information is sent to the flight control
processors over the redundant multiplex busses. Each processor receives four sets of
sensor data and selects the lower median value of each parameter. This first voting
plane , for sensor signal select, is implemented in software.

Each processor independently computes the appropriate flight control algorithms
for the current mode and transmitts control surface commands over the multiplex bus to
the remote terminals. There then results a quad—redundant set of control surface
commands which is processed by digital hardware voter monitors , the second voting plane.

The digital hardware voter/monitors (DHVM) select an output command from the set of
commands produced by the processors. It does this by selecting the algebraically lower
median of four acceptable signals, the median of three acceptable signals, or the lower
of two acceptable signals; its output is a pulse—width modulated (PWM) signal representing
the selected input . The selected signal is used for comparison monitoring to detect
failed or out of tolerance channels.

The DHVM5 are quad-redundant , with each voter providing an input to one channel of
a four channel , forced summed hydraulic actuator simulator , which is the third and final
voting plane .

The concept of standard hardware modules is being tested by using processors, BCIU5
and RTs in the FCS which are identical to those in the avionics section , with the
exception that the F/C processors will probably require less memory . The advantage of
using the same equipment for different functions is a great cost benefit; however , some
loss of efficiency can be expected because the hardware is not optimized to perform a
specific task as in the past. This does not present a severe problem since the speed of
digital hardware is increasing while costs are rapidly declining .

Time-division multiplexing is used for all input/output to the F/C processors.
This method of interfacing signals simplifies the interconnection of hardware elements
within the system and thus increases system reliability . It also provides a convenient
means of interfacing flight control with other on—board functions. Studies are being
directed as to how multiplexing can be utilized in an effective manner so that performance
and flight integrity are maintained.

JOVIAL (J-73/I) will be used for programming the F/C operational flight program— (OFP). This language more readily lends itself to structured programming procedures
tha n assembly language . Almost all current work on digi tal f l i ght control is using
assembly language and there are concerns about efficiency (speed and size) and
reliability of code produced by HOL compilers. The DAIS FEF will allow us to evaluate
the operation of an HOL—produced FCS OFP in a realistic simulation . The use of HOL in
F/C software development could provide cost benefits in the production and maintenance
of digital  f l ight control systems .

The simulation system will initially be tested with the A—7D DIGITAC control laws.
Since this system was flight tested , a good baseline of data is available for comparison .
The control laws have been written in the MACRO-li assembly language and tested on a
PDP—ll/UO minicomputer in the facility . This has provided an additional baseline system
to be used in the facility . The control laws are currently being coded in J-73/I and
will be tested in the latter part of 1979.

The most obvious approach to redundancy management of multiple channel fliqht
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control systems is to run the channels synchronously. If the various processors
operate on the same data with the same algorithms , the outputs should be identical, and

L selection of a failed channel should be straight forward. However , it is very d i f f i c u l t
to develop a synchronizing process which does not require a high reliability hardware
controller. The controller must be high reliability because it introduces a potential
single failure point.

An asynchronous system does not require the hardware and software interfaces to
synchronize the channels. The hardware and software complexity is thus reduced , but at
the cost of inherent differences between the outputs of the channels . These inherent
differences make it more difficult to determine when a channel has gone out of tolerance;
the trip level in the comparison monitors must be large enough to avoid nuisance trips
resulting from normal skew between channels, yet small enough to quickly detect a
failed channel. Studies have shown that the errors are no worse than those encountered
in analog systems with component tolerance errors.

Since the integrators will have different inputs and sampling times, they will  tend
to slowly drift apart when the system is operated asynchronously . This problem can be
overcome by exchanging integrator outputs across the flight control channels as shown in
Figure 5. The integrator outputs are then voted for input to the next integration
iteration. If an interconnection fails, its output is declared failed and the information
is coupled on a second order basis through the remaining interconnections . Mode
engagement discretes are also passed across the interchannel interface to verify that all
channels are engaged in the same mode. Mode engagements are voted to prevent channels
from entering different modes and falsely failing a channel. An asynchronous communicator ,
a standard serial digital interface card , has been designed and tested. It contains a
buffer memory so that the sending channel can transmit data and the receiving channel can
read data independently, each on its own schedule .

5. AVIONICS INTERFACE

The Flight Engineering Facility being developed at AFFDL is shown in Figure 6. The
facility consists of the quad-redundant flight control system , avionics system, and
support system. The avionics system is a simplified version of that discussed in
Section 3. Its purpose is to drive the cockpit controls and displays and to present a
realistic interface to the flight control system. Because of the reduced reliability of
the avionics system, it must be designed so that a failure will not propogate to the
FCS and create a risk of aircraft loss.

The pilot controls, stick and rudder are interfaced to the forward RT in the flight
control system along with a dedicated annunciator panel. This panel is a dedicated
advisory/caution display which gives the pilot an indication of a failure in a particular
axis and the type unit which has failed . Reset can be attempted by pushing buttons
labeled pitch , roll , and yaw . Reset simply clears the mistrack counter in the voter/
monitor. If the channel has a real failure , the mistrack counter will immediately
exceed the limit and trip out again . If a channel has a nuisance trip out (i.e., due to
a temporary transient), it will not refail immediately.

For effective flight management there must be an exchange of information between the
avionic and f l ight control systems, but the interface must be designed to isolate
failures between the systems. Two avionics/flight control interface units are being
developed for the Flight Engineering Facility. One is a serial input/output buffer
memory unit similar to what is shown in Figure 5, and the other is a microprocessor
controlled serial unit which is able to simplify the interfaces in the avionics and flight
control systems.

6. SUPPORT HARDWARE

A pictorial layout of the facility is shown in Figure 7. Shown is the DAIS hardware ,
cockpit and test operators console, support computers, data link to a DEC-10 system at
AFAL, and interfaces to a motion base cockpit , hydraulics test stand , and terrain board .

Four POP-il minicomputers support the Flight Engineering Facility with various
commercial peripherals and several in—house designed and built units for special
applications.

The PDP—lls perform the functions of aerodynamic model , simulation moni tor and
control , data formatting, modeling, and data collection and reduction . Special purpose
equipment is used to monitor data bus traffic , control the skew between the four
asynchronous channels, and act as interfaces between the processors.

Data bus traffic monitoring is to be accomplished with the Bus Monitor Unit , which
is connected between the six multiplex busses and the Performance Monitor Control and
Processor . It can be programmed to detect and record predetermined message traffic
for later analysis.

The FEE Skew Control Unit, under the control of the Performance Monitor and Control
processor , controls the timing of the F/C processors so that the effects of asynchronous
operation can be studied and controlled . The Skew Control Units provides an ability to
synchronize the channels for tests of alternative FCS architectures.
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Although the total facility has not yet been completed , the minicomputers, other
commercial equipment and in—house developed hardware have been utili2ed to conduct
several studies.

For example, a dual multiplex system was tested and showed no degradation over
its hardwired equivalent. The flight control/avionics interface, using a buffer
memory was tested to examine the flow of data between both systems and determine if there
were any serious timing problems between the asynchronous busses. A microprocessor
interface is currently under development and will be examined to determine if there are
any significant improvements in performance.

Three pilot-in-the—loop tests were accomplished to determine the effectiveness of
the pilot interface with the system. These tests concentrated on use of multi function
controls, display symbology , and effects of failure modes.

7. CONCLUSION

The Air Force Fl ight Dynamics Laboratory is developing a Digital Flight Control
System using the DAIS concepts of standard hardware modules, time division multiplexing,
and high order programming language . The purpose is to demonstrate the validity of
these concepts applied to Digital Flight Control Systems. In order to test this Flight
Control System in a realistic real-time simulation , a Flight Engineering Facility is
being assembled . In addition to its primary purpose of providing a realistic environment
for the DAI S Flight Control System, the facility will aid in the investigation of other
considerations being raised by advancing Digital Flight Control technology. The trade-
off between synchronous or asynchronous operation will be examined , as well as, the
partitioning between the flight control and avionic systems. Other areas to be
investigated are alternate redundancy management techniques and modular , structured
software for flight control. The facility will have the flexibility to emulate diverse
system architectures and will be a valuable tool for testing integrated control concepts
which are now becoming practical.
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TRENDS IN DIGITAL DATA PROCESSING AND SYSTEM ARCHITECTURE

by

Dr A. A. Callaway

Flight Systems Department
Royal Aircraft Establishment

Farnborough , Hampshire
England

1 INTRODUCTION

The techniques discussed in this paper result from studies currently being carried
out at RAE into the utilisation of airborne digital computers and methods for their inte-
gration into di gital avionic sys tems . The paper, the re fore, is not particularly oriented
towards guidance and control as such , but is a rather more general consideration of the
avionics application. It is intended to provide an overview of the digital systems scene,
and to act as an introduction to some of the techniques which wil l be discussed during
the course of the Symposium .

In our avionic systems , over the past ten years or so, we have seen a massive
increase in the utilization of digital techniques in general , and computational elements
in particular , as the complexity of the task which the airborne system is called upon to
undertake increases. The more capability which we are afforded , the more we wil l require ,
and systems will tend to become ever less understandable and manageable unless discipline
is applied in their design and realisation.

In order to illustrate this trend , we shall briefly review the architecture of two
aircraft systems , one designed in the l960s and one in the l970s, and consider the growth
in complexity in terms of two factors: the total flow of data between the subsystems
which form the elements of the system , and the total volume of the computing task in terms
of the number of words of program required.

We shall then consider techniques which may assist in alleviating the growing com-
plexity. For example: design management aids , such as requirement statement languages
may have an important role to play; architectural considerations , such as multiplex data
busses and distributed processing, and software techniques , such as high level languages ,
MASCOT and structured programming, are all demonstrating that new approaches are important
when planning for the future .

2 TRENDS IN SYSTEM COMPLEXITY

The Jaguar is a typical aircraft of the l960s and its system design and realisation
very much reflect 60s technology . The system configuration is of the network type , where
each unit which needs to communicate with another is directly connected. There is a
diversity of signalling types - voltage analogue , synchro , discrete , encoded discrete and
parallel digital — so there are many interconnecting wires , even though there are less
than 300 data quantities being interchanged .

The system is also of the central computer type , employing a single computer to
provide the system intelligence. The memory size for this processor is of the order of
8000 words , and the effort required to produce the program , writ ten entirely in assembly
code , was probably less than ~lO man years.

When we move on to the Tornado , we see an aircraft system which incorporates muc h
more digital technology . The system configuration is sti ll of the network type , and
still comprises a rn~ x tu re  of signalling types , although there is a significant increase
in the proportior -

~ digital transmission , which is principally in serial form and
‘information multij~iexed ’, which reduces the number of interconnecting wires. By infor-
mation multiplexed we mean that if unit A wishes to send data to unit B, it still has its
own private connect ion , but it can send a number of different items of data along the
same channel .

The total system data flow requirements , however , represent an increase by a factor
of about three over the Jaguar system and , the re fo re , the resulting system configuration
is much more complex. The system contains digita l processing in a number of areas - such
as embedded processing in the air data computer , inertial navigator and head-up display -

but this is dominated by the large central processing task. In total , there is probably
of the order of 50000 words of program - still in assembly code - the generation of which
has probably  consumed more than 300 man years  of e f f o r t .

The lessons to be learned from the obvious trends in these two programs are that
if future requirements are to grow more and more complex , requiring still more digi tal
processing, then the system data flow requirement s must not be allowed to grow in propor-
t i on , the system configuration must move away frcm the point—to-point private line con-
cept , and the processing must be organised Into more manageable dis tributed packages.

— ~~~~~~~~ ~~~~
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Technology affords the means to eflCap8Ulate the complex i ty  required by more
intell igent data d i s t r ibu t ion, and to d i s t r i b u t e  process ing  according to the needs of
the system, and this is one of the most important trends in digital systems in the
future .

3 REQUIREMENT SPECIFICATION

Ho wever systems ar e con f i gured , they grow ever more complex as to their purpose
and requirements. There is more complexity in translating customers ’ requirements  into
system designs and in testing these designs against the original requirements. There is
more flexibility in determining partitioning strategies and resultant data flow patterns,
and there are problems in appreciating the effect of’ chang ing requirements. The next
topic to consider , then, is whether digital technology has anything to offer in this
overall system design area, and here we are considering the application of the computer
not as part of the system but as a design and management tool.

One of the initial problems to face in the conception of a new system is the
language barrier at various levels of expertise. Consider , f or example , that between
the customer and designer. The customer knows what the syst~m is required to do but isnot necessarily versed in the intricacies of digital systems, and so may find it hard to
appreciate what is possible and how to express the requirement in terms which the
designer can understand without being ambiguous and insufficiently detailed . The
designer then may have no in—depth knowledge of the task or the requirement , but is lef t
with considerable freedom of interpretation because of the lack of rigour in the
customers ’ specification .

This m ay be an extreme example , but the fact remains that such communication gaps
may exist at several levels in a design exercise , and there is no doubt that a common,
formal and rigorous method of expressing system requirements can aid enormously in the
communication problem and can facilitate the sort of iteration which is clearly necessary
when tuning the overall system design and partitioning strategies.

A requirement statement language is a formal method of expressing a design require-
ment which is then processable by computer and amenable to a number of analyses. The
types of checking which can be done may include the following .

Ci) Conformance . Using traditional design techniques , it is difficult to demonstrate
that the system design completely conforms to the customers ’ requirements. Formalising
the manner in which the requirement and the design are expressed would facilitate the
automatic checking of conformance.

(ii) Consistency. Inconsistency in a complex design can easily occur , through lack of
total visibility. Typical examples may include the production of data by one process of
inadequate precision for use in another , multiple generation of data , data required by a
process and not supplied by any other , inconsistent data rate requirements , and so on.
Automatic design checking can infallibly spot such inconsistencies.

(iii) Completeness. Completeness of a design assumes all requirements , explicit and
implicit , of the customer have been met. If this is not so, then penalties in time and• cost escalation or in—service failure will inevitably accrue . Again , formalism of
expression aids automatic completeness checking .

(iv) Feasibility. This means specifying timescale and system characteristics which are
capable of being met. The early design stage is the best time to confirm this , and is
also the most difficult without the type of detailed system overview the automatic tech-
nique requires.

Cv) Trade—off studies. Effects of varying the system partitioning constraint s can more
readily be studied and changes incorporated , facilitating the customer-designer itera-
tions which ar3 so important .

To sum up, then; in the type of distributed system towards which we are moving, it
is important to have a rigorous and unambiguous task description at an early design stage
in order to assess such things as system data flow and processing requirements. The total
system architecture needs investigation at an earlier stage than the individual subsystem
requirements , which can then be hierarchically derived. It is only out of the total
system breakdown that such things as system partitioning and data flow patterns can be
specified , leading in turn to the subsystem requirements , such as software and hardware
specification , data bandwidth , iteration rates , accuracy and precision , and so on.

In order to alleviate the complexity of such an approach , it is clear that use can
be made of automated design analysis tools and data-base management aids. It is also
likely that such aids will be available to assist in the resource management , as well as
design management , throughout the development of such systems. A number of techniques
have been developed to undertake such tasks, such as ISDOS , REVS, etc. None has yet been
applied to an avionics system project in this country but they will undoubtedly be
strongly considered for future programs.
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3.3

THE DIGITAL DATA BUS

One of the most significant advances in methods of system configuration is the
adoption of the multiplex data bus for the majority of system data transfers. In adopt-
ing a multiplex data bus (mux bus) philosophy , one is trading complexity of interconnec-
tion and actual system realisation with complexity of the terminal equipment in each of
the subsystems. In the previous network connected systems , where each subsystem has its
own private connection to any other with which it needs to communicate , the terminal
circuitry does not of necessity need to be of high intelligence , except , perhaps at a
focal point of data such as a central computer.

When one moves to a mux bus system where , in principle , all subsystems are
connected to a single highway, higher intelligence is needed in the terminal circuitry
because all subsystems are now taking part in intelligent conversations. The significant
point , however , is that this is manageable complexity since it has been reduced from a
configuration problem to a logic problem which is amenable to the advantages offered by
LSI technology. In other words , if subsystem designers can be offered an LSI device which
encapsulates the complexity involved in being able to converse via the data bus , then the
overall result is a simpler system design.

Clearly, when considering the mux bus approach , there must be a commonly accepted
set of rules or ‘protocols ’ concerning the nature of the messages, and there is also a
requirement for a standard electrical interface , in order to facilitate the provision of
standard remote terminal LSI interface devices. The most commonly accepted standard
which embraces both these aspects is the US Mil Std 1553B. This has achieved universal
acceptance in USA and UK for military aircraft applications and has engendered strong
interest outside the airborne field. UK were involved in the formulation of the Mil Std ,
and it is currently being procesaed for adoption as a Def Stan (Air).

Mil Std l553B specifies a serial digital, time division multiplexed , asynchronous ,
command-response data bus , and we will just examine what is meant by this description.
The transmission of data and commands on the bus is serial digital , which means that there
is a single bus line — in fact , a balanced twisted shielded pair cable — and all informa-
tion f lowing is bit—serial and word—serial . The interchanges between all subsystems on
the bus are interlaced to give a composite pulse train , the appropriate portions of which
are recognised and ingested by the intended receiver , and this is what is meant by time
division multiplexing.

By referring to the method as asynchronous , we mean that there is no master clock
pulse train piped around the system . Each subsystem has its own internal clock , and the
messages are encoded on the bus line in what is known as ‘Manchester biphase ’ form . This
is a bipolar method whereby encoded ls and Os have a transition through zero at the mid
point of the waveform , enabling a receiving subsystem to synchronise to its own internal
clock. This system asynchrony gives more autonomy to individual subsystems and reduces
interconnecting wiring .

By command-response we mean that all transfers on the bus are managed by a bus
controller , which commands - all traffic and monitors all responses , whether it is actually
involved in data exchange or not . Normally, then, the bus control function would be
undertaken by a processor , either as a unique task or as part of a larger system task ,
and the significant point here is that the entire bus data management function becomes
a software exercise.

It is not the intention of this paper to go further into the details of mux bus
implementation , but we will now consider some of the major advantages which accrue from
its adoption in the design of a system. Firstly, a mux system provides a highly ordered
vehicle for progressive system integration , particularly at the rig level , as has been
demonstrated conclusively by a number of US aircraft projects. The fact that the
majority of system traffic flows on a single line means that effective use can be made of
a computer simulation rig where actual subsystems are progressively integrated.

Secondly, the data transfer is under software control , validity checking can be
undertaken in the intelligent remote terminals at bit , word and message level , and status
replies signal the terminals ’ responses to the controller. All this makes for very high
integrity in the transmission and for highly effective error recovery procedures. The
system integrity can be further enhanced by the adoption of redundancy, both in the bus
line itself and in the bus control area.

Thirdly, the technique has inherent flexibility to accommodate change and growth
without excessive hardware modification , because of the simpler interconnection
philosophy and the software nature of bus control , and , of course , there are significant
reductions in cabling and connector requirements , which makes for even higher integrity.
Finally, test and maintenance procedures can be considerably simplified — both built-in
test and first line automatic test - because of the ready accessibility of the majority
of system data. For built-in test purpose , a system monitor can check on all the bus
traffic without actually taking part in the conversations on the bus.

Multiplex data bus technique s have been , or are being, applied in a number of US
programs — F15 , Bl , Fl6 , F18 , Flll refit , B52 refit , LAMPS and AAH helicopters and the
Space Shuttle . European interest in the technique is evident in the Mirage 2000 imple-
mentation and in research programs in UK , Germany and Sweden for future aircraft
applications.
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5 DiSTRIBUTED PROCESSING

In section 2 it was proposed that system complexity could be more manageably con-
tained by distributing processing around the system and, thereby, relieving the large
central computing task. There is another aspect of, this which arises out of the adoption
of mux bus architecture , and that is the need to minimise total system data flow
bandwidth.

If the subsystem funct ions, such as nav igation , air data processing, head-up and
head—down displays, weapon aiming sensors, communications control, etc , are to be
connected by a single multiplex data bus (discounting redundant paths), then it is clear
that the bandwidth requirements for the bus could be extremely high , causing significant
electro—magnetic compatibility (EMC) problems, both in susceptibility and generation ,
were it not contained . This is especially relevant when one considers that the actual
equipments nay be geographically dispersed throughout the a i rcraf t .

Mil Std 1553B specifies a bit rate of lMbit/ s , which allows a total capacity on
1 bus of less than 50000 words/s, including command and status words, thereby circum—
scribing the individual  requirements of any subsystem which adopts i t .  The ut ilisat iori
of the mux bus , then , demands that data bandwidths are minimised , and this is best
achieved by processthg raw data at source and transmitt ing only processed data between
subsystems . Clearly, this is another argument in favour of the functional distribution of
processing throughout the system , and one criterion in determining the partitioning of
that processing.

The central computer concept grew up during the l960s and early l970s when the
limitations of technology did not make it feasible to have a number of processors in
different areas due to constraints of size, weight , power consumption and cost. Micro-
processor technology , however , now makes it possible to implement such a system without
undue space, weight, power and cost penalties , and it is certain that the architecture of
future systems will adopt the distributed processing approach.

At this point , it should be mentioned that the type of distribution envisaged here
is that often referred to as ‘loosely coupled’ . This means that the processing in the
various areas is largely autonomous and asynchronous , with data being exchanged via the
relatively low bandwidth mux bus . Another type of distribution one could envisage is
that known as ‘tightly coupled’, where the processing elements are concerned with
parallel aspects of the same task, are not autonomous , are probably not geographically
separated and will probably share common resources such as memory .

- This is the typical multiprocessor architecture , and in areas where it may apply in
avionic systems it will almost certainly occur at a level below the functional distribu—
tion. This means that any one of the autonomous , loosely coupled , functional processing
areas could be implemented as a fightly coupled multiprocessing system if the constraints
of the task require it. The most likely reason for this is the speed requirement in the
individual processing area. 

t
Returning, then , to the loosely coupled avionic system , there are a number of

factors which could determine the actual partitioning of the total system processing
requirement into the distributed processing areas. Two of these are fairly clear : one
factor could be the need to retain functional identity in a particular area, whilst
another is the requirement for minimum data flow . Other factors may include the require-
ment to keep all processing tasks reasonably small , the need to optimise time loading
across al l areas , the need to re ta in central system control (known as a ‘federated’
sy s t e m ) ,  and so on. Optimising any one of these may produce a sub—optimal  solution in
term s of the others.

What this is saying is that the design of such a system , overall , must be a top-
down exercise , because optimisation of the design must proceed in step with the genera-
tion of the individual subsystem specifications , and this may well be an iterative
process, where the system design is ‘tuned’ . This is a powerful argument for the adop-
tion of hierarchical requirement statement techniques , and the top-down approach can be
carried through into the design of the software to be incorporated into the processing
elements.

6 SOFTWARE DEVELOPMENT

Software is clearly becoming a more and more important element of digital avionic
systems as the volume of the to ta l  processing task increases .  Software can represent a
-~ignificant proportion of system cost , and it can also represent a critical path item ins~ atem development , for reasons which will shortly be discussed .

A major improvement in software development techniques has been the widespread
adoption of high level language methods for writing programs. There is no doubt that
productivity improve s and coding errors decrease when such methods are employed. It is ,
however , not sufficient to specify that a programs will be written in Coral 66, say, and
hope all problems will disappear. It is still possible to write poor, error-prone soft—
ware in a high level language as it is to write doggerel verse in the language of
Shakespeare . The factors which make software a critical item are poor structure -

affecting visibility of design and subsequent maintenance - and inherent errors of’ logic . 
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Many su~’ve ys have been made into the sources of software error , and it is in terest-
ing to note that in large programs near ly  two th i rds  of all errors have been shown to

• arise from erroneous design rather than straightforward coding mistakes. Even more
revealing is the fact that more than 50% of inherent software errors are not likely to be
discovered until during or after acceptance testing , and one has to consider why this
should be so. One obvious answer is that in the past it has not been considered possible
to thoroughly check out software until the target hardware is available , and this is when
the software proving becomes a critical path item .

Two important factors to address when considering software development for future
systems, them , are techniques to reduce the likelihood of error in software design and
coding, and , secondly, methods of advancing the development of software so that it can be
tested more thoroughly in advance of the availability of actual target hardware .

Reduction of error must be attacked at the software design level and , here again,
a top-down hierarchical approach recommends itself , leading to modularity in design .
Many people refer to this as structured programming and what it does is to force a
discipline , so that the software design follows basic rules of decomposition , the whole
structure is more manageable and visible and , consequently, less error-prone.

The main concept of structured programming is that the program can be designed
• ‘top—down ’, ie it starts as a single statement of the intention of the program as a

whole. This level of abstraction is then broken down into a collection of sub-tasks ,
each of which is wholly independent of the others with all its effects perfectly
definable and with no unwanted side—effects. This means that , provided these sub-
sections are executed in the correct order , each will perform its own task and will exit
at only one wholly predictable point , leaving the data structures ready for the next
part , which can only be entered at one point. Each of the sub-tasks is then broken down
in a similar manner and the process iterated until a level is reached where no further
sensible decomposition is possible. At each level of breakdown, the expression of the
tasks performed by each section becomes less and less abstracted and more and more
explicit in its nature .

At this stage the conversion of the program to actual source code can usually be
very easily performed , making use of such constructs as IF.. .THEN... or IF. . .THEN...
ELSE... for decisions , and FOR and WHILE loops for iteration. If it is found necessary
to break sequence using GOTO statements then the design is not optimum for the ‘one way
in — one way out ’ concept , and should be re-examined.

The whole program can , therefore , be expressed in terms of some set of very low
level tasks, the effect of each of which is totally predictable ; hence , the whole program
execution can be predicted and , hopefully, all unwanted effects eradicated. This also
leads to a modular design, in which the effects of a modification in one section are
easily identifiable within another.

Moving on now to the problem of more exhaustively testing software modules at an
earlier stage in total system development , clearly one must make use of host computer
facilities together with an executive that manipulates the prototype software in realistic
manner. Obviously, the use of a common high level language will facilitate this to a
much greater degree than was possible when considering assembly coded programs , but the
use of a common executive mechanism is also important , and this may well be provided by
the use of the RSRE MASCOT technique.

When considering the total software requirement for a comp lex system , it can
generally be regarded as a number of interdependent but asynchronous processes — air data
processing, navigation processing , steering , fixing , etc - and in the final realisation
of the system some of these will reside as autonomous tasks in individual processors ,
whilst others may co—reside in other processors.

Nevertheless , when designing the processing tasks , one can design them as individual
modules, making assumptions that the inputs which they require will be satisfied , and
defining the types of output they produce . Once all the modules have been so designed ,
they can be formed into a system by relating specific inputs of some processes with
specific outputs of others and by defining their control interactions.

What MASCOT provides is the ability to form the system in this manner and to define
the access mechanisms of the data. It can also manipulate the system modules within a
host computer as if they were all running asynchronously and simultaneously, by providing
the mec hanisms for s t imula t ing  the processes and accessing the data s t ruc tu res .  In other
words , it is a rea l t ime operating system which  enables  in te rac t ing  software modules to be
run in the host computer so that many of the inter—relations can be checked , thus enhancing
the possibility of tracing design errors at an early stage . This technique , known as pro—
totyp ing, has been successfully used in a number of software based projects.

Since , at the user level , MASCOT provides a standard real time system approach
independent of machine architecture , the final system may well continue the use of MASCOT
in processing areas which contain more than one of the asynchronous processing modules ,
but even if this is not the case , its use during the prototyping phase may make it a
valuable tool in the fight against complexity.

~~l 1 
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METHODOLO GIE DE CONCEPTION D’ARCHITECTURES
MLJLTI-PROCESSEURS POUR DES FONCTIONS D’AVIONIQUE

C. 4LEOMARV * 
3 GILLOU 

**

~: 
~~~~~~~ Lv. LE MAITRE

RESUME

La but de cette communication eat ds p~4senter une m~thodologie de conception
en technique digitale des syst~mes automatique s ~ hautes performances . En effet, l’évoiu—
tion des technologies digitales pose aux automaticiens le probl~me de is conception gb—
bale d’un syst~mne de commande. C’est—~—dire qu’ii faut d~passer le stade de la cynth~se
algorithmique et prendre en compte, d~s le d~part de l’~tude , tous lea aspects de celle—
ci : aspect fonctionnel, aspect op~rationnei. Ainsi, ii eat po ssible d’optimiser lea aye—
tameS de commande selon lea troio crit~res importants : le respect des performances fonc—tionneiles d~sir~es , be coftt glotal et celui , tr~s important, de sGret~ de fonctionnement
(fiabiiit~, s~curit€ , maintenabilit6, disponibilit~, ...)

INTRODUCTION
Le sch~ma m~thodologique suivi se d~compose en deux parties : &aboration de la structure fonc—tionnelle nominale puis conception, ~ partir de cette structure nominale, d’une structure redoridante rem—plissant les objectifs de sOret~ de fonctionnement. Nous ne pr~senterons ici que la m~thodoiogie employ~epour l’~laboration de la structure nominale fonctionnelle.

MOTIVATION DE L’ETUDE

Les critères de choix , pour one 6quipe charg~e de is d~finition des moyens de traitement num~ri—qua d’un nouvel ~quipement ou d’un nouveau systeme, tendent & cc modifier rapidement.

D ’une part, b’~volution technobogique procure une plus grande bibert~ de choix des constituantsat donne mom s de p~~occupations au niveau de le circuiterie .
-
• D’autre part, lea exigences des utilisateurs s’~tendent au dela~ de 18 simple notion de coat d’ach~ttpour aller vers celle de coat int~gr~ (cocit achat, coat exploitation ....).

Ii faut ajouter encore les progr~s m~thodologiques r~cents , en automatique particulièrement.

• ~~~~~~~~~~~~~~~~
L’augmentation de la capacité d’intégratioo des nouvelles techniques a conduit ~ intégrer des fonc—tions logiques tr~s importantes. Ii en eat résulté deux d~marches :

— ceile du fabricant de semi—conducteurs qui est contraint d’impbanter des fonctions tr~~ générabes(examp le : microproceaseur, mémoire ....),
— celle des utilisateura qul définisserit leur propre circuit . Compte tenu de is nature de notre marché

cette vole Ic circuits ~ la demande est pratiquement interdite.

Moos sommes donc dans la quasi—obligation d’utiliser lea produits standards du marché .

Un autre aspect concerne la faibiesse relative des performances de ces nouveawc composants. Certea ,
les progr~B de is technologie eméiiorent de jour en jour ces performances . Mais, parall~lement, lee exigen—
ces des cahiers de charges vont également en s’amplifiant. Ii est donc intéressant d’orienter lea travaux
nouveaux vera l’~tude de structures ~ pbusieura processeurs. Cette presence de plusleurs organes intebligents,
dams on m&ne ~quipement ou systeme, amine les avantages suivants

— il n’est plus n~cessaire de faire la course aux produits lea plus performants et g~nérabement lee plusnouveaux, donc lea mom s cr&dibles sur be plan exploitation et souvent les plus coüteux relativement . En e~fet,Ic travail simuitan~ (parali~le) de plusieurs processeurs ~ performances limitCes compe nse la faiblesse des
performances individuelles de chaque processeur.

— is d~faillance d’un processeur n ’est plus critique comae dana le cas d’une structure m000processeur.
La fonctionneisent coop~ratif permet d’envieager des poesibiiit~s Is reconfi guration du systeme lore d’~nepanne .

Las coat s d’exploitation soot en forte croissance. Lea coat s de la main—d’ oeuvre affect€e aux inter-
ventions de maintenance, les coats de pert e d’exploitation liCe ~ b’indisponibibitC du matCriei en sont lesprincipaux facteurs.

L’ unitC “Centrale” , ~ cause de la fonction qu ’elle assume , piut~t que par son volume et son coat ,
eat le centre nerveux d’un Cquipement ou 8yst~me. C’est donc ~ son niveau que doivent se situer bee efforts
en vue d’améliorer lea conditions d’utilisation dana lee diffCrentes phases de is vie du systeme
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4.2

— phase étude at dCveboppement
La parcellisation du traitement en taches , l’Ctude nCcessaire de ba synchronisation de ces tRches dolt

permettre on gain appreciable sur le nombre d’erreurs rCsiduebles en conception , sur la rapiditC de develop— -
pement des logiciels, l’aptitude aux modifications, la certification du matérial at du bogiciel.

— phase maintenance

La repartition da ces t&ches cur plusieura unites de traitament offre de nouvelbes possibibitCs en cc —

qui concerna be test at be diagnostic. Las axigences de sdretC de fonctionnement imposent one detection per—
manente at “en ligne” des pannes. La reconfiguration nCcessite la bocalisation de catte panne. Ccci montre
lee ameliorations auxquabies ont peut s ’attendre dana ca domaine.

PLAN DE L’ETUDE
La structure fonctionnelbe nominabe s ’obtient par one approcha mCthodobogique dont les Ctapas —

dCcrites de mani~re iterative — sont les suivantes

— 
~~~~~~~~~~~~~~~~~~~~~~ 

afin d’aboutir ~ one structure modulaire permattant de simplifier lee pro—
bi~mea de certification du bogicieb.

— Choix d’algorithmes orientC vers des solutions minimisant lea calculs en tenant compte des possibilitCs
du calcul incremental, des fonctiona tabulCes et des probl~mes de quantification.

— Gra~he donn~es permattant de reprCsenter las Cchanges entre modules fonctionnels .
— Gr~~ha de ~~nchroni on tenant compte du temps de rCponse et de is cadence d’Cchantilbonnage.
— Ordonnaiicement des calculs at des proceasus qui eat on probb~me d’optimisation mu1ticrit~re avec con—traintea.

Cette mCthodobogie est prCsentCe cur on example précis d’avionique : celui de la conception d’une
fonction anCmobaromCtrique. Cetta fonction fut habituablement rCabisCe en anabogique, dens one technobogie
Clectromécanique. Plus tard, fut CtudiCe one version numériqua ~ processeur unique. Cette version ~ p~osieurs
proceaseura permet d’aaaocier las avantagas des techniques anabogiques (parailCbisme , rapiditC, modularitC,...)
~ calie des techniques numCriques.

HY P0TH ES ES
a! Nous avons voiontairement pris le parti d’Ctudier one structure numCrique “coliant” ~ is descrip—

tion fonctionneble et satisfaisant lea exigencas opCrationnabbes (aspect automatique) plut6t qua coneidCrer
la rCaiisation d’ une structure universebbe sOre de fonctionnamant (aspect informat ique). Nous pensona ratrou—
var dane de tellas structures las avantagea de l’enalogique (chaines fonetionnelles, etc...) sans perdre ies
avantages du numCriqua (pas de derives ...) et sans avoir lea inconvCnients du numCrique (le processeur ou
i’ensamble da traitement qui eat on point de passage force pour toutes las informations). En d’autres tenses
ii ast prCfCrable de faire en aorta que cc soit l’objectif (i’appiication) et non be moyan (be processeur)
qui determine ba structure do ayst~me.

Catte approche permat d’attendre de riouveaux avantagea
— en certification des bogiciabs lea modules sent courts , avec pau d’entrCes/sorties at faibiement ayn—

chronisCs ,
— an coat be systeme eat taillC “sur mesure ” pour l’application et na supporta pas is bourdeur des sy s—

times universels avec leurs probl~mes de gestion interne etc...

b/ Nous avons fait a priori be choix tachnobogique d’utiliser lea microordinateurs monobithiques qui
int~grent sur la mCine “puce” proceaseur, mCmoire , entrées/sorties (of. INTEL 8748, MOSTEK 3870, MOTOROLA
6801 , etc...). Ce choix a priori peut Se justifier par les gains en vobume , coOt , consommation, fiabibitC ama—
nC8 par Ca type da composants.

Las microordinataurs ont one mCmoire programme qui eat morte. Cad n ’est pas one contrainte dans no—
tre th~me de travail car b’albocation des tCches est figCe.

Nous avons Cgabement préfCrC i’empboi de microordinateurs identiques pour toutea lea tEches, pbut8t
que celui d’ un Clement technobogique adapté ~ la tache ~ traiter (exemple : empbol do circuit de caieul
AND 9511 qui realise les operations de multiplication et division), ccci pour lea raisons suivan,~as

— i’empboi de circuits spCciaiisés aurait considérablement accru las taux d’Cchanges entre processeurs .
En effet , be pr€aiable ~ tout e tache aurait etC de transfCrer dana cc processeur spCcialisC lea donnCes af—
fCrantes & cable—cl ,

— i’empioi de composants processeurs identiques facilite les reconfigurations. Leur banalisation permet
i’exCcution d’one tache, en cas de panne , sur n ’importe queb autre processeur (& des probl~mes d’ acc~s auxinformationg pr~s),

— nous pensons Cgabement tirer on gain, sur be plan approvisionnement par cc choix de processeurs iden—
tiques.

c/ Nous avons retenu, at dens l’ordre, bee crit~res de choix suivants pour sClectionner one solutio,
— contraintes fonctionneiles,
— contraintes de sOretC de fonctionnement ,
— faciiitC de misc au point at maintenance ,
— coOt ,
- volume , consommation ,
— communications entre processeura lee pius faibbes possible ,
— CquirCpartition des t&ches cur chaque processeur.
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4.3

APPROCHE METHODOLOGIQUE 

tlOflfleUe
A one fonction dCfinie dens be cahier des charges eat associCe one téche ou un ensemble de taches.

Cette decomposition est faite ind€pendamment de tout choix de rCaiisation. Ella reprCsente l’analyse du pro—
bi&me pose at able a pour but de dCfinir is moduiaritC d’un probl&me en vue d’une meibleure comprehension de
celui—ci at d’une meibleure resolution (certification ) (cf. Figure nO l)

21~~~ i99r1~~~~cb2 1~~~c~ 912919Y!
— Ce choix n ’est pas indCpendant d’un choix technobogique . La choix technobogique peut prCcCde r ba

determination des algorithmes. Ce choix a priori nous sembba plus proche d.c la rCalitC car souvent be proces—
seur est impose par one h ate prC fCrentiebbe . Saul on Cchec peut conduira & remettre en cause cc choix m i -
tial. (dCmarche iterative).

— Afin d’obtenir

one reduction d.c coOt,
. on volume materiel convenable ,

le choix s ’est porte sur i’einpboi da macrocomposants standard.s . En particuliar, bes unites d.c traitement choi—
ales sent des microordinateurs (ou inacrocaiculateurs) monoiithiques (type INTEL 8748 , MOSTEK 3870,... ) qui
int~grent clans on méiee boitier be processaur, is mCmoire programme , la mCmoire donoCes at lea entrées/sorties.
Ces mieroordinatesrs ont on format de met de 8 bIts. lie soot relativement lents mais sent peu coOteux. La
parallCliama dams i’exCcution des taches compense las faibies performances individuailes d.c cha.que microcal—
cuiateur (nous lea appebons ~ic dams la suite do texte).

La 8748 d’INTEL a etC retenu car c’est be seul conipoaant microcabcuiateur actueb qui , dams be for-
mat 8 bits, alt I la fois des specifications prCcises at des possibilitCs d’extension mCmoire at entrCes/
sorties. La MOSTEK 3870 me tob&re pee d’extension mCmoire externe. La MOTOROLA 68oi n ’s pas d.c specifications
prCcises actueblement, tout su mom s & notre connaissance.

— Las mCthodas de calcul doivent Ctre adaptCes I cc type d.c materiel. La but de cette Ctape eat d.c
determiner lee besoins en nombre d’instructions et en volume d.c donnCas. Las mCthodes de cabcul envisageabbes
soot les su.ivantes calcul incremental, calcul & base d’interpobatiori sur des tables

Lea caicula doivent s’inscrire dana des contraintes temporabbes. Las normes spCcifiant souvant lea
grandeurs de sortie sous forme anabogique an dCfinissant b’ordre d.c is fonction d.c transfert, is frCquence d.c
coupure f0. Ii ast donc nCcassaire de transformer cas specifications anabogiques en spCdificatiOn8 numCniques:
on temps de rCporise “6” qul dCfinit b’intervalie de tamps entre on Cchantiilon d’entrCe at l’Cchantlllon de
sortie correspondant, on taux d’Cchantilbonnage “T ” qui dCfinit b’intervalba de temps entre deux Cchantibbone
d’entrCe (ou de sortie).

Lea dewc inconnues t at 5 sont calcuiCes en Ccrivant lee contraintes d.c phase at d’ampbitude

6 • r < — K’  avec K • constante
C K’. constante

6 at t sont considCrCs Cgaux pour faciliter is mice an oeuvre de is boi d.c commande du systlme bouclé.r (Cf. Figure N°2).

GRAPHE DE DONNEES

A chaque 101 ou variable, ii eat associC one t&che. La graphe de donnCes reprCsente lee &chamges
entre tlches fonctionneibes. L’axamen du graphe de d.onnCes peut mettre en evidence certaines possibibitCs de
redondance algorithmique, c’est—&—dire l’Claboration d’une fonction sous deux formes diffCrentes.
(Cf. Figure N°3)

GRAPHE DE SYNCHRONISATION (resultant du graphe de données)

Un choix est fait sur be mode d’Cchange des donnCes entre t&ches. Ce choix vs imposer certaines con—
traintes sur la synchronisation entre tEches. Par exempie, si i’on suppose qua lea tEches cominuniquent par on
mat mCmoire, cc mat mCmoire eat partagC par deux taches connexes. La tache amont acclde & cc sot mCmoire en
Ccriture. La t&che avai y acc~de en lecture. Ce choix va donc crCer des conflitzc potentiels d’accls I ccc mats
mCmoire. Lea tEches sent don c considCrCes cosine des opCrat eora CiCmentaires qui rendent indisponibbes beure
entrées/sorties pour toutes lee t&ches en confbit cur ccc mCmoires pendant toute ba durCe de leur execution.
Uric tRche eat alors executable si et seulement si toutes ses entrées/sorties sent disponibies. Lore d.c b’exC—
cutiom d’une téche, lee entrées/sorties de cebbe—ci soot rendues indiaponibles. A partir d.u graphe de donnCea
et des contraintes du spCcificateur on tire on graphe de synchronisation I paralbCbisme maximal.(La reprCsen—
tation retenue est on RDP, be fonctionnement est du type Pipe—Line). ( e f .  Figure N°14) .

L’Cvaluation d.c chaque tEche en tampa d’ exCcution et en biban mCmoire est nCcessaire pour faire on
choix dCfinitif de synchronisation . Dens le cas d.c ba fonctiori anCmobaromCtrique, one synchronisation type
monocaciencC ne permet pea de rCpondre aux exigences temps reel. Ii a donc etC retenu on mode multicadencC qui
satisfasse les contraintee tenips rCel et qui me complique pee trop la gestion dee tlches. Ccci aboutit & is
definition de sous—graphes monocadencCa : on sous—graphe par cadence et du nombre d.c processeure nCcassaires
I be resolution du probilme .

ORDONNANCEMENT
Lee donnCes du probilmc sont lea suivantes

— be graphe d.c synchronisation

L 
— le temps d’exCcution des tRehes
— lea ca4ancs~~mts I respecter
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— d’ aut res contraintes : par exempbe, le volume mCmoire adreseabbe par be microcalculateur .
— des critIres I optimiser .

La prob1~~~ eat d.c rCpartir ccc diffCrentes damnées aur lea diffCrents proceaseurs at lee ordonner
dams 1. te.ps (r~psrtitiom spetiaie at tamporelie).

Ii n’exiate pea I l’heure actuelle d.c mCthodes simpbes pour on examen exhaustif des diffCrents or—
donnsnceaenta posaiblea. On s’oriente donc vera be recherche d’ordonnancements sous—optimaux I b ’ aide d’he u—
ristiqusa . Cette désnerche donne be plupart du temps one solution valide acceptable quand cc n ‘eat pea opti— I -

asia . (of. Figure 1105) .  - -

CONCLUSION

Cette aéthodobogie aboutit I be definition d’une architecture fonctionnelle nominale I partir d.c
isquelle peuvent Itre CtudiCa lea iapératifs de eGretC d.c fonctionnement . Celbe—ci est indispensable pour
1 ‘etude des structures I piusieure procesaeurs at mime pour lea structures monoproceeseurs, La probilme I rC-
soud re eat aiewc segaentC, aieux analyse et en particuiier, lore d.c modi fi cations , b’impact d.c cables—cl pout
itre ~ieu~ CvtluC.

D’autre part, be recherche d.c structures numCriqucs a.justCes au fonctionnel conserve lea avantages
d.c 1’ sna].ogique sans perdre lea aventages du numérique. Enfin, ccc structures permettent d’ attendre d.c nou—
veaux avantagea en certitics~ion des bogiciels at en codt.
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BANDE PASSANTE PROBABILITE DE
SORTIE 1 3 dl, (2e ordre) PERTE DE LA FONCTION COMMENTAIRE

en Hz • FIABILITE SIGNAL

Vc 3 .
~ 

— Panne dange-
proba < 10 lb vol reuse

Qc 3 — Perte extrl—
menent rare

Zp 3 — Panne maj cure :
M 3 1O 7/h vol < probe

Ps 3 < io 5/~ vol — Perte rare

5

Vz 0,5
VMO/NMO 0,5 - Panne minaure

Zc 3 io 5/~i vol < proba
Pt 0,1 — Perte probable

Ta 0,1

Vp 0,5
a 0,5

Q7E/QNR Statique

FIGURE 1 : Contrainte d.c band.e pasaante at de fiabibitC.

CONTRAINTES CHOIX
SORTIES f a~~~rC Hz ma ma

Ps 

— _______________

Qc
M 3 39 39
zp
Ic
V

C

1248

VM0/!.~4O 0.5 316 312

Vp

0.1 1650 312

PS

FIGURE 2 : Determination des tempo d.c rCponse at periods d’Cchant ihbonnage 
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JI it.
Capteur 50 ~~pteur Ps ~ apteur Pt

Compteurs ,.;iii— 
~~Totalisateurs des (ci ) (c2 ) ( c3) (c4 )

Impuisions capteur ‘

~~~~~

‘ ‘
~~~~

‘ 

______ ______

Nps NOs [ Npt] [Net I

~~~~~ EntrCes

_____ Sorties 2

aL MJ Ti J ~c Pa 1 V/Vo

V [ Pt [ Vc (~~5/~ J ( Zp ] ~Zp 1

I ~~~ Vz j  ~fl40/MM0 [ Zc j frE/QNH

Ji. ~tJ~
— 

15

I V Pj I a  1
- I   

1 ) t J~
FIGURE 3 : Graphe d.c donnCea d.c be fonction centrale 
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- FIGURE 4 : Graphe d.c synchronisation da ba Centrale
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FORT RAN FOR AVIONI CS

Austin J. Maher
The SINGER Company
Kearfott Division
Wayne , New Jersey

USA

ABSTRACT

The use of Hi gh Order Languages (HOL) for avionics applications has taken a long
time to gather momentum. At last it appears to be an idea whose time has come and
should have come much sooner. It has finally arrived for a number of reasons but a
prime causal agent is certainly the recent DOD Directives which mandate the use of an
HOL and limit the languages considered to seven (FORT RAN , COBOL , J3 , J73 , CMS2 , TACPOL ,
SPL—1). Probably equally important in this regard are the technological advances in
avionic computer architecture and LSI components which make the price paid for HOL use
in this environment acceptably small. Whatever the reasons , it now behovem every
supplier of avionic computers and every supplier of avionic systems with embedded
computers to develop an aggressive technical approach to the use of HOL for avionics
computation.

But what language(s) should be considered? The efforts by ARPA to develop a
Conunon DOD High Order Language promise to eventually resolve this question with a
single, comprehensive , modern HOL which includes providing contractors with the
ability to develop a code generator for the new language at a very low cost (approxi-
mately $25 ,000). Achievement of this goal will be a major factor in the widespread
acceptance of the new language. But the lead time for this new language is appreciable.
So contractors are faced with the question, What approach should we adopt for }IOL use
in the interim? Since developing compilers for all six interim languages (omitting
COBOL) is too expensive, what interim language (s) should be addressed?

This paper describes the approach taken by one contractor to address this problem.
It includes a review of the interim languages stipulated by the DOD and the reasons
for selecting FORTRAN as the basis of a company-funded compiler activity to ~.i~ovide
competitive HOL capability during this interim period. The presentation includes the
rationale for selecting the oldest and least modern of the six interim languages and
the design approach to select a suitable language dialect for efficient implementation
of avionic software without violating the stipulations of the ANSI Standard for FORTRAN.
Finally the exposition covers the success of the effort to develop a low-cost compiler
for the FORTRAN dialect which generates highly efficient object code in the tradition
of the many highly efficient FORTRAN compilers Which have been developed for commercial
computers.

BACKGROUN D

Singer—Kearfott began investigating the use of High Order Languages (HOL) for
avionic computer programming in 1964 when a NELIAC compiler was developed for one of —

our early avionic computers. This early avionics compiler did not meet with widespread
acceptance due to the inefficiency of its object code, a common fate for contemporary
avionic compilers. One conclusion of this activity was the realization that the
addition of expensive optimization algorithms to the compiler would NOT solve the
inefficiency problem since much of the inefficiency could be traced to the architecture
(instruction set) of the avionics computer. In 1969 the development of the SKC2000
computer was begun. This computer was designed to eliminate the inefficiency caused
in HOL object code by the architecture of the computer. The singular success of this
design was proven when the SKC2000 (AN/AYK13) was used for the central GN&C functions
on the B—b aircraft using the JOVIAL J3B language. Based on this experience , Boeing
concluded that the SKC2000 computer was 25% more efficient than its nearest contemporary
competitor in both speed and memory utilization .

Based on this successful experience, among others, the U.S. Department of Defense
decided to encourage the use of HOt for avionic computer software and other computers
embedded in weapon systems. Toward that end, DOD Directive 5000.29 (reference 8) was
issued in 1976, stipulating that an HOL must be used in the development of weapon
system embedded computer software unless a life cycle cost analysis revealed that it
was not cost effective. Shortly thereafter , the DOD issued Instruction 5000.31
(reference 9) which addressed the uncontrolled proliferation of languages used in
weapon system applications . Until that time, a wide variety of languages had been
used with little tendency to standardize. This situation discouraged weapon system
computer suppliers from investing in the development of a compiler for their products
since the probability of realizing a return on their investment was slight.
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By 1976 Singer-Kearfott had decided that it was feasible and cost e f f ec t ive  to
use an HOL for the development of software for the avionic microcomputers (the SKC3000
series) used in their GN&C products, including products for: inertial navigation ,
doppler navigation , TDMA communication , weapon delivery ,  ICNI , hybrid navigation ,
missile guidance , and flight control. But first it was necessary to apply the lessons
learned with the SXC2000 computer in the generation of efficient object code to these
subsystem applications. Toward that end , the design of the SKC312O microcomputer,
which used commercial bit—slice microprocessors , was adapted to handle an enhanced
version of the SKC2000 (AN/AYK13) instruction set and was redesignated the SXC3121
one—card microcomputer. Through the drantat’c advances in LSI circuit technology,
it was now possible to implement a superset of the proven SKC2000 instruction set on
a single electronics card.

Since it was decided to use this enhanced instruction set for all Kearfott computer
and microcomputer products, it was desirable and cost-effective to develop an HOL
compiler for use in this wide range of subsystem products. Such a development would
permit Kearfott to reap the benefits of an HOL in all subsequent s~’stem designs,
including those for which an HOL would not be cost-effective if it were necessary to
fund the development of a compiler for the candidate system alone.

LANGUAGE SELECTION

But what language should this company-funded compiler process? Since the DOD
Instruction 5000.31 listed only seven languages which would be acceptable for future
weapon system embedded computer software , we constrained our selection to one of these
seven languages. One of them, COBOL, was immediately eliminated since it was clearly
inapplicable to the computations required of Kearfott ’s GN&C products, having been
developed for business data processing . There remained six acceptable languages to
evaluate, namely:

1) JOVIAL 33 - developed by the US Air Force for
Command & Control applications

2) JOVIAL 373 - developed by the US Air Force for
avionics applications

3) CMS2 - developed by the US Navy for shipboard
Command & Control

4) SPL/I — developed by the US Navy for signal processing

5) TACPOL - developed by the US Army for gunfire control

6) FORTRAN - the most widely used HOL for scientific applications

We reluctantly omitted the 338 dialect cf JOVIAL from consideration because the DOD did
not include it in the list of acceptable languages despite its record of signif icant
success in the B—b application (with the SKC2000 computer) and the F-b6 application
(with the Delco 14362 computer) prior to the issuance of DODI 5000.31 and its selection
for the 852G update on a waiver basis. More recently (1978) we have seen the USAF
develop a revised definition of 373 to include the best features of the J3B and J73/I
dialects of JOVIAL to yield a superior language for avionics applications . Their plans
also include the development of software to support a largely automatic translation
from J3B or J73/I to the syntax of the revised J73 language. If carried to fruition ,
this effort promises to provide a single JOVIAL language for Air Force avionics appli-
cations and which may (perhaps with some further modification) also supplant the J3
dialect. However , these developments were not known in 1976 when the language
selection for Kearfott’s HOL compiler was being made , so wh ile J38 was included in
our tabulations of language features it was not seriously considered due to its
rejection at that time by the DOD.

After considering all the factors which were deemed relevant , the FORTRAN language
was selected for implementation . This was a somewhat surprising choice since all the
Kearfott software engineers consulted in the study were initially reluctant to seriously
consider FORTRAN due to its image of being an archaic language with no “realtime”
features and which is singularly unsuitable for structured programming . However, these
apparent disadvantages were subsequently successfully addressed after FORTRAN became the
leading candidate based on the considerations outlined in Table I and discussed below :

1) ANSI Standard FORTRAN has been successfully used since 1967 by Kearfott
for realtime programs used in automatic test equipment. This experience
led to the conclusion that the language is acceptable for avionics work.
However , all the other candidate languages were considered superior to
FORTRAN for avionics applications with the inaguages 373 and SPL/I being
particularly well suited since they both were modern languages with the
appropriate structured programming constructs ,as well as the ari thmetic
and logical constructs which are necessary for programming control systems.

2) FORTRAN has bee,i almost exclusively used by Kearfott for avionic system
performance simulation and algorithm development. The use of FORTRAN

hik h for programming the avionic computer would permit many airborne computer
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2) Continued

source modules to be directly used in these simulations thus achieving a
very significant cost reduction. This cost reduction would result not
only from the savings in the cost of programming the module twice , but
also from the decrease in program bugs which must be detected in the
expensive lab integration activity due to the fact that the simulated
module is not identical to the operational module. Further cost reduc-
tions accrue because Kearfott’s System Anslysts ar~ already f luent in
FORTRAN and are therefore well equipped to partic~~ate in walk—throughsof the operational program to detect conceptual e -rors at an early
development stage. Furthermore , the simulation auvantages envisioned
by SKD would likely accrue to our customers as well , since their simu-
lation programs are probably also in FORTRAN and their personnel well
versed in its use.

3) The cost of developing a compiler is a very signi f icant factor when
the funding source is a limited IR&D budget , so the relative cost of a
compiler for the various languages was given serious consideration. We
were particularly interested in developing a compiler which would be host
computer portable since we intended to deliver the product to a variety
of unspecified customers , with varying host computer types and configuration.
The cost of developing a portable FORTRAN c3mp iler was determined to be
significantly less than the cost incurred in the development of any other
compiler. For example , the cost of developing the J3B compiler for the
SKC2000 was approximately $400K. The cost of compilers for the other
languages would be even higher , in some cases approaching $700X. FORTRAN
compilers are generally much less expensive, since so many of them have
been developed that their development techniques are well known and in
many cases a specific design exists. Therefore Kear fot t  was concluded
to have sufficient resources for independent development of a FORTRAN
compiler. J3B is the only language whose compiler development costs
approach that of FORTRAN . As mentioned earlier , an excellent 338 compiler
has already been developed by Sof tech for Kearfott ’s SKC2000 computer.
However, the compiler is only portable to host machines with a compatible
AED compiler since the J3B compiler was developed in AED language.
Development of a trily portable version would be more expensive than a
FORTRAN compiler.

4) It was Kearfott’s plan to develop the selected compiler over a two or
th ree year period with incremental funding from each year ’s IR&D budget.
If the design were conducted at Kearfott facilities , not only would
incremental fund ing be faci l itated but it would encourage e f f e ctive joint
optimization of the compiler code generator and the airborne computer ’s
instruction set. Consequently , we determined that another signif icant
factor in the selection was the relative suitability of the candidate
compilers for development at Kear fott facilities with incremental funding.
FORTRAN ~ as particularly well suited for development in this fashion
since its design could be easily handled by personnel who had worked on
earlier support software for Singer—Kearfott airborne computers. Even
338 required a substantial subcontract to adapt its compiler to the
SKC3121 instruction set and to make it host machine portable. All other
candidate languages were even less suitable in this regard since they did
not have the benefit of an existing SKC2000 compiler to serve as a baseline.

5) Training costs would be practically non-existent for both Kearfott appli-
cations programmers and customer personnel. Even new graduate engineers
now have a significant knowledge of FORTRAN so it would be a simple matter
to become acquainted with the subset dialect to be selected by Kearfott.

6) FORTRAN is the only language known to be in use by all the DOD services
and NASA. consequently, an investment in FORTRAN is not uniquely directed
at a language used only by one agency . While there is no assurance that
the FORTRAN language is acceptable for any particular future procurement ,
its use will  l ikely receive serious consideration if a FORTRAN compiler
were readily available from SKD (or any other computer or system vendor).
The investment in any other single language would be much less likely to
be accepted since agencies other than the original language sponsor would
probably not consider its use.

- -~~~~~~-~-L- ~~~~~~~~~~
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Now that we have identified these significant advantages for the selection of
FORTRAN as SKD’s avionics HOL , what about the negative aspects mentioned earlier?
Before selecting the FORTRAN language we carefully considered each of these “problems”
and resolved them as outlined below:

o Lack of “realtime” facilities - While FORTRAN is lacking in special
constructs to enhance its suitability for realtime programming , this
deficit has not proven to be a signi f icant  deterrent to Kearfot t’s
widespread use of FORTRAN for realtime programming in the minicomputer
environment (e.g., HP2 100 , PDP-ll , etc.). Since 1967 we have made
extensive use of FORTRAN to develop realtime programs for automatic
test equipment and special purpose data reduction la~oratory facilities.
Whatever disadvantages are presented by the FORTRAN language in this
environment have been easily circumvented by the occasional use of
Assembler language modules. In no case did the magnitude of this
assembler language code become so appreciable as to warrant reconsi-
deration of the use of FORTRAN for the majority of the code. So it
would seem that the FORTRAN language is more than adequate for realtime
applications. In fact it is possible to augment the basic capabilities
of FORTRAN with special realtime features (as will be discussed later)
without sacrificing ANSI Standard compatibility. : -

o Unsuitable for Structured Programming - FORTRAN , as defined by the 1966
ANSI Standard (reference 3), was not a block structured language and
therefore did not include the basic Structured Programming constructs
(IF THEN ELSE, DO_WHILE, etc.) but did include the infamous GOTO
statement which permits (encourages?) development of unstructured code.
Our f irst reaction to this allegation was the realization that the
absence of the block structured constructs did not preclude the design
of well structured FORTRAN programs. In fact, there were many examples
of properly structured FORTRAN programs in our recent experience. Our
second reaction was the realization that the on—going FORTRAN standardi-
zation activity had recognized this problem and was taking steps to
alleviate it. Since then , a new ANSI Standard has been issued (references
2, 4, 5) which defines FORTRAN 77 to include an IF THEN ELSE form, as —

well as other language improvements . The standards committee is also - -

continuing to work on further language improvements (including DO WHILE,
CASE , local Procedures , etc.)  for inclusion in the next version o? the
standard , expected to be released in about 1982 . It is clear , then ,
that the FORTRAN language will continue its evolution toward the more
modern languages such that their d i f f erences wil l  gradually fade away
as will  the rationale for rejecting the selection of FORTRAN on this basis.

Having thus resolved the two negative allegations against FORTRAN , we were able
to select it as the baseline for the language to be processed by the Singer-Kearfott
HOL avionic compiler. We further decided to select a subset of the language for
implementation which was particularly well suited for avionics applications but
which minimized the complexity of the compiler . The compiler was designed to
facilitate inclusion of the new language constructs with minimum effort. However,
to preclude the development of a non-standard dialect, the new constructs should not
be included unti l they have been incorporated in a released ANSI Standard or at
least until the standards committee has stabilized on the recommended construct.

DESIGN OF THE FORTRAN LANGUAGE

Once the selection of FORTRAN as the baseline HOL for avionics was made in 1976 ,
it was next necessary to tune the standard language somewhat to optimize it for
avionics applications. Our goal in this tuning phase was to develop a pure subset
of ANSI FORTRAN which wou ld hopef ully also be a pure subset of the yet to be released
FORTRAN 77 ANSI Standard . Where it was desired to add a capability which is not
included in the ANSI Standards , the intention was to add it in such a fashion that
compatibility with the ANSI Standards was preserved . This approach should circumvent
one problem encountered in the 1966 ANSI Standard where the smaller version of FORTRAN
def ined by the standard and designated Basic FORTRAN was NOT a pure subset of the full
FORTRAN language which it also defined . These goals were very well met by the realtime
avionics dialect of FORTRAN which was developed for Singer-Kearfott computers and which
was designated SKC FORTRAN.

The first problem addressed in defining SKC FORTRAN was the existence of
pa tholog ical syntax problems in ANSI FORTRAN which date back to its oriqinal syntax
def i n i t ion  in 1957 , many years before our ability to analyze lanquage structure had
matured . Based on theoretical developments since then we now see that the majority
of these patholog ical syntax problems in FORTRAN can be traced to a single FORTRAN
syn tax f e a t ure , its treatment of the “blank” character. The original definition of
FORTRAN permitted a blank character to be inserted or deleted from a source proqram
in any position (except Hollerith strings) with no effect on the interpretation of the
source code . In other words , the syntax definition was to be entirely insensitive to the
or~.’l;rence of b]ank characters in the character string which defines the FORTRAN sourceor ogram Since this feature of the FORT RAN grammar ser ved no apparent beneficial purpose
and s ince it s i g n i f i c a n t l y  comp licated the compiler design task , we decided to make a
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modification for SEC FORTRAN which solves the pathological syntax problem while
retaining SEC FORTRAN as a pure subset of the ANSI Standards. It was decided that
the blank character should have some limited syntactic significance. In SEC FORTRAN
it is not permitted to embed a “blank ” within a keyword or variable name. Also , the
first keyword in a statement must be terminated by either a blank or a FORTRAN
punctuation character (such as + — * /). These simple restrictions , which correspond
to almost everyone’s normal coding practice, served to eliminate the difficult syntax
probl ems of FORT RAN , while permitting SEC FORTRAN source code to be compiled by any
ANSI Standard FORTRAN compiler without difficulty (the proof that pure subsetting
had been retained).

The next issue addressed in designing the SKC FORTRAN language was input/output.
How should the language support the I/O needs of avionica applications? An important
factor here is the fact that input/output requirements for avionic applications can
vary over a very wide range. For example, I/O for an avionics application may be
limited to the rudimentary binary I/O typical of small unmanned vehicles or may consist
of a complex I/O system with mass memory communication and heavy human interface
typif ied by the B-b central GN&C system or may consist of multiple bus interfaces to
ach ieve highly reliable, fault-tolerant I/O typified by the Space Shuttle GN&C system
or a digital fly—by-wire system for aircraft. Due to this wide disparity in I/O
requirements, it was decided to delete the conventional F~DRTRAN input/output constructsfrom SEC FORTRAN , leaving that function to be handled by subprograms which could be
easily called by SEC FORTRAN and which could be tailored to each application. In this
regard we followed the precedent set by all JOVIAL compilers and most realtime languages
and retained our adherence to strict subsetting with ANSI Standard FORTRAN since all
I/O operations in SKC FORTRAN appear as normal FORTRAN subprogram calls.

ANSI Standard FORTRAN also contains a couple of features which are well known
violations of good programming practice , as well as being difficult to implement.
The f i rs t  of these is the capability to leave the range of a DO loop using a GOTO
statement and then to return to the range of the loop while retaining a]l loop counters
intact. This capability is referred to as the “Extended Range of a DO loop ” and can
be the cause of singularly unreadable code. The second such feature is the full
FORTRAN EQUIVALENCE capability, which permits variable names to be equated thus
causing a sharing of a memory location by the two variable names. When the EQUIVALENCE

• is used for entries in tables or arrays , it is very possible for memory allocation
problems to arise since the equating of names then reduces to an implicit decision by
the programmer to allocate memory manual ly .  In many cases , the HOL programmer is not
ful ly aware of all the constraints which must be satisfied by a correct memory
allocation , nor should he be. This can lead as a minimum to FORTRAN code whose intent
is not easily discerned or to obscure programming errors in the worst case since the
memory allocation actions are difficult for the HOL programmer to predict. Since each
of these features is a prime source of poor programming practices , is d i f f icult to
implement, and provides only slight redeeming benefi t, it was decided to delete both
from the defini t ion of SEC FORTRAN .

We next considered two features of Standard FORTRAN which have applicability to
some avionics applications but which are implemented in such a special fashion in
FORTRAN that we were hesitant to invest money to include them in SEC FORTRAN . The
first of these is the very limited Hollerith data capability found in FORTRAN . Since
we knew that the ANSI Standards committee was planning to incorporate the CHARACTER
data type in FORTRAN 77 and since this is a much more satisfactory approach than the
limited Hollerith constructs, we decided not to invest in Hoblerith constructs for
SKC FORTRAN. A similar situation existed for the Statement Function in FORTRAN.
The Statement Function provides the capability to define a callable Function using a
single FORTRAN statement. Since the Statement Function can be significantly more
efficient than the more conventional Function Subprogram (due to implicit argument
transmission), it represents an atLrac~ ive capability for avionic programming .
However, since its scope is limited to a sing le assignment statement , its appl icabil i ty
is relatively infrequent. After much consideration it was decided that the Statement
Function would not be implemented in SEC FORTRAN due to its restrictive definition .
However , we also decided to define a more general approach to the implementation of
local subprograms in FORTRAN and to implement this capability in a subsequent version
of SEC FORTRAN . This definition was prepared under the title Local Procedures and
was incorporated in the Language Reference Manual (reference 1). A copy of the
definition was supplied to the ANSI Standards committee , on their request, for
consideration in the next update of ANSI Standard FORTRAN . We believe the Local
Procedures capability provides a more powerful alternative to the Statement Function

• capability .

In addition to the subset restrictions described above , we also decided to
eliminate or delimit a few FORTRAN language features due to their inapplicability in
the typical avionics problem. Among these are the decisions to delete the COMPLEX data
type and to limit arrays to two dimensions initially and three in the later version
of SEC FORTRAN .

~~~~~~~ ~~~~~~~~~~~~~ - --•~~~~~-~~~~~~ ~~—-~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~



Finally, we addressed the various proposals to extend the SEC FORTRAN language
to provide new capabilities , including the ability to handle packed single bit
variables, angles expressed in Binary Angular Measure (BAN) , logical operations and
the handling of large data tables in memory . These issues were approached very
conservatively due to our strong desire to retain compatibility with the ANSI Standard.
The principal conclusion of these deliberations was a compromise approach which
permitted all the listed capabilities to be provided without violating the ANSI
Standard. The desired capabilities were translated into the form of a set of intrinsic
functions which would be recognized by the SEC FORTRAN compiler , which would in turn
generate tailored in-line code for each function, often based upon a special SKC3121
instruction designed for this purpose. The source code which invokes these specialr functions could also be compiled by any ANSI FORTRAN compiler and executed in
conjunction with a run-time support library to which these FUNCTION Subprograms have
been added. Since the added FUNCTION ’s can be easily written (even in ANSI FORTRAN

• if desi red) , we have succeeded in maintaining strict ANSI compatibility although the
capability of the SKC FORTRAN compiler has been significantly enhanced for avionic
problems while retaining very high memory and speed efficiency. It is interesting to
note that the Purdue Committee for Industrial Realtime FORTRAN (reference 6) adopted
this identical approach for most of these “bit manipulation ” functions , subsequent to
Kearfott’s selection of this approach in 1976. Consequently , SEC FORTRAN is highly
compatible with the proposed definition of Industrial Realtime FORTRAN.

A couple of proposed extensions were not implementable as FORTRAN FUNCTION ’s.
Most modern FORTRAN compilers permit mixed ‘“..de arithmetic expressions and it was
desired to include this feature in SEC FORTRAN although it was not permitted in the
1966 ANSI Standard. The 1966 Standard also limited the length of the names of
FORTRAN variables to six characters. This presented a significant restriction to
the use of readable variable names which is not present in any modern programming
language. It was decided to incorporate both of these features in SEC FORTRAN despite
the fact that they were not covered in the 1966 Standard since it was highly l ikely
that both would be included in the FORTRAN 77 Standard and both would be very d i f f i c u lt
to implement in SEC FORTAN on a retrofit basis. Even if they were not included in
the new Standard , they did not clash with any competitive language forms so no duality
of meaning would be encountered in the future (as was encountered with Basic FORTRAN
in 1966) and it would be an easy matter for SKC FORTRAN programmers to avoid these
extensions by convention if strict ANSI FORTRAN code was desired. In the final
analysis we were 50% successful in this gamble , since mixed mo’~~ arithmetic WAS
included in the FORTRAN 77 Standard but it did not permit variable names longer than
six characters. We hope this singular omission will be corrected in the next update
to the FORTRAN Standard.

One other feature of the selected SEC FORTRAN language semantics is different
from many commercial FORTRAN compilers although it is not a violation of the 1966 ANSI
Standard (which is silent on the subject). The indicated feature is the storage of
local subprogram variables in a temporary data area which is allocated on entrance to
the subprogram and released upon exit from the subprogram . This feature is indis-
pensable for the development of reentrant subprograms which are of great utility in
realtime computer applications. Ordinarily this feature is transparent to the
programmer , unless he assumes in his program that his prior local variable values have
remained unchanged between two invocations of their defining subprogram. So long as
he avoids such an assumption in his program, no problems shall be encountered in using
the same subprograms in both SEC FORTRAN and commercial FORTRAN compilers. It is
important to note that the ANSI Standard for FORTRAN 77 has corrected the omission in
the 1966 Standard and has stipulated that local variables in subprograms be allocated
in temporary memory , and so is compatible with SEC FORTRAN.

In summary, then , we have designed an avionics dialect of the FORTRAN language
which is a strict subset of FORTRAN 77 except for the inclusion of long variable
names and Local Procedures. The first of these features has been implemented in
Version 1 of the compiler and it is tentatively planned to implement the second in
Version 2 of the compiler. We also believe there is a high probability that the next
update to the FOP.TRAN Standard will remove these deficiencies .

RESULTS AND CONCLUSIONS

The development of Version 1 of the SEC FORTRAN compiler was successfully concluded
in late 1978. It is currently undergoing its initial shakedown on a couple of in—house
activities prior to its use on several proposed system developments for external
customers. To date we have seen a clear demonstration that the major design goals
were effectively met and have been particularly gra.ified by the high level of object
code efficiency achieved without global optimization and prior to the incorporation of
the register allocation directives. To illustrate this point, we are conducting a
series of benchmark analyses to quantify the code efficiency of the compiler. A partial
summary of these results is shown in Table II. This tabulation compares the size of
the object code required for three benchmark routines which are encountered in avionics
systems programming. The computers covered include the IBM 370, the SEC3121 and several
commercial minicomputers. Note that three of the compilers used were the result of
very substantial investments to achieve automatic optimization , namely : FORTRAN H
Extended for the IBM 370, FORTRAN Plus for the PDP-bl and FORTRAN VII for the Perkin-Elmer
(Interdata) Computer. However , in all cases they were beaten by the SEC FORTRAN compiler ,
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often by substantial marg ins. While it is obvious from these figures that the
SKC FORTRAN compiler does not introduce any significant inefficiency in the object
code , we do NOT mean to imply that the SEC FORTRAN compiler does a better job of
optimization than its expensive competitors listed above. The primary reason for
the superior object code statistics is the architecture (instruction set) of the
Singer—Kearfott computer products. In fact, if a comparable investment in global
optimization were made for the SEC FORTRAN compiler , we would expect these benchmark
results to improve even further.

With these goals clearly accomplished , it remains now to demonstate that the
goals of host computer portability and HOL fb-sxibibity were also successfully met.
Since we have high confidence in both areas, we are considering two activities which
will clearly verify the compiler ’s performance in these areas. The first is the
transporting of all Eearfott computer support software , including the SEC FORTRAN
compiler , to a large minicomputer host processor, the PDP-ll. The second is the
adaptation of the compiler to handle a subset of the revised JOVIAL J73 language ,
once its specification is finalized. These two effor ts , if successfully concluded ,
will clear ly demonstrate the accomplishment of every compiler design goal.
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TABLE I

Language __________ ____________ __________ ________ - __________ ___________
__________- 30VIAI. JOVIAL JOVIAL

Feature FORTRAN J3B J73 J3 CMS 2 TACPOL SPL/ I

In cluded inr Door 5000.317 Yea No Yea Yes Yes Yes Yes

Language
Capability Acceptable Good Very Good Good Good Good V.ry Good

Performance Simulator
Commonality Very Good Poor Poor Poor Poor Poor Poor

Port able Compiler
• Development Cost Lowest Modest High High High High High

Can Compiler develop-
ment be incrementally
funded? Yes ho No Ho NO No No

SlI D Maintenance
Capability Excellent Fair Pair Fair Fair Fair Fa ir

Progra~~er TrainingColts None Modest High High High High High

Used by which Service ALL USA? USA? USA? USH US Army USM

TABLE II

BENCh MARK RESULTS

LOCAL OPTIMIZATION IMP LE MENTED

~~ SEC FORTRMi V 1.01

GLOBAL OPTIMI ZATION NOT YET IMPLEMENTED

BENCHMARK $1 BENCHMARK $2 BENCHMA RK 83 4
RANGE S BEARING SEEKBUS COORD . COMA’. DIAS GN&C

IBM 370 FORTRAN 0 439 (402 %) 540 (2 94 %) 2 4 4 5  (3 8 4% )

IBM 3 70 FORTRAN HX 345  (338% )  519 ( 2 7 3 % )  1534 ( 2 5 4 % )

INTERD ATA FORTRAN VII 168 (165%) 370 (195%) 1058 ( 175%)
8/32

DEC POP 11 FORT RAN IV + 165 (162%) 268 ( 14 1%) 963 ( 159%)

liP 2100 FORTRAN IV 211 (207 %) 306 (161%) 1143 (189% )

SKC2000 “FORTRAN” 157 ( 3 5 4 % )  237  (125%) 764 ( 127%)

SKC3121 SEC FO RT RAN 102 (100% ) 190 (100%) 603 (100%)

SUMMARY TABULATION OF INSTRUCTION MEMORY REQUIRED
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AN OBSERVER SYSTEM FOR SENSOR FAILURE DETECTION AND ISOLATION
IN DIGITAL FLIGHT CONTROL SYSTEMS

by

NORBERT STUCXENBERG
INSTITUT FUR FLUGFUHRUNG , DFVLR , FLUGHAFEN

i) 3300 BRAUNSCHWE IG, GERMANY

Summary

For the sensor part of a flight control system a sensor failure detection and isolation
concept is presented based on analytic redundancy. A conventional triplex sensor system
is replaced by a duplex sensor system with - ut loss of the fail-operational property. In
the case of a sensor failure deterministic Luenberger observers provide the information
about which of the two sensors of the duplex system actually failed. The proposed concept
is applied to a command and stability system of a flight control system.

1. Introduction

In flight control systems a high reliability is usually achieved by using multiple devices
in the vital parts of the system. An example of this well established redundancy concept
is shown in fig. 1 , where a triplex sensor system combined with a voting mechanism is
applied for the measurement of two output signals yj and Y~

. In the case of a sensor
failure the respective voter selects from the three sensors of either sensor type the
correct signals based on a 2 against 1 decision. Hence a high probability of a correct
measurement is achieved.

However it is obvious, that the concept of redundancy is expensive due to the multipli-
cation of the sensor hardware. In order to reduce these costs, several methods have been
developed , refs. (1), (2), (3), based on certain assumptions about the plant and the
signals involved in the process. The general objective of all these techniques is to
replace the hardware redundancy by the socalled analytic redundancy, which is realized
in the processing section of a control system .

In this way for a flight contrdl system a concept for the detection and isolation of SFs
is proposed omitting the third sensor in every signal path of the triplex system of
fig. 1. Nevertheless the sensor system shall keep its fail-operational capability which
shall be achieved by analytic redundancy performed by deterministic observers. Special
attention is directed to the problem of observer performance under the influence of
unmeasurable external disturbances.

2. The system structure

Fig. 2 shows the structure of the complete system, consisting of the plant, a duplex
sensor system , a controller , two observers and a logic for the detection and isolation
of sensor failures (SF).

In the linear plant are

- • A system matrix x state vector
B control matrix u control vector
C output matrix y output vector
D disturbance input matrix z disturbance vector

The output matrix C is defined such that the resulting output vector y contains suffi-
• d ent information about the state x of the plant as it is used for the control problem.

The output vector y is measured by sensors which are put into a duplex configuration in
such a way that two identical sensor packages SP1 and SP2 arise. Hence either SP in—

• cludes one sensor of every sensor type (ST). As long as no SF occurs , the resulting two
measurement vectors y1 and y are identical. A SF in a sensor of SP1 or SP2 is defined
as an additive signal and re~resented in the failure vector v1 or v2 reapectively .

The controller represented by the feedback matrix R is designed such that the closed
loop control system gets certain desired properties , i.e. a good response to the command
input u and a sufficient suppression of the disturbances z. Prior to a SF—isolation ,
which i% performed in the SF-logic, the feedback loop is exclusively connected with the
sensor outputs of SP2, as it is shown in fig. 2.

For the purpose of the SF-detection two deterministic Luenberger observers are separately
connected with the SPa. Either observer independently generates state vectors ~ and ~as estimates of the state vector x of the plant. For the SF—detection the innovation 2
vectors n 1 and n, are used as it is indicated by the signal paths from the observers
to the SF-logic !n fig. 2.

—• -~~~~~~ - —-~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~ - - ~~~~~~~~~ - -
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6.2

With the usual applications of observers the estimated state vector R is used as an input
vector to the controller in order to improve the eigendynamic of the control system in a
certain optimal sense. However, disturbances and parameter variations deteriorate the
estimation performance and by that also the control performance. Therefore under those
circumstances the application of observers in that way is rarely of practical use. But
in the structure shown in fig. 2 the sensor outputs are directly used for the feedback - -

loop , as it is mostly performed with flight control systems. The observers are completely
separated from the control loop and exclusively used for the SF—detection.

3. Operation of the SF-logic

The SF-logic is divided in the two parts SF-detection and SF—isolation. The operation of
the detection part is based on the relations between the command vector u0, the disturbance
vector z , the SF vectors v1 and v2 on the input side of the system and the measurement
vectors y1 and y2 and the innovation vectors n1 and n 2 on the output side. These
relations are given by the state equations of the control system and the error systems of
the two observers, which are derived from fig. 2.

Control system

(3 .1 )  * (A-BRC)x + Dz - BRv2 + Bu~
(3.2) y1 = Cx +

(3.3) Cx + V
2

Error System of observer 1

(3.4) = (A—KC)m 1 + Dz — Ky
1

(3.5) n1 
m + v 1

Error System of observer 2

(3 .6)  = (A-KC)m 2 + Dz - Ky 2
(3 .7 )  n 2 = 

~ “2 + V
2

The error vectors m 1 and m2 are defined as

( 3 . 8 )  m 1 = x - ~~~1, m2 = x — R 2

As fig. 2 shows, the innovations are used as inpu t signals to the SF-logic. This is done
due to the following properties which can be derived easily from the state equations:
The innovations as output signals of the error systems are not influenced by the command
input u , but only by the disturbances z and the SFs v1 and v,. As far as the relations
to the gps are concerned , the state equations show, that the Innovations n1 of the f irst
observer are related to SFs of the first SP only. Equivalently the innovations n2 of the
observer 2 correspond to the second SP. The effect of the disturbances on the innovations
can be assumed to be finite. Hence, thresholds in the different innovation signals can be
defined as their individual maximum response to disturbances.

These statements are the basis for the SF-detection scheme shown in fig. 3. There the
vector signals of fig. 2 are partly transformed into a scalar representation for
clarification purposes. The SF—detection is performed in the following step by step logic:

1 . The output of a sensor i of the SP1 is compared with the output of the sensor i of SP2,
yielding the difference signal 

~yj. When one of the two sensors of the ST I fails , the
comparison shows a nonzero difference t~yi. Thus the failed ST is detected .

2. Which of the two sensors actually failed , is identified by the above discussed effect
of SFs on the innovation vectors. Whun one or more components of the innovation
vector n1 exceed their previously defined disturbance thresholds niT or n.rn, respectively,
it is certain that the SF is within the SP1 . Equivalently a SF of SP2 is fdentified by
the corresponding innovation signals n12 or nj2.Thus the failed sensor is localized, since its ST and its 5? are known.

When a sensor detected as failed has to be isolated , it is switched off. Its output signal
~s rep 1aced by the outpu t of the corresponding sensor of the same ST but of the respective

A - •~~
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4. Requirements

For the application of the described SF—detection logic it has to be verified that the
control system is sufficiently protected against the effects of SF8. Due to the nonzero
disturbance thresholds of the innovations the SFs also can reach finite values before
the failed SP is indicated by the innovations increasing beyond their thresholds. Mean-
while the SFs can have caused a deviation in the control system . Now, it has to be deter-
mined , how much offset from the nominal path due to SF8 should be allowed.

The nominal path of the control system is defined by the command input uc(t). Deviations
arise both from external disturbances and from SF8. From an engineering point of view the
deviations due to disturbances are as undesired as they are due to SFs. Hence it is fair
to say that the control system output resulting commonly from SFs and disturbances should
not exceed the range defined by the maximum response to disturbances only.

The state equations derived in chapt. 3 show the SFs as input signals to both the control
system and the respective error system. The effect of a SF is defined by the responses of
the respective system outputs. These responses are determined by the chosen feedback matrix
R for the control system and by the observer gain matrix K yet to be defined for the
observer. Secondly,  the responses depend on the signal character of the SFs. As far as
the SF itself is concerned assumptions about its signal character are not given. Hence the
SF—detection has to overcome all kind of SFs. For the observer dynamic an appropriate
observer gain matrix K is required such that the innovations as output signals of the
respective error system localize a failed sensor in the described way before the control
system leaves its above defined range.

5. The observer gain matrix K

The state equations of chapter 3 show that the control system is affected by a SF via the
feedback matrix R in the same way as the error system is via the observer gain matrix K.
This dual effect of a SF on the two systems suggests to chose the observer gain matrix K

• such that the dynamic of the observer becomes equal to the one of the control system . Hence
the matrix K is defined by

(5.1) K = BR

The result of this determination shows up by the following comparison between the state
equations of the two systems. But instead of applying the SF—vector v1 or v2 respectively
as it is represented in chapt. 3, a specific SF—signal 

~i2 
is used representing a failure

in the sensor of ST I and of SP2. (For simplification reasons the index 2 is omitted in
the rest of the paper.)

Control system:

(5.1 ) f = (A-BRC)x - (BR) i ~~ 
+ Dz + Buc

(5.2) 
~i 

= C~ + vi

(5.3) Yj 
= C]x i 3’ 1

Error system:

(5.4) ih = (A-BRC)m — (BR ) i v~ + Dz

(5.5) = C~m + v~
(5.6) flj 

= Cjm , j 36 i

These equations show that the state x of the control system and the state m of the error
• system respond equally to both the external disturbances z and a SF vi. By that the

measurement signals Yi and y1 and the innovation signals nj and n.j are identical. This
result has a considerable effect on the SF-detection , which is discussed here using the
time histories shown in fig. 4.

Given is the desired command response of the controlled plant output. Due to disturbances
the system oscillates around this desired nominal path with a certain maximum deviation .
When a SF occurs, the control system may increase beyond its disturbance range. Now, due
to the special choice of the observer gain matrix , the innovation n becomes identical to
the disturbance + SF response of the control system . That means first , the maximum
deviation of the control system due to disturbances can be defined as disturbance threshold
for the innovation. Secondly when a SF drives the control system beyond an unusual high
deviation from the nominal path, the innovation exceeds its disturbance threshold as well,
by that indicating the failed sensor . On the other hand , if the SF—influence on the control
system is low, then there is no need for an indication. By that all kind of SFS are
covered as far as their influence on the control system is severe. 

~~~~~~~~~~~~~ _______
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6. Critical failure frequencies

The result of the previous chapter is based on the identity between the outputs of the
control system and of the error system. Thus the measurement signals y~ and yj do notexceed their disturbance range unless the innovations localize the SF. Hence the control
system seems to be sufficiently protected against SFs.

However it is not the measurement signal which has to be protected but rather the plant
• outputs represented as Cix and C~x in equ. (5.2) and equ. (5.3). For the nondiagonalrelation C~x/vj and nj/vj with j ~ i the discussed identity still holds. However in the

diagonal relation Cjx7vj and nj/vi the identity is disturbed , as it is ind icated by the
additive failure signal v1 in the output equation (5.5). Under certain circumstances this
happens possibly in a way, that in equ. (5.5) a compensation of the SF vj and its response
Cjm takes place. By that a SF vj would drive the plant output Cjx further than it would
be indicated by the diagonal innovation n1. To discuss this problem, the relations between
the SF vj and the plant output Cjx on the one hand and the innovation on the other hand
can also be expressed in an equivalent relation where the innovation nj is def ined as a
new input signal. The corresponding state equations are:

(6 . 1 )  ih = (A—BRC + (BR) 1 C1)m — (BR) 1 n1

(6.2) C~m = Cix

(6 .3)  C~m = C ~x = n ~ , j 3 ’ i

For a given system it has now to be examined if there exist input signals f lj  which generate
output signals ~.jx ‘ nj. This can easily be done in the frequency domain with the cor-
responding transfer function C1x/n~~(N). If the amplitude plot Cjx/njI (u~) shows a confi-guration like that in fig. 5 with values Cjx/njI>1 , then SFs vj synthesized with
frequencies from the critical range compensate their effects Cjm in equ. (5.5) as mentioned
above.

The critical frequency range of fig . 5 is expected to cover the vicinity of the eigen-
frequency of the system defined in equ. (6.1). This case actually exists, if the sensor of
ST i fa ils completely, i.e. the sensor generates a constant signal independently of the
system state x. This failure case is the wellknown hardover failure. Hence the problem
of th~ cr itical frequency range is no~ at all arbitrary.

This problem can be overcome if a coupling from the diagonal output Cix to a nondiagonal
C.jx exists in the hardover system defined in equ. (6.1). In this case a SF vi cannot drive
the output C jX too far away from the desired path unless the output C3x and the innovationflj increase as well. Therefore the failed SP is identified eventually by the innovation
tm

)~

For cases where the SF-detection performed by the nondiagonal innovation n
~ 

is still too
poor , i.e. the plant output C1x deviates too far from itS nominal path , an improvement
of the SF—detection is proposed , as it is shown in fig . 6. A filter is connected at the
nondiagonal innovation n.j and specially matched to the critical frequency of the SF vi.
The bandwidth of this filter has to cover the critical frequency range defined in fig. 5.
Hence it is called “hardover filter ’ . After the disturbance threshold of the filter out-
put 

~jF 
is determined, the indication of the failed SP is run equivalently to the proce-

dure described in chapt. 3.

However the ~ipplication of the hardover filter is limited to systems where a sufficient
• high coupling from the plant output Cjx to another C~x actually exists. This coupling has

to be an inherent property of the hardover system.

The presented failure detection and isolation system is applied to a flight control system
for the lateral motion of the executive jet “HFB 320”. The state vector y, the control
vector u and the disturbance vector z are def ined as follows:

= 

side slip angle 
~ ; y = ; u Jaileron defl.~ ~ = 

side slip angle gust 
~g

bank 1 
r rudder def l .  

~ yaw rate gust r~

The plant matrices are :

-0.11 0.00 0.99 —0.15 0 -0.03 -0.11 0.00 0.99
— 0.90 —1.09 0.47 0 - — — 3.27 0.62 D — 0.90 —1.09 0.47A — —2.03  —0.1 2 —0.15 0 • — —0.24 —0.85 ‘ 

— 
—2.03 —0.12 —0.15

0 1 0 0 0 0 0 0 0

~~~~~ -——~~ -- — 
• •~~ •~~~~~ - . 
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The chosen control law is:

u = -Ry with R = ~g 0~4 
:

~~~:~~~ 
_ 1

)~OI

According to the presented concept the observer gain matrix is chosen as:

0 0.05 0
— — 1.31 1.68 3.27K — BR — 0.10 1.47 0.24

0 0 0

Fig . 7 shows the structure of the simulation arrangement. Hardware sensors are included
in the closed loop in order to test the system in a more realistic environment than it is
possible with a mere software simulation . For this reason two rate gyros for the roll and
yaw rates and one attitude gyro for the bank angle are mounted on a gyro test bed. This
SF represents the SP2 as it is introduced in fig. 2. The test bed itself is driven by the
roll rate p and the yaw rate r as output signals of the plant. The rest of the system
simulated in a process control computer corresponds to the structure shown in fig. 2.

The control system is designed as a command and stability system . Thus it has a good
response to the command signal given as the commanded bank angle. Furthermore an
acceptable suppression of the disturbances defined as gusts is achieved.

Fig. 8 shows the response of the three plant outputs p, r, $ after a step input in the 
-
•

bank angle command •c. These time histories are used as references when SFs are applied
in some of the next figures. All innovations n1 and sensor output differences ~yj usedas input signals to the SF—logic are close to zero yet, apart from a low noise level in
the sensors.

In fig. 9 disturbances are applied to the system. Since the observer gain matrix K is
chosen in the described special way, the response of the controlled plant is identical
to the corresponding innovation signals. The maximum values define the respective
disturbance thresholds of the innovations. In order to receive the maximum disturbance
responses, thunderstorm gusts (Dryden power spectr., MIL-F-8785) are applied. Due to
these disturbances the innovations do not exceed the thresholds 

~rT = 6°/s , n rT = 5°/S ,
npT = 4O~ The sensor output differences are still at zero due to the fact that no SF
has occurred up to now .

Failure case 1:
In fig . 10 a zero shif t  failure in the yaw rate sensor is applied , together with a step
input in the bank angle command •~ • The response of the control system signals and the
detection signals are shown , on the left side without an isolation of the failed sensor
and on the right side with isolation. The zero shift in the yaw rate sensor causes a
deviation of the bank angle essentially , apart from a slight influence on the roll and
yaw rates. The detection of the failed sensor is performed in the described two stages.
First, the sensor output differences of the two yaw rate gyros shows a distinct signal
at the time of SF—occurrence. Hence, the type of the failed sensor is detected. Secondly,
all three innovations of the observer 2 exceed their previously defined disturbance
thresholds. Therefore, it is certain that the failed sensor is located in the second SF.
The SF-detection is completed. With the activated sensor isolation , on the right side of
the picture, the control system recovers to the desired values.

Failure case 2:
A SF of the critical kind discussed in chapt. 6 is applied to the bank angle sensor of the
SF2. An investigation of the correspondina hardover system defined in equ. ( 6 . 1 )  shows an
eigenvalue close to zero. That means, the critical SF v, has a stationary signal character.Thus the critical SF in the bank angle sensor is drift. Due to the structure of the hard-
over system the bank angle • is following the false measurement in such a way that acompensation discussed in chapt. 6 occurs in the equ. (5.2) and equ. (5.5). Hence the

• corresponding innovation na does not indicate the drifting SF v,. Since in the hardover
system a small coupling from the innovation n~ to the innovation ~r 

still exists, the
concept of the hardover filter can be used. In this special case the proposed hardover
filter connected with the innovation nr has to be sensitive with respect to stationarysignals. Hence a low pass filter is chosen.

Fig. 11 shows the corresponding amplitude plot of a low pass filter with a time constant
T = 20 a. Due to the high gain at low frequencies and low gains over the rest of the
frequency range the filter output 

~rF 
is expected to show a distinct response when the

system is forced by a drifting SF v~. Disturbances however , represented by the flat powerspectrum S52 (w) will not cause an ec~uivalent response of the filter output nrF.

Fig. 12 and fig. 13 show the results in terms of time histories. The maximum value of the
filter output 

~rF 
due to the previously defined thunderstorm gusts is = 0.4°/s.

Fig. 13 shows the relevant signals of the system when it is forced by a SF v with a drift
rate of 0.1°/s. Prior to the SF-isolation the bank angle • follows the SF v~~such that inthe output equ. (5.5) of the corresponding error system the innovation stays at zero.
However, due to the described coupling the innovation nr is drifting , too. By that the
hardover filter Output 

~rF 
reaches its threshold and identifies the failed 5?. Then

4 —~-~ — •• -• -•.‘- — ---— 
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the failed bank angle sensor is isolated. The control system recovers without the bank
angle • itself having exceeded its admissible range.

8. Conclusions

For the sensor part of a flight control system a failure detection mechanism has been
derived based on analytic redundancy. With a duplex sensor configuration the fail—operational

• properties of a triplex system are achieved . In the case of a sensor failure the inno-
vation signals of two deterministic observers provide the information for the logical
decision about which of two sensors have failed actually. The observer gain matrix is
chosen in such a way that the observer dynamic becomes equal or close to the control system
dynamic. This is done in order to cover all kind of sensor failures as far as their in-
fluence on the control system is severe. In certain cases, depending on the structure of
the system, an additional filter has to be applied to overcome critical failure frequencies.
This method is successful as far as the failure signal still affects other outputs of the
control system.

Hardware sensors included in the closed loop of the simulation arrangement did not deterio—
rate the results achieved by the decribed failure detection method.
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AUTOMATIC RECOVERY AF1~ER SENSOR FAILURE ON BOARD

by

Marc Labarrère, Marc Pélegrin, Marc Pircher
O N E R A - C E R T *

2 Avenue Edouard Belin , 31000 TOULOUSE , FRANCE

SUMMARY

Two techniques are developed which provide reliable failure detection and isolation
for a dual—redundant subset of sensors. The paper starts with a global procedure using
a bank of stationary Kalman filters. Some outlined difficulties of this technique lead
to a sub-optimal procedure which is developed in order to give all the dynamic and
static relationships between the measured outputs on the aircraft.

These techniques are successfully applied to simulated sensor failure on a six
degree of freedom aircraft simulation and are applying to sensor failures injected on
flight data from the N262 aircraft.

INTRDDUCTION

The most attractive applications of CCV (control - configured — vehicle) concept -
certificial longitudinal stability, combined with automatic configuration management -
requires a full—time, full—authority control system for its implementation.

This implies a very high reliability of the essential sensors, computers, actuators
and their associated power supplies, for flight safety.

In order to achieve this reliability, current practice for fault tolerant operation
involves triplex or quadruplex redundancy followed by a voting system (cross — channel
voting). Such a system costs a lot of weight, power, size and money.

The introduction of on-board digital computer presents the possibility of reducing -
the redundancy level from quadruplex to triplex (even in some cases, duplex).

This paper is not dealing with the fields of Fault - tolerant computer and actuators
failure, but it presents two redundancy management techniques in order to reduce the
number of sensors required to maintain undegraded performance when two non simultaneous
fail umm occur in a triplex system, or one in a duplex system (even two in some cases).

Then, the problem is to be highly reliable after a single failure in a system in
which only two sensors of each type are present.

The techniques in essence involve voting, but the third information is provided by
analytic redundancy which exists in dynamic relationships between the different outputs
i”=asured on the aircraft. _

Since the plant is well known and the information from sensors is contaminated by
noise and turbulence, the creation of the third information is inherently an estimation
problem.

The problem is essentially algorithmic, and many interesting estimation algorithms
have been developed so far [1 - 10] . But many try to give the “best estimate” under
restrictive assumptions (without turbulence in some cases or open loop system) and do
not design a control system that tolerates the failure of an instrument whether or not
its detection has taken place. - -~

At C.E.R.T./DERA in a previous study, we have investigated the possibility of
replacing the third sensor by an estimation obtained through a set of pre-computed
Kalman filters. In order to overpass certain difficulties, discussed further, the
authors have developed a new procedure which is based upon a partition of the system
in sub—systems but the main ideas remain the same.

I. FORMULATION OF THE PROBLEM

We work with two independent sets of measurements S’ and 5” of output vector with
the corresponding “normal” noises W’ and W” with known statistics.

— the computer and the actuators are operational and not subjected to failure

— the airplane has two kinds of inputs, well known control law U delivered by the auto-
pilot and unknown disturbances such as turbulence.

* Office National d’Etudes et de Recherches aérospatiales , entre d’dtudes et de
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— we have developed our failure detection techniques for the sensors on the N262 and
the AIRBUS aircrafts, although their application to another aircraft with a
different sensor set is straightforward.

— the system is subjected to sensor failures such as abnormal offsets, drifts,
saturations, jumps, amplified noises, gain variations ... These failures appear
randomly and their effects are not always additive.

Under these assumptions, the problem is not to detect the failure but to choose
the valid sensor. The principle of the detection and isolation is shown on figure 1.

II. ESTIMATION - TECHNIQUE

The Kalman filter gives for this problem a general solution taking advantage of
all the information about the system, but it assumes that the system and the pertur-
bation are well known and well described by the state equations (1)

11.1 - KALMAN filter equations

Let us consider the following system

~~n + BU + Vn (1)
Z =CX + D U + W

whe re

is the state vector at time t = t~

Zn is the output vector

is the vector of known inputs

Vn~ 
Wn are white independent sequences, with zero means and covariance matrices

and Rn•

A , B, C, D are the matrices of the state equations of the systems.

Let X~1,~2 the estimate of the state vector X at time tnl knowing all the out-
puts Z0.. . .

The equations of the filter give the best linear estimate Xn/n of Xn and the co-variance matrix en/n of the estimation error

X +i/ 
= un/n + BU~

Xn+i/n+i = X +l/ + K
~+i 

(Z~÷1 — Z
+ii )

~~~~~ 
= CXrl.~.1,~ 

+ du
~+1

+

= P~~ 1/ CT C CPn+i/n C
T +

P — ( I  — K C’ P (I — K ct T + K R K T
n+1/n+1 — n+1 ‘ n+1/n n+1 ‘ n4-1 n+1 n+1

with : I unit matrix
T transposition symbol

11.2 — Adaptation to failure detection

Knowing the state of the system, we are able to compute an estimate of each output
Zn/n = ~~~~~ + DU5 which can be used to test the Z~ information.

The system with the two sets of measurements is described by the equations :

X1~~1 = AX~ + BU~ + V~
= CXn + DUn + W’n

S”
n 

= CXn + DUn + W”~

V~ , W’~~,, W”~ are independent white sequences with zero means and covariance matrices

~m ’ T~ , T’~ .

Without any failure, all the measurements are used ann the observation vector is

h11 - - — .. — S—- - ~~~~~~~~~~~ - ~~~~~~ --- —~~--.. -. . -
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taken as follows
S’ +S” T

2 = ~ ~‘ and its noise covariance matrix R = 
n

2 2
The detection is made by comparing the components of the magnitude of IS’n 

— 5”
n’ with a

set of detection thresholds. If the ith threshold is surpassed, the two measurements of
the halfsum must be suppressed.

Cbviously, in presence of failure, one Kalman filter running with all the outputs,
cannot solve the estimation problem, because the behaviour of the estimate can be in-
correct. Such a confusion would gIve bad estimates unable to make a choice between two
incoherent measurements.

But a bank of stationary filters give a good solution if each filter is well
adapted to a particular case.

Assuming that simultaneous failures occurring on different type of sensors are
possible, we need

~m—l +~~
m—2 + c~~+ i = 2 m _ i

filters working simultaneously, if m is the number of measured outputs.

The calculations can be reduced if

— there are not two different failures occurring at the same time

— switching from one filter to another replaces the parallel calculation.

With this solution + 1 = m + 1 gain matrices corrc sponding to m±1 filters are
needed and have to be sto!ted.

- a matrix K(0) which uses all the outputs in order to avoid the switch transient by
initializing t~~ other effects.

- m matrices K~’~ which use all the outputs except the ~
th one.

This design is summarized in figure 2. The logical procedure of choice is as follows

— s~~~I < e~ for any i = 1, m we use the filter with the gain matrix

For the ith output I 5~ (i) - sw ( i ) ,>  L
i 

both components ,,,(i) and ~~~~ are

etkrinated and the gain matrix KW is chosen. Then the ith filter delivers the estimate
2 without using the unsafe measurement, and the choice of the correct sensor can
be ~~ rformed . This procedure is shown on Figure 3.

Under the assumptions given above, this estimation technique was efficient to solve
the problem of failure detection on the AIRBUS A 300 B2 (reference 8)

The following remarks lead to the new concept which provides fault detection and
isolation through analytical redundancy.

— The Kalman filter gives an Output estimate Zn/n through the ‘~stimate state vector Xn/n
which includes the wind.

Therefore, the turbulence has to be characterized by a statistical model, such as
Dryden form; hence the filter provides an estimation of the wind. But for sensor failure
detection purpose, all we need is some relations between the outputs of instruments which -

are being subjected to the same inputs and tt~en the knowledge of all the state estimates
is not necessary. The accuracy of the estimates is function of the model accuracy.

- This global procedure does not tolerate another failure during the interval of time
between the detection of the first failure and the rejection of the faulty sensor.
In this case, the effect of the new failure is the same that a wrong decision or simul-
taneous failures, the filters work with incorrect information and the estimates are
biased and then the overall procedure becomes unsafe.

- Since the Kalman filter minimizes the covariance matrix ~~~~ of the estimation error,
with respect to the “known” statistics of the measurement noises and the plant
perturbations (turbulence) it can neglect a sub—optimal relation independent of the flight
conditions or of the wind model (such as the relationship between the Euler angles and
their rates) which could be better for failure detection purpose.

Then, the initial goals for the new concept are as follows

— try to be free from the statistical model of turbulence and the nominal flight
condition.
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— in order to reduce the consequences of a wrong decision and simultaneous failures,
remove the global procedure to sub—structures used in a parallel mode.

— then, find the minimum number of outputs involved in a dynamic as static relationship.

the control law U computed by the autopilot must be obtained from safe measurements
design simplicity to insure minimum on board computer requirements

III • ANALYTICAL REDUNDANCY

~ L1 — Procedure

This concept is first based upon researching all the dynamic or static relation-
ships between all the subgroups of the output vector of a dynamic system with unknown
inputs.

The aircraft dynamic and measurement equations can be described as follows

X = AX + BU + EV
CX + DU + FV

where

K is the n x 1 state vector C =

U is the 1 x 1 known input vector

V is the q x 1 unknown input vector

Z is the m + 1 output vectur, so far the measurement noises are not introduced

We are looking f2r first order relationships between the outputs and their derivatives
that is to say MZ + NZ = 0 where M and N are constant matrices. These relations have to
be satisfied in the absence of failure.

We have : ~
. C 0 F 0 O~ X
U O f  1 ( 0 1 0 1 0  U

- -  = — - L ...~~ - .1 -

I I r
Z CA~~CB i CE I D  i n  Up. — — - — - - - — j  - .
U 0 I 0 I 0 1 1 I 0 ~ v

or, Y =~j~
’X where~~~

’is a 2 ( m + 1 ) x n + 2 ( 1 + q ) matrix.

Then a modified Gauss — Jordan method is used in order to give all the linear
dependences between the rows of matrix • When (2 m) is greater than C n + 2 q) it is
obvious that there are at least 2 m - n — 2q relations of dependences between the out-
puts and the known inputs of the system. When all the rows are independent, a higher
order differentiation is used.

This procedure delivers a set of redundancy relations useful for failure isolation.
The static relations van be applied directly in the isolation procedure. For the dynamic
ones , the derivative Z is not available, so far in the continuous case, there are
several possibilities

- Estimate the derivatives using high pass filters in orde r to reduce the amp l i f ication
of high frequency noises.

- Integrate the relation and then compute the integral of the measurements. This solution
leads to divergence in the presence of biais.

— Filter the overall relations through the same first order filters, thus the failures
are also filtered and will not be detected.

- 

- 

We have preferred to compute the doubtful output - from the others and their estimated
derivatives; Figure 4 shows the principle of this technique on an example.

In other words, this algorithm is modified in order to deliver several matrices H
such as Y H? where H has zeros on the first diagonal.

For failure isolation pur pose , the remaining problem is ~o choose the natrix Hout of the others which will be used to comput e the estimate Y front the vector of pseudo
measure

~ ~~~~~~~~ -~~~- -~~ . . - — —---— --~~~~~~~~~ -~~~~~~~~~~ - 
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Z Z is just the sensor outputs vector,

Y H? where ~ 
U U is the known inputs vector delivered by the auto-

in in pilot,
• and the differentiation is achieved through high pass
U filters.

The important characteristic ~f this choice is to find an optimum with the following 
- 

-constraints .

- Minimum number of outputs involved in a relation, then maximum number of zeros in the
rows of matrix H. Furthermore, when the impact of one output in a relation is less than
the size of the noises , the corresp onding terms is cancelled out.

~~~~ 
reconfiguration relations (rows o~~H) must be ~~coupled, in other words, if thei o~fiput is reconfigurated from the j one, the J relation does not have to use

the i output. Therefore , the columns of matrix H must have the maximum number of “zeros ”. -

— Each component of vector Y is contaminated by noise (measurement noise), then we take
the minimum weight relation taking care of all the noise statistics.

— From the aeronautical point of vic.w, the variations of the H terms due to modification
of flight conditions (variation of matrices A, B, C, D, E, F) must be kept to a minimum.

This technique does not give the states of the aircraft and the unknown inputs (tur-
bulence)V but it eliminates the effect of perturbations on the aircraft.

Let see an example : a dynamic system with two outputs such as

~~~~~~ r api lxi Iw i
I 1 = 1  I

X
IUl  

+ I
LZ 2J L2a 1 2apJ Lvi Lw 2

Obviously there is a static relationship between Z1 and Z2 : z2 — 2 Z1 = s where c is
function of the measurement noises W1 and W2. In this trivial case , we get

1~i1 10 1/21 1Z1

L~2J 12 0 J  122
which is a very simple relation to implement, instead of a solution given by a technique
which would try to give Z through the estimation of X and V, assuming some statistical• properties, such as Kaiman filter or even least square method.

Remark : when the effects of plant perturbations (gust) are neglected (E and F equal
zero) the algorithm gives, among the relations, the plant equations as dynamic relation-
ships between the outputs when the states X are measured. For example, it leads
to the lift and drag equations of the aircraft equations of motion.

In presence of perturbation~ , we get the “best” relations with respect to the abovemulticriterion. The observability of the states of the system is not a necessary
condition for the obtainment of relationships between the outputs.

~~L2 — Failure detection procedure

The detection is made as we suggested in section 111.2 - from detection thresholds
€j ,  but at every step (k) four pieces of information are available on each measure (i)

— the two outputs from alike sensors 
~~~~~ 

with measurement noises W ’~~~ and

— the roughly predicted value = ZJ~~~ + ~~~~~~ where ~~~ is the unfailed output
at the previous step.

is either s’~
1
~ or S”~~~ depending upon the following test

k-i k-i
, (i) 

2 (i) 
~~~~ — th ~~~ —•IS k_ l k— i ’ < I 
~=: k—il en k—i k—i

“(j) zU)I < 9 ’( i )  
— th ~~~~~ =- 

k— i k—l k-i 
en k—i k—i

— The estimated value at time k~t

_ _ _
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i n+~jp+q) (j)
• 

~k 
= 

~~~~~~~~ 

h~~ ~m k  with h1~ 
= 0

where the h are the coefficients of matrix H, and Y~~~ is the vector defined in sectionI) mk
IV.i. The control laws Uk must be computed from safe measurements. It is the purposeof the predicted value ~ by taking the closest measurement from !‘ as input of the
autopilot and to create Y~~~ we never take an erroneous output , dangerous for f l ight
safety.

‘Ci’ “‘i)When a failure occurs ,S — S > €j, as soon as one of the incoherentk k
measures S ‘ ‘ or S is far from 2 with a larger value than the rejection

k k k
thresholds 6~ , the corresponding sensor is considered to be out of order. As long
as the remaining sensor output is coherent with its corresponding estimate, it can be
kept to reconfigurate the other outputs. So far the sub—structure concept is very
useful , even a wrong decision or doubled failure on alike sensors do not affect the
overall procedure.

IV. APPLICATION

Thi s last method is studied for the N.262 aircraft and its longitudinal set of
sensors inertial sensors, accelerometers, rate gyros, aerodynamic sensors such as
alpha vane and aerodynamic speed (pitot tube) .

The matrices A, B, C and D are derived from linearization of the equation of
motion and, hence, they are function of the design flight conditions; so seems to
be the matrix H, but it is not a very restrictive condition for the obtained
dynamic relations. As we have seen in a sensitivity study with various flight con-
ditions, the principal varying terms such as dynamic pressure are cancelled out in
the final relations.

The next section deals with the effects of turbulence and the derivation of
the matrices E and F.

IV.i — The Turbulence

The key problem in the design of in— flight sensor failure detection and identi-
fication is the unknown inputs of the system : turbulence and wind shear.

The most convenient way to introduce the effect of turbulence into the airplane
equation of motion, and hence, into the measurement vector, is by velocity components
of turbulence : U~, V~ , W~ in the inertial frame R0 defined at the airplane center
of gravity G.

Then, we have the following rotations between the three frames R5 (G, X5, Y5,  Z5)
R(G, X, Y, Z) and Ra (G, Xa, ~a, 

Za) where R is the rigid body frame
and ~~~ and GXa are made respectively ~*rallel to the ground speed V5 and the airspeed
Va

Frames Rotations

R 0Ra aa GY+ 8a GSa

R —ø’R5 a G Y + B G Z 5

Ra ~~ R5 SJ GYa + 8v GZs

From R ~ Ra ~. R5 E R =. R5 tin get using the conventictial small angle a~~roximaticms.

= 5v +

B = By ‘ Ba

Since the aircraft speed 
~~ 

with respect to the ground is the sum of the air speed

~a 
and the turbulence Vv

then, V5 Va Uv

C:]
~E:RJ 

~
C
~
:]

~
with the rotations defined above and again small angle approximations , we have the
incremented angles of attack and sideslip due to continuous turbulence

~~~~~~~ •-~~~~~ — -~~~~~~~
--- ~- ~~~~ -~~~~~~-- - •- -—

~~~~~~
- -

~~
—-

~~~~ 
-

~~
--- -—~~~~~~~

-—. --- - --- - - —-  — - --—

~~~~~~~~

-- -
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= = _..! _. Va = V1 - U~

Since W,, and V0 have some distribution over the length and span of the aircraft, so also
do n and which are not necessarily uniform over the airplane because of the angular
velocities (p, q and r ) .  In accordance with Etk in [13] the variation of W over the
length of the airplane evaluated at the c.g, is equivalent aerodynamically ~o theinertial pitching velocity q, similar reasoning leads to the following expressions

aW aVv

~ a ‘~~~~‘ ax 
_ a

~~ and r~~ = 
a x

Turbulence increments are applied to the equations of motions only through the
aerodynamic terms, and are not applied to inertial terms in the equations. Then the
aerodynamic terms (such as C~~) in the equations of motion that involve the angularvelocity components are simpiy multiplied by the difference of the inertial and turbulence
angular velocities : -

ra v

For the longitudinal motions, the effects of Uy i a
~~ 

and qy lead to the matriceswe need E and F.

In order to see the effects of wind on the measurement vector, we simulated a non
linear six degrees of freedom aircraft, flying in a turbulence (ii

yi vy~ wy).

For simulation purpose, we took the Dry den spectral forms for the spectral densities
of Uv~ ~~ 

and wv

2 2 L  1
• ( w ) i U 2v 1 + (La )

C e) T~~~
2 L~ 1 + 3(Ly €i~~)

2

(i + (Lye)
2)2

2 L
~ 

1+3(Lw w)2
(w) t 2 2v w A1 + (L

~
w)

These turbulences are generated by white noises passing through linear filters.

There are direct effects of the gust on the aerodynamic sensors , such as angle of
attack vane which senses a = a — ny ; but inertial sensors such as accelerometers and
rate gyros, do not sense the turbulence directly.

IV.2 — Simulation results

This section presents some representative results using this failure detection
procedure with a lot of sensor failure configurations (such as abnormal offsets, drifts,
saturations, jumps . . . )  in conjunction with the complete non linear model.

In calm air, the outputs of this non—linear simulation f i t  with f light data , the
N—262 aircraft and the model being subjected to the same standard inputs on the three
axes .

The simulated aircraft is at variou s design flight conditions (speed and altitude) -

and exited by a three dimensional turbulence with Dryden spectral form. The simulated
sensor outputs were corrupted by two kinds of errors.

— an unfailed bias
- an electric gaussian noise
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TABLE 1

sensor measurement unfailed bias R M S
(standard deviation

:nertial gz~vund speed V 0,5 rn/s 0.25 rn/s
pitch angle 0 0.2° 0,06°
vertical accele—
ration

~zo 
0.05 m/s2 0.003 rn/s2

Lir data angle of attack a 0.5° 0.06°
air speed U 1 rn/s 0.3 rn/s

Lccelero— longitudinal y~ 0.05 rn/s2 0.003 rn/s2
teter normal 0.05 rn/s2 0.003 rn/s2

rate gyro pitch rate q 0.05 “Is 0.03 °/s

The detection threshold c~ is 3 times the magnitude of the associated sensor
RMS, and the rejection threshold three times the EMS.

The choice of detection and rejection thresholds is a delicate problem because
the real sensor noises are not white and Gaussian; and this determination affects the
false alarm probability.

The six-degree-of- freedom simulation is used to determine sys1~em performance underfailure. The simulation allows inclusion of lateral and longitudinal autopilot in order
to see the effect of a failure feedback.

A comparison of the simulated and estimated outputs is shown in Figure 5. In this
case, the pitch and roll attitude holds are switch on and simultaneous failures (drift)
are introduced at time t — 2 s on unlike sensor outputs. The behaviour of the predicted
and estimated values is shown in figure 6 for the angle of attack measurements .

As far as the simulation is concerned , we obtain good results and rates of false
alarm and wrong isolation are very low .

The form of the analytical redundancy formulation given in this paper, possess
computational benefits relative to other approaches.

The level of rendundancy available on the N-262 aircraft is high enough and leads
to first order relations.

V. CONCLUSION

On the simulation, the results of the new procedure are as good as those obtained
with the previous one, avoiding the main inconvenients discussed in the text. The
elimination of the unknown inputs allows us to ignore not only the turbulence but
the non measured controls such as thrust. We do not need a statistical model of these
perturbations, but we need the knowledge of their effects on the aircraft dynamic. This
formulation is well—adapted to a parallel implementation increasing the overall safety.

Before the final step : implementation on an on-board computer and in flight test;
we are analyzing the behaviour of the estimates with real flight data in order to see
the sensibility of the flight condition and the impact of all the perturbations.

This new approach points Out and leads to a systematical research of all the
deterministic analytical redundancies. The multi-criterion choice allows to take into
account practical constraints and could include the sensor failure probabilities when
they are known.

This approach leads to a generalisation of the use of skewed instrument in inertial
systems [iSJ . On one hand, the automatic control needs independent state measurements
On the other hand, the failure detection would need coupled measurements, and this
technique can be a guide for the definition of well—adapted sensor.

• -

~
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SUMMARY

The use of fibre optics in active control systems offers high data rates with immunity
from such things as electro—magnetic interference and lightning strikes.

In addition it gives complete electrical isolation , thereby eliminating the
possibility of propagating electrical faults between interconnected units.

The paper discusses methods for using fibre optic cables for interconnecting the
elemen ts of an active control system and the advantages and disadvantages are discussed.

The major factors in the use of fibre optics are practical ones — connectors —
terminations — ruggedness and environmental capability of cables.

The paper describes the techniques which have been developed to make a fibre bundle
cable link a practical solution which can be exploited without risk.

The use of multi—access optical highways , particularly for interfacing other systems
with the flight control system , (eg Air Data and IN systems) is reviewed and principles
of the cand idate networks outlined .

Finall y, a new concept for a fibre optic multi—access network is presented which is
f u l l y  coir~ a t i ble  wi th  the new MIL STD 15538 data  t r ansmis s ion  s p e c i f i c a t i o n .

1. INTRODUCTION

Active Control Systems (or “Fly—by—Wire s) offer aajor advantages in terms of
performance and mission effectiveness.

Figure 1 illustcates a typical future advanced combat aircraft with Active Controls.
The control surfaces are commanded by computer signals derived from the control stick
demand and the various motion sensor feedback inputs so as to achieve the optimum
response.

SMALL SIDEST ICK TO SECONDARY CONTROL SURFACES WING DESIGNED FOR
GIV E GOOD CONTROL FOR RIDE CONTROL LIFT. DRAG AND

RESPONSE IN HIGH RAT E AND STABILIT ’ AU(,MENTATION STORES CARRIAGE RATHER
HANOEUVRES AND TO / THAN LATERA .. S’A BILITY

OPTIMI SE COC I~PIT LAYOUT ,

- - - ,‘~ MA NCEUVEPING
F1. A PS

L~
-.. a ç  

~~~
- 

. - ... ~~~~~~~ . -  ~~~~~~~~ -

I 

RECLININ~~~~~~T~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

# DIJ PlcAN~ AIPSTR EAM AUTOMATIC CCM~~ 1ISATI ON TAI LPLAN r !~~~ N(jUQ~ R
- P~ o5~ 5 FOR EFFECT S OF SIZES ESTAPI ‘SHED BY

- SYMMETRIC AND CONTROL POWER RATHER
A SIMMETRIC STORES THAN A IRCRAFT STABILITY

C(JNSIDE PAT IONS

Ty,&cal Fu t u r e  Combat Ai rcraft with Active Contcola
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Figure 2 Data Flow in Typical Multi—Lane FCS

The block diagram of a typical multi—lane flight control system is shown in Figure 2.

The basic sensors comprising Pitch , Roll , Yaw Rate Gyroscopes; Normal , Lateral, Fore
and Aft Accelerometers; Angle of Attack , Side—slip, Incidence Vanes; Altitude, Indicated
Airspeed . etc are usually located some distance apart f rom each other .  (The ra te  gyros
and accelerometers may be at different fuselage stations because of the effects of body
flexure; the air data sensors may be located near the Pitot—Static Probes to minimise
pneumatic lags etc).

The multiplicity of control surfaces and their widely separated locations also
contribute a large number of links for transmission of control signals to the actuator
control valves together with position feedback signals from the actuators.

Redundant Sensors , Computers and Actuato rs are needed to overcome the effect of
individual component failures , and redundancy at triplex level at least, and frequently
quadruplex level , is specified .

It should be noted that the level of redundancy may vary in the sub—systems — eg
“monitored Triplex ” computing/sensor configurations with quadruplex actuation.

The autopilot functions of the PCS, (or outer loop) also require additional data such
as — pitch and roll attitude — heading — radio altitude etc — these signals may be at a
lower level of redundancy — duplex or even simplex depending on the system requirements.

The physical separation of the various system elements and the need to interconnect
them thus places the most stringent requirements on the data transmission system.

The integrity of electrical “wire ” communication in the presence of electro—magnetic
interference — lightning strikes — nuc l ea r  r a d i a t i o n  — is compromised and the extensive
use of composite structures may further aggravate this problem.

The use of fibre optic cables in active control systems (perhaps “FLY—BY—LIGHT” is a
better name) offers high data rates with complete immunity from electro—magnetic
interference. In addition it gives complete electrical isolation thereby eliminating
the possibility of propagating electrical faults between interconnected units.

There is also a potential weight saving compared with electrical data transmission
systems , which may require shielding in copper conduit to overcome EMC problems.
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2. BASIC REQUIREMENTS

2.1 Types of Link

Three basic types of link are required in an active flight control system and these
are described briefly below , together with the applicability of fibre optics.

2.1.1 “In Lane” Links

These are the types of link required to couple the sensors to the FCS computers.

The fibre optic link (transmitter — connectors — cable — connector combination) should
be of higher reliability than the basic sensor so that the overall reliability of the
series combination is virtuall y that of the sensor alone. However , the complete immunity
of the cable to electro—magnetic interference including lightning strikes and nuclear
radiation (providing suitable fibres are used ) greatly increases the overall system

F integrity. (It should be noted that the electronics conversion circuitry for the light
pulse transmission and detection must be properly shielded and screened in the Sensor and
Computer boxes respectively — this does not present a fundamental problem and is a
question of careful design) .

2.1.2 “Cross Lane” Links

These are the links used to cross—feed data between the computing lanes.

Data from one lane is required to be fed into the other computing lanes for the
fo l lowi ng reasons:

( i) Fau l t s  are detected by cross comparison of the line data and by voting .

( i i )  Sensor signal consolidation to equalise the signals to p reven t  a “w a l k a w a y ” w i t h
the time—integral terms used in the control laws due to individual sensor errors —

o f f s e t s  etc.

It should be noted that the individual lane computers require their computing
i t e r a t i o n  periods to be tinie—synchror~ised to avoid data staleness effects — th i s  is
generally accomplished by software in the computer executive programs using a synchro-
nisation word in the data cross—feed .

It is clear that the cross—)ane links require the highest possible integrity and the
possibility of a common mode f a i l u r e  p ropaga t i ng  between the lanes must be a negligibly
low p r o b a b i l i t y  occur rence .

An electrical link even using electro—optical isolators may not meet the extreme
integrity required .

A fibre optic link, however , can be seen to have the required intrinsic integrity
giving complete electrical isolation with no means of corrupting the data along the link
no matter what the source of electro—magnetic interference.

The cross—lane link has in fact provided one of the first flight control applications
for fibre optics , and the di gital flight control computing system produced by Marcon i
Avionics for the Boeing YC—14 uses such links. The system has now been operating
satisfactorily for several hundred flying hours — the f i b r e  opt ic  l i n k s  have shown no
problems whatsoever.

2.1.3 “External ” Links

These are the links required to couple data from other sub—systems such as the IN
system — Air Data etc for the outer loop auto—pilot functions.

The data from these sub—systems is now generally available on a multiplexed electrical
highway as specified in NIL STD 1553.

A means of “importing/exportin g ” data between the 1553 MUX BUS and FCS , which does not
compromise the latter ’s Integrity, is thus required . This access would also be
advantageous  in some r e v e r s i o n a r y  modes.

A “ f i b re opt ic  stub” which can Interface directly with a 1553 e l e c t r i c a l  MUX BUS
solves this problem and such a device is described in more detail in Section 8.

2.2 Data Rates

The data rates required in each of the paths shown In Figure 2 vary widely. In
general , the in—lane links to sensors , actuators and control stick are each of low
bandwidth and have traditionally been analogue. The bandwidth generally lies in the
region of 30 Hz to 200 Hz, with a resolution of typicall y 10 to 12 binary bits , but
some t i me s as h i g h  as 16 , for each motion sensor.

This  g ives  ave rage  data rates from 300 to 3200 bits per second for each channel but a —

maximum of 1500 bits per second is more typical . Using instantaneous serial bit rates as
- - thi. aver ag, valu e cads to , delays in data transmission of one itiratlon dod.
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This is normally totall y unacceptable in closed loop systems due to the destabilising
effect this transport lag has on the loop stability. Actual date rates needed are at
least an order higher than the average figures indicated above.

The data rate required for cross—lane links is very much higher.

As already mentioned , data is cross—fed for:

(i) Failure monitoring

(ii) Egualisation of the system states (integrators) to prevent noise , offsets and other
mi n or er rors  a c c u m u l a t i n g

( i i i )  Voting or consol idat ion of the sensor input data.

To achieve this for a typical 3—axis flight control system , some 64 pa ramete r s  may
need to be cross—fed at rates of 200 times per sec. W i t h  the conventional computing
word length of 16 bits, this gives a total of 200k data bits per second between each pair
of systems. Additional addressing and control data may also be necessary.

To minimise interconnections between lanes , it is usual to multiplex all the data into
one link and very careful design is requ i red  to implement  these c ross—lane  l i n k s .

The average data  rates  requi red  in the links to external systems are usually similar
to those of the in—lane sensor links. The actual  data  rates used tend to be very high
as modern system design is leading to common multip lexed data transmission buses where
data rates can be lM bit per second as in MIL STD 1553.

3. OVERVIEW OP FIBRE OPTIC DATA TRANSMISSION TECBNOLOGY

A brief  review of the technology is appropr ia te  at  th i s  stage and this is set out
below.

A fibre optic link has 4 main operational parts :

1. The fibre optic cable

2. Co nnectors  for  j o i n i n g  cables

3. The opt ical  t r a n s m i t t e r

4. The optical receiver

3.1 Fib re  Optic Cable

A f i b r e  optic cable consists of the relatively fragile fibre , or fibres, covered by a
strong sheath to give mechanical protection.

The f i b r e  optic  i t s e l f  consists of a central transparent core of high refractive index
surrounded by a transparent cladding of lower refractive index. Operation is best
understood by considering the li ght to be constrained to travel along the core by
reflection or bending of the light rays at the transition between the different
refractive indices.

The transition between the two indices can be abrupt , termed a ‘step index ’ fibre, or
can be gradual , to give a ‘graded index ’ fibre. The latter gives a very high bandwidth
even for long lengths but is very expensive. ‘Ihe step index fibre is cheaper and has
adequate performance even for the most demanding avionic application.

Glass is the most widely used material , but plastic fibre optic is also used . This is
very cheap but  is not suitable for the harsh avionic environment . Silica can be made in
very pure form and can give very low attenuation as well as very high resistance to
r a d i a t i o n  damage. Su i t ab le  cladd i ng m a t e r i a l s  are  difficult to find however and so far
only certain plastics are suitable. They tend to be rather soft , however , and practical
avionic handling and termination techniques have yet to be found .

The diameter of the active core of the fibre can be very small , only a few wavelengths
of light in the case of optical waveguide , or can be several hundred microns diameter in
the case of the recent ‘fat’ fibres. This parameter again affects the bandwidth but
more importantly affects the mechanical tolerances needed to feed light into the fibres.
A conven ien t  way of e ff e c t i v e l y  increasing the active diameter is to use many small
fibres in a bundle and much practical work has been done on this arrangement (see later).

Another important practical parameter which affects the li ght gathering power of a
fibre is its numerical aperture. In s imple  t e r m s t h i s  ca n be regarded as a measure of
the size of entrance cone from which light rays will be ‘captured ’ by the fibre. Light
rays outside of this cone are severel y attenuated or escape through the cladding .

A great deal of investment has been expended in developing a wide range of typ es of
fibre to meet the very high performance telecommunications applications. Except for
radiation resistance , however , actua1 fibre p.rformanc. r.qujr.a,nts u.1~~* 9~mM1~~~ ——----- - _ _ _ _
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the case of avionic applications , but meeting the practical installation and maintenance
requirements is very demanding . This affects both the fibres themselves and th~protective sheathing and this means that fibres must be chosen for their convenience of
termination and handling. To date , only la rge  ac t ive  d iame te r s  and la rge  numer i ca l
aper tures  successful ly  meet these requi rements .

The sheathing material must give adequate mechanical protection to the relatively
fragile fibre during installation handling and must resist cable clamping forces.
Strength members can be used when heavy longitudinal stress is expected , but this is not
normally necessary for aircraft applications.

Full  env i ronmenta l  tes t ing and many actual aircraft installations have illustrated
that fibre optic cable can adequately withstand the aircraft environment.

3.2 Connectors

The structure of the cable affects the ease with which connectors can be implemented .
Fibre bundle cable has a large optically—active area and hence slight misalignments due
to clearance in the connector shells can be tolerated . This is also true of the ‘fat’
single fibres of several hundred micron diameter , but this aspect severely restricts the
use of thinner single fibres on purely practical grounds.

3.3 Optical Transmitters

The main characteristics of a fibre optic transmitter are the ability to launch as
much light as possible into the core of the fibre , and have an adequately high bandwidth.
This means that a very intense light source with a small active area is needed , and
lasers and light emitting diodes (LED) are suitable. Semiconductor lasers are more
suitable but LEDs prove to have a higher reliability at the present state of the
technology for these applications.

LEDs and semiconductor lasers are derived from similar technologies and any
improvement in one usually reflects into the other so that it seems likel y that LEDs may
stay ahead in the race for some time .

The Burrus diode type of LED is frequently used. These diodes have a small diameter
well , etched into the surface , which gives a very high current over a very small area.
This gives a very small , very intense light source which can be easily coupled into a
fibre optic.

Currently, such a LED taking 300mA pulses can launch one milliwatt of optical power
into 0.5 numerical aperture 100 micron diameter fibres. A data rate of several tens of
Mega—bits per second throughout the —5SOC to +125oC aircraft temperature specification
can be achieved.

3.4 Optical Receivers

Optical receiver diodes are limited by the minimum detectable optical power. This is
set by the fundamental sensitivity of the device and its inherent electrical noise
together with that of the associated amplifier circuitry.

Small area PIN diodes are easiest to use and typically can reliably detect down to
0.5pW over the full military temperature range.

Avalanche diodes have better sensitivity but they need a low—noise voltage supply in
the region of 100 volts , which must vary with the diode temperature. The circuitry is
therefore more complex and costly than for PIN diodes which have adequate performance for
most applications.

4. TBE “A to B” FIBRE OPTIC LINK

The basic link to meet the majority of avionic data transmission requirements is the
simple “A to B” link.

It will be shown in later sections that a multi—access fibre optic network can also be
implemented with these basic links.

Development of the components for a basic link to meet the full military avionic
environment was initiated in the UK under a Ministry of Defence (PE) con t rac t  awarded to
Marconi Avionics Ltd over five years ago. The link system has been given the name
MINILINKS and its salient features are set Out below.

4.1 “MINILINKS”

The main objective of MINILINKS was to develop a complete set of military standard
fibre optic components compatible with existing avionic system design and with airframe
installation. An Important feature of this contract was that the development of each
component was carried Out in conjunction with a relevant component manufacturer. This was

L to ensure that a supply of components was avai lable after the conclusion of the
.P%QQ~~~~~ ,.~~~~~- _ —. -- —--. - ---- -- ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ..~
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System Specification

During the initial stages of MINIZ.INKS a survey was carried out, the objective of
which was to formulate system specifications which would fulfil the majority of first
generation requirements.

The survey identified the following areas of development:

PCB mounted terminals
Avionic fibre optic connectors
Avionic fibre bundle cable
Shop Floor termination techniques

TRANSM ITTER
FIBRE-TO-FIBRE 

UP TO 2MBITS/SEC 
RECEIVER

CONNECTOR SELF C OC IN TA OPTIC INPUT
MOUNTED ON .—~~~~ TTL COMPATIBLE 1MW— SOMW
COMPONENT ~~~~

- 
I TTL ~OMPATABLE

RACK MOUNTED 
~ 

TYPE 602

- 

- - 
FiBRE BUNDLE
CABLE

/ 
-, LOSS — 250 TO 500dB/Km

- - MAX LENGTH 20m / TYPE 602
HAND MATED
CONNECTOR

ENVIRONMENTAL SPECIFICATION
FOR ALL COMPONENTS I

• TEMPERATURE -55’C TO .125”C
• lOg VIBRATION (3 AXIS)
• 20g SHOCK (3 AXIS)
• l0O~. HUMIDITY

Figure 3 MINILINKS Fibre Optic Data Transmission System

Figure 3 shows a pictorial representation of the system specifications , the principle
features of which are:

Cable lengths up to 30 metres
Number of connectors 2 to 6
Data rates 200k bits/sec or 2M bits/sec clock and data.

It was decided to prove the suitability of the technology for avionic use by ensuring
t ha t  the M I N ILI N K S system would operate in an env i ronmen t  specified by t)~e more r igorous
sections of BS—3G 100 which can be summarised as follows :

Operating Temperature —55°C to +125°C
Storage Temperature — 65°C to +150°C
Humidity up to 100%
Vibration lOg up to 2 kHz
Shock 20g maximum.

Fibre Optic Terminals

The MINILINKS system, being an A—B simplex link , required a transmitting (Tx) terminal
and a receiving (Rx) terminal. The main features of the terminals were that they had to
be a PCB mounted component of similar size to, and as easy to use as, conventional
integrated circuits.

The operating temperature range combined with the Inherent thermal characteristics of
electro—optical devices required the development of appropriate circuitry.

~~~~ 
A major design feature is the abi l i ty  to cope with up to 6 in—line connectors which
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The major source of attenuation is in these connectors (typically 3 dB) and taking the
temperature extremes and the possible variation of from a minimum ot 2 connectors to a
maximum of 6, gives a dynamic range of 50 : 1 to cope with , in terms of attenuation.

Suitable miniature hybrid modules similar to those shown in the illustration in Figure
3 have been developed. (Later versions are designed for flat mounting on the PCB).

Fibre Optic Avionic Connectors

At the outset of the development programme it was decided to use existing avionic
connectors. The primary reason for this decision was that the time and cost involved, in
the design and tooling for a new type of avionic connector was prohibitive for a new
technology.

The two basic types of avionic connector are the rack—mounted or DPX connector and the
hand—mated or Type 602 connector. The majority of design effort was concentrated on the
termination technique and on ensuring that it could be embodied in a ferrule which was
compatible with the connectors , rather than on modifying the connector.

Avionic Fibre Optic Cable

A fibre optic cable has two basic elements, the conducting medium and the protective
sheathing. During the MINILINKS contract only two conducting mediums were available,
these were a fibre optic bundle , or a small—diameter single fibre. The use of existing
avionic connectors with their associated tolerances precluded the use of the fine single
fibre , thus MINILINKS was based on fibre bundle technology.

Prior to MINILINKS, two basic sheathing designs were being marketed. The first
consisted of a thin—walled PTFE tube which offered In s u f f i c i e n t  mechanical  protect ion to
the fibre bundle , whilst the alternative design was a sheathing which contained discrete
s t r e n g t h  members. This offered excellent mechanical protection , but the mechanical
termination of a discrete strength member is not an existing ‘shop floor ’ technique.
Another disadvantage is that the non—destructive inspection of the cable after
termination to ensure that when the cable is under tension the fibre bundle is not under
stress , is virtually impossible.

The sheathing design developed during MINILINKS was of a dual—sheath construction ,
comprising two non—flammable plastics. The outer sheath consisted of Tefzel or Kynar.
This is a hard plastic and allows the fibre optic ferrule to be mechanicall y terminated
to the cable by means of a ‘hex crimp ’. The ‘hex crimp ’ is an existing avionic
t echnique used to t e r m i n a t e  e lec t r ica l  cables.  FEP was used to form the inner sheath;
this soft plastic prevented the sheathing from collapsing on a sharp  bend.

The conducting medium consisted of 96 fibres w h i c h  formed a 780 pm diameter bundle and
has an attenuation of 400—500 dB/km .

Termination Technique

An entirely new termination technique to replace epoxy bonding was required to allow
f i b r e  optic cable to be terminated on the ‘shop floor ’. The technique developed has
become known as the ‘Hot Crimp ’. The basic principle is that the end of the fibre bundle
is contained in a glass bead and then pushed into a hot taper. The temperature of the
taper is such that the glass bundle and bead soften. The movement into the taper is
sufficient to produce the crimp ing effect illustrated in Figure 4.
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The advantage of this technique is that the end face is ‘all glass ’, and is thus much
easier to polish. The crimping effect has also reduced the interstitial dead space
between the fibres; this will result in a 30% reduction in connector loss.

Figure 5 shows how this technique has been incorporated into a Type 602 connector
ferrule. The ferrule consists of three parts , a metal taper piece, a metal ram and the
glass bead . Heat from a ‘Hot Crimp ’ tool is applied to the taper piece. When the
glass bead and bundle soften, a suitable force from the ‘Hot Crimp ’ tool Is applied to
the glass bead via the metal rem and the fibre is compressed. It can be seen from the
diagram that the process is controlled by the piece—parts and is complete when the gap,
marked by a *, is closed. As the quality of the termination technique is controlled by
the quality of the piece parts this technique is well suited to use on the shop floor.

THRUST
T,,P~ 5T

S 

L.~~~
—f_——--r I I

I I

HEAT ER GLA SS TAPERED ME’AL RAM TUBE WITH
BEAC FERRUL E SHEATH CRIMP BUCKET

‘

~~~~ 

L 
_ _ _ _ _ _ _

_ _  

_ _

Figu re  5 Hot Crimp Process

4 . 2  Ai r c r a f t  Ins t a l l a t ion  T r i a l s

After the conclusion of the MINILINKS contract, the Ministry of Defence (PE) funded a
joint contract between British Aerospace (Warton) and Marconi Avionics Ltd.

The main objective of this contract was to determine , from practical experience , the
feasibility of fitting fibre optic components to production aircraft.

The contract commenced with Marconi Avionics Ltd carrying out a component survey .
The purpose of the survey was to ensure that any components or techniques which had been
developed independently of the MINILINKS contract were not excluded. A kit of parts
consisting of epoxy and hot crimp termination techniques was purchased , together with
avionic fibre optic cable and connectors.

The British Aerospace production team consisted of normal production wiremen , who were
chosen on the basis of availability not skill , chargehands and electrical inspectors.
Marconi Avionics Ltd demonstrated all the fibre optic tools, techniques and components to
the production team. The period of tuition was one day. The installation work
followed the demonstration and was split into two parts. The first part was a bench
practice which consisted of the termination of cables of various lengths. This allowed
the production team to become familiar with the tools and components. The second part
involved the production team in ‘wiring—up ’ an aircraft metal mock—up. The metal mock-
up contained all the aircraft fittings such as electrical cabling , hydraulic pipes , ducts
and LRU racks. The fibre optic cables were installed by the production team , with no
immediate scientific supervision , in a identical manner to the existing electrical
cables. One half of the mock—up Involved the use of epoxy termination and the other half
used hot crimp terminatIons.

4
The important feature of th’se trials was that their success was wholly attributed to

normal skills of the production team applied to practical components and techniques. The
trials have proved to British Aerospace (Warton) that the installation of correctly
designed fibre optic components in small military aircraft does not constitute a

— technical risk.

LI 
- ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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5. NIL STD l553B MUX BUS DATA TRANSMISSION

NIL STD 15538 MUX BUS has been adopted for airborne use in the US and is in the
process of likely adoption for airborne use in the UK.

The wide and rapid acceptance of “1553” with all the benefits of agreed standard
interfaces is resulting in a substantial investment in 1553 LSI components. The
desirability of exploiting this investment and achieving compatibility with fibre optics
is obvious.

A brief review of the NIL STD and the features which are relevant to any potential
fibre optic multi—access network is given below .

The MIL STD covers all aspects required to implement an aircraft multiplexed data bus.
The basic architecture consists of up to 31 terminals which are connected by an
electrical T highway. One of the 31 terminals is a bus controller , which has total
authority (command/response philosophy is used) over data flow on the bus , and the
remainder are remote terminals.

_ _ _-
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Figure 6 MIL STD 1553 MUX BUS

F i g u r e  6 shows the basic f o r m a t  of a MIL STD 1553 system. The bus controller and
remote t e r m i n a l s  can be divided into two basic elements , the data transmission elements
and the data control elements. The data  control  elements  conta in  all the logic for
con t ro l l i ng  protocol , word fo rma t , e r ro r  checking and subsystem interface. Any fibre
opt ic  m u l t i — a c c e s s  ne twork  should on ly  replace the data  t r ansmiss ion  elements and
require no modification to the data control elements.

The data transmission elements are comprised of a common bidirectional electrical
hi ghway to which each terminal is connected by stub. Each highway/stub and stub/terminal
connection is achieved by transformer coupling . Every terminal has a Line
Driver/Receiver which converts four logic lines from the data control elements to a .
biphase signal and vice—versa. The NIL STD has a data rate of IN bit per second and the
modulation technique is Manchester II Biphase encoding.

Before a fibre optic multi—access network can replace the data transmission components
of a NIL STD system and not require any modifications to the data control elements, it
mus ’~ be capable of achieving the following :

(I) Relay one optical signal to up to 30 other terminals

(ii) Half duplex data transmission

(iii) Time delay due to the network must not impact on the
inter—message gap specification *

( iv )  Must be capable of transmitting Manchester II Biphase at IN b i t  per second d i r ec t l y
or using some form of intermediate modulation.

•~~~~~iBtSS~-MIB~~ . ~st. ~~ 4tfj ni~ s~. tbs ~~~~~~~~~~~~~~ 5g ~4& o~~~~r.n~.jss ion ~çjo~~o
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6. EXISTING FIBRE OPTIC MULTI-ACCESS WITWORRS

Many fib re opti c network configurations have been formulated. The majority of them can
be split into two basic types , the Central Distributor (or star), and the T Highway.
Each of these configurations can be passive or regenerative in nature. A brief summary
of these networks will be given in sufficient detail to justify the development of an
alternative, FOREMAN. An important factor which must be taken into account is the maximum
optical attenuation that can be tolerated in a military standard system. Currently, the
maximum permissible attenuation is approximately 30 68. This is based on the fact that
the minimum detectable optical power at 125°C with a 1 in 109 error rate is lpW , and the
max iM um optical power that can be obtained from a LED at 1250C is 1 mw.r 6.1 Passive Central Distributor (Star)

This network is illustrated by Figure 7. It consists of 32 terminals which are
linked by the central distributor. The central distributor is a passive optical
component which accepts light from any optical terminal , evenly splits the light and
distributes it to all the terminals in the network. The table below shows that the
terminal—to—terminal  optical attenuation is greater than 50 dB. This attenuation figure
is based on a fibre bundle link which is compatible with present maintenance and
installation philosophy.

R/T TERMINAL iN LRU 32 PORT PASSiVE STA R
COUPLER IN LRU

_ _ _ _ _  
15 METRE 15 METRE 

~CABLE RUN
,) ~CABLE RUN ,~

- U —FIBRE OPTIC CONNECTOR

TOTA L Rh -Rh ATTENUATION
THEORETICAL ATTENUATION OF STAR 15dB
INSERTION LOSS OF STAR (ESTIMATED) 2dB
CONNECTORS (8 0FF) 24dB
30 METRES OF CABLE (400dB/km) 12dB

~~53dB

Figure 7 Avionic 32—Way Central Distributor

Total R/T — R/T Attenuation 
-

Bundle Fat Single
Cable Fibre
liypical) (Estimated)

Theoretical Attenuation ot S t a r ( 1/32)  15 6B 15 dB
Insertion Loss of Star 2 6B 2 dB
Connector Losses ( 8—off )  24 68 16 dB
Loss in 30 Metres of Cable 12 dB —

53 dB 33 dB

The configuration also has a number of Inherent disadvan tages . The physical
distribution of the avionic LRUs in the airframe , combined with the requirement to
connect to the central distributor , will result in long cable lengths. The central
distributor component would constitute a common mode, failure.

This configuration could be used in specific applications. The optical attenuation
~~~~~~~~~~~~~ can be reduced to acceptable levels by reducing system and ins ta l la t ion requiremen ts.  A

netwofk based on ten terminals connected by a one ~~~ce preformed loom , which would
--5- —.- _.g_ 
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6.2 Active Central Distributor (Regenerative Star)

This network is similar in format to that discussed in Section 5.1. The main
difference is that the central distributor element is active . This element would accept
an optical signal from any of the terminals in the network , regenerate it and distribute
it to the remaining terminals on the network. This network would result in an optical
attenuation of less then 30 dB. This implementation overcomes the optical attenuation
problem; however, the common mode failure component is now active and would result in a
much lower network reliability.

6 . 3  Passi ve T Network

The configuration is shown in Figure 8, and would appear immediately attractive as it
is identical in format to the electrical network specified by NIL STD 1553.

OPTICAL TERMINAL IN LRU

L ~~~ 
• 

_

RIT TERMINAL
IN LRU

~~~~~~~~~~~~~~~~~~~~~~~~ro~~~~~~~~~~~~~~~~~~~~~~~~~~
r j T

~~~~~~~

•—F IBRE OPTIC CONNECTOR

1st TO 2nd STATION
THEORETICAL ATTENUATION R/T—R/T 18dB
LINK ATTENUATION R/T — R/T ~~27dB

~~45dB
1st TO 32nd STATION

THEORETICAL ATTENUATION Rh —R h ~~22dB1 LINK ATTENUATION R/T— R!T >100dB

~ >>1OOdB

Figure 8 Avionic 32—Way Optical T Highway

The diagram shows that optical attenuation associated with this network is
prohibitivM . Fibre optic technology will require considerable development before this
network would be practical unless considerable concessions are made in relation to the
system and ins ta l la t ion requirements.

6.4 Active T Network

The network discussed in Section 6.3 had a prohibitive optical attenuation caused by
successive insertion losses due to the optical T pieces. This attenuation can be
reduced to practical levels by implementing the network with active T pieces. The
active T piece would be a regenerative unit which accepts optical signals , regenerates
them and channels the regenerated signal through the appropriate ports. This network
has the advantage of being practi cal in relation to today ’s techno1ogy . However , the

L 
inclusion of active T pieces Introduces a number of disadvantages . This network would
result in doubling the number of active LRU5 which would normally be associated with the
avionic fit of an aircraft. An aircraft electrical supply would have to be provided for

I each active T piece. This would greatly complicate the aircra ft electrical supply
,JM&tSR~~ $~~~~~ tMtAng .J~~j !L ~~~~~ Lo~~jes~~ ve j~n~A~t ~~~~ j~~ j u h e ~~.l~~~~~~~ Jç.QL
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7. FOREMAN

After reviewing the fibre optic networks discussed in Section 6, it was felt that a
new approach was required to allow a 1553—compatible fibre optic network to be
implemented in the near future.

The new system developed by Marconi Avionics Ltd to implement a 1553—compatible fibre
optic highway has been given the acronym NFOREMANU standing for Fibre Optic Regenerative
Multi—Access Network.

The initial development and proving of the FOREMAN concept was carried out on a
private venture basis by Marconi Avionics Ltd. The system is now being supported by the
Ministry of Defence (PE) who have awarded a contract to Marcon i Avionics Ltd to produce a
suitable demonstration system.

To reduce timescales it was decided to make maximum use of the existing military
standard fibre optic hardware. The following section shows how the technology discussed
in Section 4 has been utilised in configuring FOREMAN . (FOREMAN is covered by Patent
Application No.45764/77)

-
~~~~ 
------ -~~ - 

— —~~~-~~-~~---~- — -. -- w-

TERMINAL N-2 TERMINAL N—i TERMINAL N TERMINAL N+1 TERMINAL N+2

Fi g u r e  9 R e g e n e r a t i v e  M u l t i — A c c e s s  Ne twork

7 .1 FOREMAN — E x t e r n a l  C o n f i g u r a t i o n

The ex i s t i n g  technology is who l ly  based on A—B links. The simplest multi—access
n e t w o r k  u s ing  A—B links is the ‘daisy chain ’ which involves regenerating the signal at
each terminal. See Figure 9. The main disadvantage of this configuration is that a
single cable or regenera tive unit failure would result in a system failure. This
problem can be overcome by the addition of redundant links. Figure 10 shows how these
l i n k s  could  be a r r a n g e d . The c o n f i gu r a t i o n  is such t h a t  any t e r m i n a l  N has  o p t i c a l
access to terminals N ± 1 and N ± 2. This will give a minimum survivability of one
te r m i n a l  f a i l u r e  or two cable failures . It  should  be noted t h a t  t h i s  is a minimum
f a i l ure s u r v i va l  c a p a b i l i t y ,  as mor e f a i l u r e s  can be survived provided they are  not
adjace n t .

PRIMARY PATHS REDUNDANT PATHS

~~~~~~~~~~~~~~~ 

~~~~~~~~~~~~ 
- ~~~~~~~~~ 

~-:~:.I
TERMINAL N-2 TERMINAL N-i TERMINA L N TERMINAL N+l TERMINAL N+2 

~~~~~~~~~~~~~~~~~~~ ~~~~~-~~-S ..--- -~----
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7.2 FOREMAN — Basic C o n f i g u r a t i o n s

Figure  11 shows all the fibre optic components required to implement a FOREMAN system.
The ex t e rna l  components are those required to implement an A—B link , — a p ro ven
technology.  The i n t e r n a l  components cons is t  of a 4—way fibre optic Y, which is a simple
development of an existing 2—way f i b r e  optic  Y.

FIBRE OPTIC LINKS
\

FIBRE OPTIC
CONNECTOR
(4 WAY)

TERMINAL N-2 TERMINAL N+2

TERMINA L N-1 
- 

TERMINALN+ 1

TOTAL R/T-R/T ATTENUATION — 
WAY OPTICAL V

MODULE CONNECTOR 3dB OPTiCAL OPTICAL
INSERTION LOSS OF V 6dB DETECTOR EMITTER REGENERATION UNIT
LRU CONNECTOR 3dB _____

Sm OF CABLE 21’2dB _______

. LRU CONNECTOR 3dB _~~~fOREMAN HYBRID MODULE3 MODULE CONNECTOR 3dB I MODEM I
~ 2O~i2dB ‘—  TERMINAL N

R T AND SUB-SYSTEM

Figu re 11 FOREMAN F ibre  Opt ic  R e g e n e r a t i v e  M u l t i — A c c e s s
Network

This particular configuration of FOREMAN entails any one terminal having an o p t i c a l
pa th  to the  f o u r  ad j acen t t e r m i n a l s ; thus , t e r m i n a l  N is connected by a f i b r e  op t ic
cable to terminals N ± 1 and N ± 2. It can be secn from the diagram that the four cables
from terminals N ± 1 and N ± 2 enter terminal N by a 4—way connector. The four cables
are then joined by a 4—way Y, the main stem of the Y being connected to a bi—directional
terminal.

An important feature to note is that each LRU only has one active terminal and thus
external redundancy is gained by the use of passive components.

7.3 FOREMAN — Principle of Operation

A no the r  d i sadvan tage  associated with the networks involving successive regeneration is
the acc u m u l a t e d  propagat ion  de lays .

To attain compatibility with the NIL STD 1553 timing, short pulses of fixed width are
transmitted around the network to reduce propagation delays to a minimum.

Figure 11 shows five terminals of a FOREMAN system and terminal N shows the basic
i n t e r nal  e l e m e n t s .  Consider  the case of the optical emitter in terminal N—2 producing a
light pulse of fixed width. This pulse would be relayed to terminals N , N— l , N—3 and
N-4.

The following effect , which will be described in detail in relation to terminal N ,
occurs in terminals N— l , N—3 and N— 4 simultaneously, (the latter two not be ing shown in
the diagram). The pulse of fixed width from terminal N—2 enters terminal N via the 4—way
connector. The 4—way Y directs this pulse to the bi—direction al terminal. When the
optical detector receives this pulse , a pulse of similar width is generated by the
opt ica l  emitter. The 4—way Y will cause this regenerated pulse to be conveyed to
terminals N ± 1 and N ± 2.

The pulse sent back to trrm lnal N— 2 has no effect , i t  bei ng the  o r i g in a t o r ;  the  p u l s e
conveyed to terminal N—l forms a redundant link, complementing the optical pulse
t r a n s f e r r e d  between t e r m i n a l s  N— 2 and N—i. The two remaining signals are conveyed to
terminals N+1 and N+2 . These siqnals w i ll cause terminals N+l and N+2 to be activated
by te r m i n a l  N in the same manner as terminals N—l and N wets activated by terminal N—2.

Th us , t h e  r e g e n e r a t i o n  process is r e i t e ra t e d  as m an y  t i m e s  as is necessa ry  f o r  t h e
origin al ligh t pulse to be conveyed to all the terminals (3] maximum ) in the network.

Fig u r e  I l  shows t h a t  the  m i n i m u m  FOREMAN c o n f i g u r a t i o n  has an o p t i c a l  a t t e n u a t i o n  of
20.5 dB . Th i s  leaves a 9 .5  68 m a r g i n  on the 30 dB m a x i m u m  t r a n s m i t t e r — t o — r e c e i v e r

~~ 4 ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~
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7.4 FOREMAN - Modula t ion  Techn ~que

The last major design problem was to formulate a suitable encoding technique which
allows Manchester  II coding to be represented by pulses of fixed width. Figure 12 shows
the techniaue adopted . The Manchester II coded signal (trace 1) produced by the
transmitting terminal is inspected by the appropriate FOREMAN terminal every 0.5ps.

TRACE 1 

______  ~

MANCHESTER ~~~ BIPHASE

T RACE2 jIJ1~~~ IL]] 11 ~J1 II Ii
T R A N S M I T T E D  PULSES

TRACE 3 J1J~ FLu fl ~i1
R E C E I V E D  PULSES

TRACE 4 

_ _ _ _ _  ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
DEMODULATED SIGNAL (UNIPOLAR)

Figu re 12 FOREMAN Optical Modulation Technique

I t  the  level  is h i g h , a pu l se  of f i x e d  w i d t h  is  t r a n s m i t t e d  a l o n g  t h e  n e t w o r k ;
a l t e r n a t i v e l y , if the level is low, no pulse is transmitted. Thus , a stream of pulses of
fixed width (trace 2) is formed and relayed to ~ll the other FOREMAN terminals by the
net w o r k .  The r e ce iv ing  FOREMAN t e r m i n a l s  d e m o d u l a t e  this stream of pulses (trace 3) and
r e c o n s t i t u t e  the  o r i g i n a l  si g n a l  ( t r a c e  4 ) .

7 . 5  F O R E M A N  — I nt e r f a c i n g  Techn iques

Complete  c o m p a t i b i l i t y  w i t h  the M I L  STD g ives  g r e a t e r  f l e x i b i l i t y  of i m p l e m e n t a t i o n
tha n would  n o r m a l l y  be expected f rom a f i b r e  op t ic  n e t w o r k .

The o p t i m u m  p o i n t  for  i n t e r f a c i n g  w i t h  FOREMAN is be tween  the  d r i v e r / r e c e i v e r  u n i t  and
the  Manche s ter  Encoder C h i p  (or  any f u t u r e  ch ip  sets) . This interface has four TTL lines
and the Modem in the FOREMAN terminal has been designed to interface directly between
these fo ur  l ines  (Manch es t e r  Bip h a se)  and the  op t i ca l  r e g e n e r a t i o n c i r c u i t  ( t r a i n  of
fixed width pulses) . This imp lemen tation involves replacement of the Driver/Receiver
com ponents , the  i s o l a t i n g  transformer and the electrical connector by the FOREMAN
te r m i n a l ,  a f i b re opt ic  4—way  V and a 4—part fibre optic connector.

F i g u r e  13 i l l u s t - ites  an e x p e r i m e n t a l  deve lopment  t e r m i n a l  i m p l e m e n t e d  m a i n l y  w i t h
discrete components but w i t h  some opt ica l  h y b r i d  modules .

8. THE ‘OPTICAL STUB’

The optical stub , which Is Shown in F i g u r e  14 , cons i s t s  of an LR U w i t h  a s i m p l i f i e d
FOREMAN terminal which is connected by a fibre optic cable to the coupling LRU. The
s i m p l i f i e d  FOREMAN t e r m i n a l  does not inc lude  the 4—way  Y and does not r e q u i r e  the
rege n e r a t i o n  c i r c u i t .  E l e c t r i c a l  coup l ing  to a 1553 bus is usually achieved by a
transformer which means that the coupling LRU is passive nnd requires no addition al power
supplies. To implement an ‘optical stub’ , a simplified FOREMAN terminal and a
transformer driver/receiver would also have to be incorpora ted i n t o  the  coupl ing L R U ,
which would require an aircraft power supply.

As already men tioned , such an ‘optical stub’ can be used to couple fligh t—critical

u-
:- systems to a mission—critical NIL STD 1553 bus. This ensures total electrical isolation

between f l i e h t — c r i t i c a l  and miss ion—cr i t i ca l  systems , but gives f l i g h t — c r i t i c a l  systems
tO5 - - ,
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HIGHWAY

_  

:~~~~~~ 
ç— DRIVER Al .~ FIBRE OPTICS 

~ FOR EMAN 1553 _.J\ ~~~
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TERMIN AL TERMINAL RI ..~~,
1SY STEM

-a-

-a-

HIGHWAY

Figure 14 Fibre Optic Stub

CONCLUSIONS

Fibre optic data transmission offers a major increase in the integrity of an Active
Control System.

The technology is now at a relatively mature state and the implementation of the basic
“A to B” link is both practical and straightforward.

The UK—developed MINILINKS system has been designed so that the cabling, connectors
and terminations can be treated “just like wire ”.

Practical trials by British Aerospace (Warton) have confirmed their suitability.

The implementation of a multi—access fibre optic network which is fully cowpatible
with the filL STD 1553B MUX BUS Specification has been achieved with the FOREMAN” system
which is able to exploit existing fibre optic component development.

A “fibre optic stub” can be produced , using “FOREMAN” components , to couple a high .
integrity PCS to the existing electrical MUX BUS mission system.

Such a system Is entirely practical and ensures that the integrity of the FCS system
is not compromised in any way.

Finally, although the systems described have used fibre bundle cables , there is no
intrinsic limitation to substituting single fibre cables when their development has
reached a comparable stage.
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REDUNDANCY Mfi.~NAGEMENT CONS IDERAT IONS
FOR A

CONTROL-CONFIGURED FIGHTER AIRCRAFT
TRIPLEX DIGITAL FLY-BY-WIRE FLIGHT CONTROL SYSTEM

By
John H. Watson*
William J. Youseyl-
James M. Railey++

GENERAL DYNANICS
Fort Worth Division

P.O.Box 748
Fort Worth

7X 76 101 , USA
ABSTRACT

In order to properly implement a digital fly-by-wire flight control system for
control-configured fighter aircraft , it must be recognized that total shut down of the
fl ight control computers (FLCCs), even for a fraction of a second, is paramount to the
loss of the aircraft and its crew. To preclude the shut down of the FLCC5, redundant
(parallel) processing is used in conjunction with redundancy management concepts.

The use of digital computing power offers the challenge of accomplishing this
critical task with triplex redundant flight control computers without a degradation in
overall system reliability. Using reliability requirements and goals as expressed in
loss-of-control per flight hour, a digital flight control system (DFCS) architecture is
evolved with specific emphasis placed on the input, processor and output subsystems.

The incorporation of an analog cross strapping of lower reliability sensors is
shown to be an effective means of increasing system reliability by retaining sensor
redundancy after a computer failure. A technique called control law reconfiguration is
developed which insures system survival after a second like sensor failure. Computer
contribution to loss-of-control is reduced by the addition of system monitors which
increase the computer self-test confidence level. The resultant architecture is shown
to have an inherent reliability which is relatively insensitive to the configuration of
the actuator interface , thus allowing this interface to be designed based on hardware/
software complexity tradeoffs.

This paper is based on work performed under Air Force Flight Dynamics Laboratory
Contrac t No. F33615-77-C-3063 with additional information contained in Reference 1.

1. INTRODUCTION

Redundancy management is the process by which proper operation of the FLCC complex
is monitored , faults are detected and isolated , and the remaining unfailed system ele-
ments are reconfigured. Traditionally, flight control systems have been designed to
specific failure criteria , such as two-fail-operate , which inherently dictate system
architecture, and then a reliability analysis is conduc ted to determine system loss
rates, abort rates, and mean time between maintenance. The digital flight control system
developmen t task departs from this approach in that the loss-of-control and abort rates
become the drivers in the design , have a large influence on the selected system archi-
tecture, and force reliability to be a major factor in the program. The sections on
system reliability requirements and system development detail how an initial requirements
assessment was performed to identify candidate architectures and how these architectures
were evaluated and developed into a final configuration. A design goal was to meet the
system loss-of-control and abort-rate requirements through the use of three digital com-
puters and triplicated flight critical sensors. The section on control law reconfigura-
tion describes how additional reliability can be achieved through the use of this technique
after dual sensor failure. Various system monitoring techniques are discussed in the
section on processor design. These tests can be used to improve the self test confidence
level of the digital processor and related subsystems, thus increasing overall system
reliability. The final section discusses the impact of various actuator interface
designs on the total redundancy management system.
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2. SYSTEM RELIABILITY REQUIREMENTS

The development of the flight control system configuration was directed primarily
by the reliability requirements and goals. To attain the loss-of-control requirement of
less than one loss in 106 flight hours (a goal of less than 3 losses in ~~~ flight hours)
and the abort requirement of less than one abort in lO~ flight hours , the triplex digital
system requires an architecture more complex than a simple tn -single-strand arrangement.

3. SYSTEM DEVELOPMENT

Before a system architecture can be developed and a reliability trade study acc’- i~-plished , it is necessary to define the components of the system and assign piece part
reliability figures to the subassemblies. The princ iple components required in a triplex
flight control system are the flight critical sensors and controllers , the digital corn-
puters and the actuation system . The loss of control and abort requirements were stated
to exclude the actuation system so this component will be neglected for the time being.
Figure 1 presents the major subassemblies of a digital processor as used in a triplex
control arrangement. A MIL-HDBK-2l7B analysis was conducted on an existing micro-
computer and produced the mean time between failure (MTBF) data presented in Table 1 for

• the various subassemblies and the computer as a whole. The table also presents MTBF data
for the primary sensors and controllers.

In order to simplify the reliability analysis , we will assume that any computer
failure is a total computer failure (MTBF..ll5O Hrs) and that the loss of two computers
results in loss of control unless the second failure is successfully isolated by self
test. The loss of three processors will always produce loss of control. We will also
assume that all sensors and controllers are necessary for safe fl ight and thus the loss
of two like sensors or controllers will result in loss of control. This implies that
there is no self test capability of these functions in flight.

The simp~.est triplex configuration is shown in Figure 2 as System 1. This archi-
tecture assures that a single sensor and controller input from each redundant set is
input to each computer. The computers calculate the appropriate output commands ,
exchange this information via the digital cross strap , perform cross channel monitoring
and voting and then send the selected command to the actuators. The resultant loss-of-
control probability equation has the following form:

— 3P~(l-ST) + 
1—1 

6P~P5i + 
~~~

where 
~loc probability of loss of control

probability of computer failure

- 

~5i 
probability of 1th sensor failure

ST self-test confidence level

The first term in the loss-of-control equation is the probability that two computers
have failed and the computer self test has failed to isolate the failure. The second
term accounts for the failure of a computer (which effectively causes the loss of hard-
wired sensors) followed by a failure of a sensor in another branch. The third term
accounts for dual-sensor failure cases. The equation is simplified in that it contains
only computations of two failures and does not include the fact that the probability of
the excluded parts of the system being good is not exactly unity . These exclusions are
minor and have no bearing on the conclusions generated by the analysis. Assuming a 1.4
hour flight time, a 957. confidence level on computer self test, and the MTBF values of
Table 1 it is determined that the second term (33.79 x iO-~) is the major contributor
to system loss followed by the first (2.22 x 10-7) and third (1.35 x 10-7) terms,
respectively. It is also obvious that this architecture does not meet the loss of
control requirements.

The next logical progression is to investigate System 2 as defined by Figure 2 by
adding a voter/monitor plane at the sensor/controller interface. This configuration
requires no additional hardware since the necessary digital cross strap data link was
required for the first system. Although this system has the advantage of being capable
of isolating sensor/controller failures from computer failures, it only has a relatively
minor effect on overall system reliability. Unless the digital cross strap of sensor
information is somehow made independent of the CPU, then a computer fa ilure still has
the effect of causing the loss of all sensor/controllers hardwired to it. The additional
cross strap does allow the system to inherently service a sensor/controller failure 
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followed by a processor failure in another branch because all three processors are fully
functional after the first failure. However, a processor failure followed by a sensor /
controller failure in another branch stilt causes loss of control under the ground rules.
Thus, the addition of the new cross strap reduces the second term in the loss equation
by a factor of two (16.90 x 10-7) and reduces the total probability of loss of control
to 20.47 x lO-~ . Unfortunately,  this still does not meet the requirements.

System 3 of Figure 2 is produced by providing an analog cross strap of all sensor/
controller inputs to each computer. ~~~ configuration truly achieves the desired
independence of the sensor/controllers from the processors and thus has the effect of
reducing the second term of the loss of control equation to zero and the overall proba-
bility of system loss of control to 3.57 x l O p . Thus, this configuration exceeds the
requirements and will probably exceed the goal since this analysis and the inherent
assumptions are very conservative. This system architecture Is not particularly
attrac t ive since each computer must now input three times as much sensor/controller
information . In addition , since separation of power must be maintained and a failure In
one branch cannot be allowed to cascade into another branch, isolation must be prov ided
on all cross strapped analog signals. Thus, System 3 carries with It a rather signifi-
cant hardware penalty.

A sensible compromise can be struck between Systems 2 and 3 once it is realized
that the major reliability improvement can be retained by only cross strapping the lower
reliability sensors in analog form and digitally cross strapping the rest. The assumption

• that the three sets of rate gyros (pitch, roll, and yaw) and the two sets of accelero-
meters (normal and lateral) are cross strapped results in the second term of the proba-
bility of loss of control equation and the system total to be .91 x 10-7 and 4.48 x 10-7,
respectively. This compromise system still meets the system reliability requirements
and incurs only part of the hardware penalties associated with System 3.

At this stage of the development of the system architecture, the probability of
system loss of control is being driven by dual like sensor/controller failures and the
dual computer failures. Because of this fact, the topics of sensor failures and internal
computer architecture will now be addressed.

4. CONTROL LAW RECONFIGURATION

The loss of a second sensor of the same type in a triply redundant system produces
a failure state from which recovery is not certain. The detection of such a failure Is
relatively simple when cross-channel monitoring techniques are used, but the isolation
to a particular sensor is difficult. Reasonableness testing and the addition of inflight
self-test capability have both been suggested as possible solutions, but these techniques
lack the high confidence levels necessary to assure high overall system reliability.
The addition of self-test hardware to a sensor will result in the disadvantages of in-
creasing sensor costs, decreasing sensor reliability and adding failure states.

Control law reconfiguration has been developed to take full advantage of a digital
FLCC ’s flexibility and to eliminate the possibility of ever choosing the wrong sensor
after a second-like failure.

Flight control system analyses were performed to study the effects of particular
sensor losses on the vehicle and to determine if the concept of control law reconfigura-
tion is of value. The system response to a l-g step input was simulated with individual
sensor failures and was compared to the basic response. These individual failures are
shown in Figure 3. These responses were retained for a flight condition at Mach 0.9 at
an altitude of 30,000 feet.

The system behaved quite differently when either the pitch rate gyro or normal
accelerometer failed. The reasons for the predicted divergence are unique to the type
of failure. Both of these failures produced an unstable characteristic equation In that
the An failure caused a lag-term aperiodic divergence of the phugoid mode and that the
pitch-rate gyro caused an oscillatory divergence of the short-period mode. The diver-
gent response shown for the A~ failure Is exaggerated by the fact that the input to the
system is a g-couinand and feedback is absent. This type of response Is acceptable but
not very desirable.

The reconfiguration that proved to be most effective for recovery from the A~
failure was to convert the g-comnand system into a pitch-rate commanded system. As
shown in Figure 4, the maj or change was to sum the stick input upstream of a pitch-rate
lag network and to bypass the original washout. The addition of the 10-radian lag
stabilized the phugoid mode and increased both the short-period damping ratio and fre-
quency. The step response to an equivalent l-g command is found in Figure 5.
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The loss of the pitch-rate gyro at any f l ight condition that represents an unstable
airframe greatly reduces the chances of simply reconfiguring the system to obtain an ac-
ceptable response. Several unsuccessful attempts were made to pursue the possibility of
stabilizing the system by changing feedback gains in the acceleration or angle-of-attack
paths or both. On the basis of a preliminary analysis, a pitch rate estimator would be
desirable. Of several methods developed to predict pitch rate, one was selec ted because
it provided an estimate without differentiating a system state. The method, based on
reduced-order estimator theory, requires angle-of-attack and elevator-position feedback
as part of a first-order estimator.

The actual estimate is obtained by the application of the following equation to the
second-order approximation of the free airframe:

V — 6 - Ka (V is an arb ttrary variable)

Upon differentiation and substitution of the second-order approximation terms, it can be
shown that pitch rate cam be eliminated from these equations to yield the following equa-
tion , which is linear in angle of attack and elevator position:

V — K 1V~~~ K2a +K , ~&5

As shown in the block diagram in Figure 6 , these equations can be implemented to predic t
pitch rate. An additional advantage of this technique is that the original dynamics of
the system are unchanged. In Figure 7, the step response shown is an example of the
behavior of the predictor.

The gains K , K1, and K2 are functions of flight condition and are dependent on the
value selected f~r the arbitrary gain K. Values of K — 10 and the aerodynamIc data,
which were available for Mach (0.6, 0.9, and 1.2) and altitude (0, 10-, and 30-thousand
feet) variations, were used to determine values ot~K(J, K1, and K2. Several functions of
air data were attempted as a means of scheduling these gains; the final selections are
presented in Figure 8.

The greatest deviation between a calculated gain and a scheduled gain was approx-
imately 107.. Given this value as a maximum deviation, sensitivity studies were performed
on each gain individually and all gains collectively. A summary of the effects of gain
sensitivity on short-period frequency and damping ratio are summarized in Table 2 for

• Mach 0.9 and 30,000 feet. It should be noted that even the maximum deviatIon from the
norma]. is still within Level I specifications.

With the development of the maneuver enhancement mode, it was necessary to define
the effects of sensor failures when this mode was engaged. The analysis , performed at
Mach 0.9 at 30,000 feet, produced results similar to the basic sy~~em response. No
significant differences were noticed with the loss of angle-of-attack feedback. The
loss of pitch-rate-gyro feedback created a periodic instability, and a loss of normal-
accelerometer feedback produced a system that was stable but unsuitable for a system
des igned to respond to g-conmiands. The system responses to a l-g step command for the
unfailed as well as the failed cases are presented in Figure 9.

• In order to simplify the reconfiguration process, It is desirable to deactivate the
maneuver enhancement mode if a second like sensor has failed. Since the intent of recon-

• figuration is to provide a “get-home” capability, the loss of enhancement modes is not
considered to be a penalty. Under this ground rile, the reconfiguration schemes previous-
ly described are applicable.

To determine the accuracy of the estimation technique, the pitch-rate response to a
l-g command Input was generated and compared to pitch-rate responses derived by two
estimators, one using the command input into the integrated-servo-actuator as an approx-
imation to the elevator deflection. The responses, shown In Figure 10 were produced on
the TACTIFS digital simulation at 0.9 Mach and at an altitude of 30,000 feet. Exact du-
plication of the response by the es-tlmator was not expected since the estimator was

• derived by use of linear aerodynamics and simplified equations of motion . The responses
show excellent agreement in the steady state , with the estimators somewhat underpredict-
ing the actual pitch rate in the transient. Thus , use of these estimated results In
place of a failed pitch-rate gyro would have the effect of lowering the ~ / 8e loop gain
and thereby cause the system ’s transient response to become less damped. In an operation-
al vehic le, using a digital model of the ISA, a signal nearly Identical to elevator-
surface position will be available for generating the estimator sIgnal. All indications
point to the proposed pitch-rate estimator as a viable method for control law reconfig-
uration in the event of a dual pitch-rate-gyro failure.

— ,~~~~~—- -
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A lateral-directional failure mode and effec t analysis was conduc ted similar to
the longitudinal analysis. Emphasis was placed on the i tural frequency and damping
characteristics of the dutch roll mode. The findings at Mach 0.9 and 30 ,000 feet
are presented in Figure 11. No instabilities because of sensor failures were expected
since the free-airframe charac teristic was stable and within Level I specifications.
Howeve the loss of a yaw-rate feedback did cause the dutch-roll damp ing ratio to
decrease slightly below Level 1 minimums , which could produce problems for flight
conditions where free-airframe damping was low.

A reconfiguration technique for improving this situation has been developed. By
remov Ing the A~ feedback and the washout in the pa feedback , as shown In Figure 12 ,
a signifIcant improvement in dutch-roll damping was achieved. The dutch-roll mode
characteristics for the normal , sensors failed , and reconfigured cases are summarized
in FIgure 13.

The reconfiguration technique as applied to dual sensor failures is a viable and
attrac t ive a l te rnat ive  to sensor self test. Sensor self test , ~f successful , does
preserve undegraded system performance af ter  a second like failure. However , self
test cannot be made l00~ successful and does increase sensor complexity and reduce
sensor reliability.

With respect to controllers , a somewhat different strategy must be employed since
a reconfiguration strategy that simply removes the input in the event of a second like
transducer failure does not always result in a safe configuration . A reconfiguration
for the pitch stick was considered that allowed control to pass from the sidestIck
to the twist-grip throttle but was u l t imately  rejec ted because this m ight be confusing
to a p ilot and the aircraft  could be lost before he recognized the condition . Thus ,
It was concluded that the most prudent approach to isolation of second like controller
failures was to employ in-line testing. The most lIkely controller failure is loss
of input , which can occur in a number of ways . This condition is normally diff icul t
to detect quickly, since the most likely output of the tran sducer Is a null , indIcating
n’ pilot input. By introducing a known null bias into the transducer output, this
situation can be rectified. The bias Is set to be larger than the monitor trip
level to insure that a null failure usually produces an input transient condition that
trips the monitor. The problem of identifying the particular channel failed Is greatly
reduced since a null input can only be produced by a particular controller position .
Thus, the only tine that such a failure cannot be quickly identified is dur ing a
specific maneuver. This approach avoids the difficulty assoc iated with many detection
techniques wherein the system is at a quiescent state as the p ilot attempts a reset
and, thus, the failure will appear to be a transient failure when in fact it is a
hard failure.

Table 3 presents a summary of the failure recovery techniques discussed for a
dual sensor/controller failure and also includes these reconfIguration techniques
presently employed on the F-l6 for angle-of-attack and pilot data failures. As a
result of the above discussion , the previously developed probability of loss-of-control
equation can now be modified further. Control law reconfiguration eliminates all
sensor failures from the second and third terms of the equation. Assuming a con-
fidence level of controller self test (STe) of 507. produces the following equation
and associated contributions.

3 3
1’loc ~~~ (1-ST) + 

~~ 
3PcPgi ( l S T ~ ) + ~~ 3P2 (l ST~ )

i—I i= 1
— 2.22 x lO~~ + .457 x lO~~ + .003 x

— 2.68 x lO~~

Thus , as a result of a properly designed system architecture , the use of control
law reconf iguration for dual sensor failures and an assumed modest level of in-line
self- test  capability for dual controller failures , the loss-of-control probability
has been reduced below the design goal. Further improvement Is dependent on the
inherent reliability of the computer and its ability to perform an adequate self-test
function.

~~~~~~~~~~~~~~~~~~~~~~~~~~~
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5. PROCESSOR DESIGN

Further improvement in system reliability Is dependent on the inherent reliability
of the computer and its ability to perform an adequate self-test function. Using the
reliability model previously defined (including the selected system architecture, control
law reconfiguration and a 507. confidence level of in-line self test of controllers) the
effects of computer reliabilities and computer self test coverage can be observed.
Figure 14 presents the probability of loss-of-control as a function of computer mean
time between failure (MTBF) and self-test confidenc e level. From this figure , it is
evident that although significant Improvement can be made , i.e., achieved in reducing
the probability of loss of control, that an order of magnitude improvement is the
practical limit for present technology.

There are several desirable features which can be designed into the computer which
reduce the likelihood of a single internal computer failure resulting ~n a total branchfailure. From Table 1 it is observed that the processor and the memory have the highest
failure rates. Thus, one way to prevent the loss of dedicated sensor information to the
other branches of the computer complex is to permit the I/O controller and serial
digital data links to operate independently of the processor. This requires that the
I/O controller operate from a controller sequence such that the processor normally con-
trols which I/O functions are being performed. However, when the processor fails
(possibly indicated by a watchdog timer associated with the I/O controller) the controller
continuously inputs sensor/controller data and transmits it via the serial link via DMA
to the other processors. Thus, triplex input data is preserved when less than three
processors are operating. In order to reduce the effects of memory failures, it is
desirable to segregate computational functions (pitch, roll and yaw calculations) with
no c~~~on code or subroutines used in more than one partition. Thus, the failure of a
pitch computation in one computer and a roll computation in another computer would be
treated as two dissimilar first failure rather than as a second like (memory ) failure.
The reliability of the computer can also be enhanced by the addition of various system
monitors.

5.1 System Monitors

Monitors of various forms (software and hardware) can be employed to enhance failure
protection and to aid in the isolation and identification process. Care must be exer-
cised to prevent over-monitoring, which might result in a failed but usable subsystem
being rejected in flight, or under-monitoring, which might produce a latent failure
condition. The subsystems and devices which should be monitored include the processor,
input subsystem, output subsystem, and inter-FLCC interface.

5.2 Processor Monitoring

Because of its complexity, the FLCC processor subsystem (Central Processing Unit,
memory, and controllers) is the most unreliable element in the DF~~ system from a
series MTBF standpoint. Therefore, the failure monitors associated with the processor
must interact with the redundancy management process In a fault-tolerant manner. The
voter/monitor algorIthms are designed to detect only those failures which would sig-
nificantly affect the processor output. These algorithms are all that are required to
protect the system from a first failure and to detect a second like failure. It is only
when one must isolate a second like failure that additional monitors are needed. These
additional monitors are designed to detect all failures to a very high confidence level,
and thus, to detect failures which do not significantly affect processor output as well
as those which do. When all three FLCC processor systems are operational, this addition-
al failure information is useful for subsequent maintenance, but should not be used to - I
terminate a defective but functioning processor. The above rationale was used to
establish design criteria with respect to processor monitors, as follows:

1. When three processors are operational (outputs are within tolerance), processor
monitors which duplicate the failure coverage provided by the voter/monitors
will be used for information purposes only .

2. When two processnrs are operational, processor monitors will not be permitted
to declare a failure until the two corresponding outputs from the processors
are not within tolerance .

F 3. When only one processor is operational (no backup being available), processor
monitors will not be permitted to disengage the system. t

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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As with all criteria, these have exceptions , which will be discussed in the following
paragraphs. Five types of inflight monitoring are used to detect and Isolate processor
failures; a watchdog timer, CPU self test routine, memory parity checks, overflow
limiter, and power supply monitor.

Watchdog Timer. The watchdog timer is a monostable switch that must be periodically
pulsed (strobed) In order to prevent the presence of a discrete input into the “I AN
GOOD” logic which feeds the other processors. On “power up”, the timer does not become
active until the first strobe so as to permit all processors to get on line. Once
activated, the timer must be strobed to prevent a failure indication. The timer is used
primarily to detect processor failures which either halt the processor or put it Into a
loop. These failure types are detected by other system monitors when three systems are
operating. However, when only two processors are operating, the timer is needed to
ensure that the failed processor is disengaged. This Is necessary because the redundancy
management scheme does not permit one processor to shut another one down. A processor
may only be shut down by itself or by both of the others declaring it failed. Since
this monitor Is external to the processor, there is no easy way to make It conform to
the design criteria. Therefore, this monitor will be allowed to operate regardless of
the state of the system.

The software which strobes the timer should be so located that, if the monitor trips ,
the disconnect will occur at about the same time as the output vote occurs . This is done
to mInimize any transients associated with holding current outruts until a failure has
been isolated. The software should also be simple to execute and be protected by some
form of a jump command to prevent the processor from exciting the code inadvertently.
The tendency to require some fancy form of data manipulation to be performed prior to
the output strobe should be avoided since this tends to be a CPU test and thus duplicates
the function of another monitor.

CPU Self Test. The CPU self test is designed to monitor the proper operation of
the arithmetic unit, instruction set (microcode), memory controller , the portion of main
memory containing the self-test program, and the registers used for computation , counting,
and storage. A complete testing of these devices is impractical in flight because of
the almost limitless combinations of inputs that would be required. Fortunately, several
factors contribute to permit an excellent self-test to be performed in flight. The first
major contributor is having time available to perform the test. This is accomplished by
performing the test during data acquisition, which is under DMA control, It is estimated
that data acquisition will require about three milliseconds, which permits a fairly
comprehensive self test to be accomplished. The second factor , which also adds time, is
that the redundancy management task is reduced when only two processors are operational ,
thus producing more idle tine at the end of the iteration . This time can be utilized for
additional testing in a background mode . The third factor is that the most likely
failures are stuck bits , which are easily detected by forcing all lines and registers in
both states. One must also remember that the redundancy management scheme does not use
these tests in the decision-making process until after a second like failure has occurred.
The voting algorithms are designed to continue outputing the previous calculation until
such time as a failure is detected by self-test or a predetermined time has expired , in
which case an arbitrary choice is made. Under these circumstances , several iteration
times can pass before even an unstable aircraft is beyond recovery. Thus, more than
suffic ient time exists to perform a comprehensive test.

Memory Parity. The memory parity test will employ a single-parity bit on all memory
to detect all odd numbers of bit failures in a given memory word. Assuming an equal like-
lihood of any bit failing, the probabilities of multiple bit failures in a single word is
infinitesimal during a given flight. Multiple bit errors are easily detec ted by memory
stun checks between flights, or by the voter/monitors if the errors occur while three
processors are operational. Memory failures constitute approximately one-half of all
processor failures, and the location of the failure is of importance in minimizing its
effects.

The type of memory used in the processor also influences the response one must take
to a fa i iure indication . For example , if core memory is used , one cannot ignore a parity
error if the memory parity bit is regenerated on each write cycle . If a bit were changed ,
the parity would be corrected so that on the next access of that word there would be no
parity error. This is not a problem with ROM and RAN memories , and the parity error
would be redetected on each subsequent pass This property was one of the deciding
factors in the selection of memory types for this application . Once it is guaranteed
that the error will be redetected , one can again rely on the cross-channel monitors to
distinguish between failures of significance and insignificance.
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The strategy selected is to ignore parity errors as long as three channels are good,
or when two channels are good and their outputs agree , and to use parity to aid in the
selection of a good channel when the two outputs disagree. In all cases, parity errors
cause an interrupt to be generated and the location of the error to be retained. This
is a form of faul t  tolerance for noncritical failures.

Overflow Limiter. The DF~~ processor will have overflow limiting capability either
by supplying firmware (add, subtract, divide , and left shif t )  or by providing an interrupt
that will be serviced to produce a limited output. This feature can be used to isolate
software faults for later correction but must not be used in the redundancy management
process. The most likely cause of overflow is a common software fault produced by in-
adequate scaling. Such a fault could cause all three processors to shut down. The
approach is to detect the overflow, limit the result to the maximum valve of the proper
sign, and continue the program. During software development and system tests , the pro-
gram will be executed with the limiting feature disabled so that all overflow conditions
will be detected and Intelligent decisions made in each case as to whether the software
should be resealed or whether the limiter feature should be utilized in this particular
case.

5.3 Power Supply

Since the Inputs and ou tputs to the FLCC power supplies are predetermined , failure
monitoring is relatively straight-forward. Monitors will be employed on each output
voltage level to detect voltages below expected values. The outputs will be logically
OR ’ed so that any supply voltage failure is flagged vIa a discrete to each CPU. Since
any power supply loss must be considered fatal, the receipt of a failure indication
from another processor will be all that is required to declare the processor bad. In
order to prevent transient failures from becoming permanent, the software will automati-
cally declare a processor OK if power is subsequently restored. This is identical to
the problem one has on “power up” since a processor will have to permit another processor
to get on line if nothing besides a power monitor failure had been detected.

5.4 Input Subsystem

The analog input subsystem is provided with several hardware augmentations to pro-
vide simplified functional testability. These consist of fresh data flags, A/B scaling
checks, DMA addressing checks, and through-put monitoring. When used in conjunction
with software routines, these test functions increase confidence in data validity and
subsystem operation.

Fresh data flags are provided by inserting a defined bit pattern into the unused 4
bits of the 16-bit data word containing 12 bits of digitized analog data. The data
destination in scratch-pad memory will be iuitialized prior to data acquisition to
provide a contrasting data pattern for these 4 bits. A monitor of these word segments
after the data transfer will provide evidence of a successful transfer by DMA of the -:
digitized data.

Analog-to-digital conversion scaling checks will be provided by monitoring of the
system power buses as analog input channels. The voltages will be scaled to provide
inputs to monitor A/D digitizing checks within the reasonable accuracy ranges of power
supply and converter tolerances.

The application of the power supply monitors to the multiplex inputs of the A/D will
place these predictable values in predetermined memory locations. Judicious selection
of these memory destinations will provide confidence checks of the address control of
the DMA transfers.

The fresh data flags will also support a software monitor of analog~.to-digital
conversion throughput. Since data acquisition will occur by DMA and will be transparent
to the processor, other tasks can be executed during this time. By monitoring the
fresh data bits , the completion of the data acquisition cycle can be tested.

5.5 Output Subsystem

A large amount of hardware with limited testability separates the processor from
the control surfaces. Detection and recovery from failure requires the addition of
output monitoring capability to the FLCC system . To accommodate this task, analog Inputs
will be provided to supply the processor with a monitor of the current drive of each
servo-valve being driven by that FLCC. This single monitor per output provides a reason-
able detection of any electrical failure in the complete ISA output system.
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In addition to electrical failures, a monitor of the ISA itself is provided through
feedback of the integral position transducers . This analog input, when supported by a
software model of the ISA , will enable confirmation of proper function by the ISA.

5.6 Intercomputer Interface

The achievement of system reliability depends heavily on the redundancy provided by
the inter-FLCC communication buses. Because of the reliance on this data exchange, a
high confidence level must be associated with the integrity of the data. Hardware
monitors of this serial data link include word parity , word sync, and message-length
monitors.

Data transmission will utilize a Manchester bi-phase-level code , including word
synchronization bits and odd-word parity. The characteristics of this self-clocking
code provide a high level of bit error detection and noise insensitivity . Data-
receiving circuits will detect data words of incorrect parity or improper length and
provide a flag to the processor to indicate detection of these errors. Data trans-
mission will consist of known message lengths and will be monitored by the receiving
hardware to Identify short or long messages. Again, the status of this monitor will be
made available to the processor as an error flag.

A monitor completely written in software, included here for completeness , is the
transmission of a known-value data word for message confirmation. Since depositing of
this data into memory is through a DMA channel and transparent to the software, a double
check of message completeness and addressing correctness is desired. Since most of this
coupled data will include full utilization of the 16 bits of the data word , a fresh data
flag for every word as used for analog input data is not appropriate. The known-value
data words will, however, provide system checks similar to the analog input of scaled
power supply voltages , with the advantage of zero-tolerance requirements on data content.

6. ACTUATOR INTERFAC E

The analysis thus far has neglected the redundancy management considerations
associated with the actuation system and its interfaces with the flight control computer
complex. The primary reason for this is the fact that the most probable failure modes
associated with the actuation system are the loss of hydraulic pressures (the computers
having no means of recovery from these failures). In addition , the inclusion of the
actuation system would unnecessarily complicate the analysis conducted previously .

The actuator chosen for the DFCS analysis was the F-l6 integrated servoactuator
(ISA). The F-16 ISA is an integrated version of the servos and actuators employed on
the F-lll and has a proven reliability record. Originally designed to a fail-operate/
fail-safe criterion on the F-lll using electronic and hydraulic selection with three
inputs, the concept was upgraded to a fail-operate/fail-operate/fail-safe criterion by
use of a fourth channel of electronics as an active back-up on the statically unstable
F-16.

The ISA has two coils on each of three valves which ~an be driven independently to
provide a variety of Interface combinations. The ISA can also be forced to operate from
the primary valves (1 and 2) or the secondary valve (3) using external commands . The
net result of these features Is an ISA which can be configured to meet the DFCS
requirements in several manners. One of the design tasks was to determine which if any
of these several configurations offered advantages from a reliability, complexity, or
cost standpoint.

For the purpose of analytical simplicity it is assumed that the ISA ’s are driven by
three identical sets of electronics (computers, sensors and associated interfaces) and
that this system, exclusive of the ISA’s is capable of meeting the loss of control goal
(3 failures in iø~ flight hours) and that the system as a whole is capable of second
failure recovery to a confidence level of 957,. Thus the probability of electronic
system failure can be expressed as:

P~ + 3I’~ (1 - 1’e~~
1 - .95) 3 x

Solving the equation for 
~e produces the result that ~e = .0014086. Assumptions for the

reliability of the hydraulic systems are based on a 3500 hour MTSF for the primary system
(A) and a 2500 hour MTBF for the secondary system (B) and a 1.4 hour flight time. Thus
the probability model for analysis consists of three electrical systems and two hydraulic
systems. Table 4 shows the thirty-two possible failure configurations (a “0” indicates
system failed) and the associated probabilities of the total system being functional
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irrespective of self test confidence level. It is assumed that there is zero probability
of safe recovery after either three electronic failures or two hydraulic failures. Thus
the total system has a maximum probability of success of .9999997776 and a minimum
probability of failure (loss of control) of .2224 x 10-6 .

It is assum~d that electrical failure detection is 100% f i r s t  failure through the
use of voting and cross-channel monitors within each electrical system and that each
system has hydraul ic system selection capability by activation of ISA reset solenoids.
Electrical recovery on second failure assumes self-test detection and the ability to
activate the configuration’s back-up. Hydraulic recovery probabilities are based on
success of the internal ISA voters -and assume both hydraulic systems are functional.
The composite recovery probability is the combination of recovery probabilities based
on the equation

P (Prob of elec t recovery) + (Prob of hyd recovery) x
(Prob of electrical recovery unsuccessful)

Configuration 1, presented in Figure 15, displays two servo amplifiers in each
FLCC. One amplifier provides current to the primary coil of its assoc iated servo valve
and the second is used to backup the amplifier of another branch . This configuration has
the disadvantage of requiring six amplifiers but is very tolerant of their failures.
The configuration can survive six of the nine possible combinations of two electronics
and one hydraulic failure to a .975 confidence level. This level is achieved by con-
bining the 957, confidence level self test with a coin flip.

Configuration 2, as shown in Figure 16, accomplishes the ISA interface using only
three amplifiers. Branch A drives three coils with branches B and C driving two and
one coil respectively. As seen in Table 4, this configuration is capable of recovering
from seven of the nine critical failures to a .975 confidence level. The disadvantage
of this configuration is that the three servo amplifiers are driving different loads and
thus the three processors would have to be different and thus not interchanagable .

Configuration 3 (Figure 17) employs an exterior voter/selector (smart switch) and a
fourth amplifier on an active/standby basis to accomplish the interface. Under the
assumption that the D branch is selected only by the first failure, the interface is
capable of recovery from eight of the nine critical failures with a confidence level of
.975 and .4875, depending on which hydraulic system is functioning . Adding additional
intelligence to the voter/selec tor to permit amplifier D to be reassigned after a second
failure would permit the confidence level to be raised to .975 for all cases. The con-
figuration has the apparent disadvantage of requiring the addition of a fourth LRU to
the system and another power supply. Although this is true, it is also frequently
necessary in redundant systems to provide a “home” for elements of the system which
either don~t require redundancy or cannot, because of practical design considerations ,be made redundant.

Configuration 4 is a variation of Configuration 2 which achieves the desired goal
of balancing the load on the three servo amplifiers . This configuration , however, did
not permit a successful recovery when only computer A was good and hydraulic system A
had fa iled (see Figure 18) and thus resulted in an overall reliability penalty.

The system shown In Figure 19 is a variation of Configuration 3 which avoids the
necessity of adding a fourth LRU to the system . This is accomplished by the addition of
a hardware (analog) voter in each branch and cross strapping the system outputs in
analog form. The voter must be supplemented with additional Intelligence from the
digital processors in order to properly function after a second elec tronics failure. The
design has a disadvantage in that the voters must be powered independently from the branch
electronics In order to preclude a dual power supply failure from causing loss of control.

The relative invariance of the loss of control probabilities (Table 4) for the five
configurations prompted the analysis of a sixth configuration . This configuration shown
in Figure 20 was postulated to answer the question as to how unreliable the total system
could become if no special care was taken in the actuator interface. The net result was
a seventeen fold increase in the loss of control rate as indicated in Table 4.

The results of the actuator interface analysis indicate that the overall reliability
of the DFCS design was relatively invariant as long as proper attention was paid to pro-
viding a means of recovery from the loss of two electronic branches and a hydraulic
system failure. Thus the question as to what actuator interface is the most practical
should be decided by an analysis which deals with the questions of hardware and software
complexity rather than wii~i basic architecture .
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7. CONCLUSIONS
Based on the analysis summarized herein , the following ~onc lusion s can be drawn :
1. A triplex digital flight control system (DFCS) can be designed to meet the loss

of control reliability requirements associated with modern fighter aircraft.
2. Cross strapping lower reliability system inputs in analog form provides a sig-

nificant reliability improvement.
3. Control law reconfiguration solves the dual like sensor failure problem and

enhances system safety.
4. Digital computer reliability and self test confidence levels are areas where

significant Improvement in reliabil i ty can s t i l l  be made.
5. Hydraulic system failure rates dominate the reliability equation associated

with actuation and thus ac tuator interface design should be based on hardware /
software complexity trades rather than reliability .
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DR Dutch Roll Damp ing Ratio
ENC Electromagnetic Compatibility
F~~ Fly-By-Wire
FLCC Flight Control Computer
i Summation index
IFIM Inflight Integrity Monitoring
I/O Input/Output
ISA Integrated Servo Actuator
LRU Line Replacement Unit
LVDI’ Linear Variable Differential Transducer
M Mach
MTBF Mean Time Between Failure
MTBFF Mean Time Between First Failure
p Roll Rate
“~ 

Probability of Computer Failure
Probability of Electronic System Failure

~loc 
Probability of Loss of Control

P8 Probability of Sensor Failure
Ratio of system pressures used for gain scheduling

qc Impact pressure
RAN Random - Access Memory
ROM Read - Only Memory
a Laplace operator
Sp Short Period
ST Self Test Confidence Level
ST~ Self Test ConfIdence Level for Control’ers
TACTIFS Tactical Integrated Flight ~ystem

Summation
Angle-of-attack

Ô Pitch rate
Incremental elevator surface deflection

‘Ii Yaw rate
(0 Undamped natural frequency

I1_ ~~~~~ ~~~~~~~~•. - • • .• •~~~~~~
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TABLE 1 COMPONENT RELIABILITIES

COMPUTER 1,150

Computational Unit 1,430

I/O Control 9 ,500
Processor 3,750
Memory Control 9 ,500
Memory (20K) 4,500

Power Supply 25, 000
r Analog Input 15,000

Analog Output 30,000
Cross Strap 35,000

SENSORS /CONTROLLERS

Gyro (Pitch, Roll Yaw) 12,000
Accelerometer (Normal & Lateral) 32 ,000
Stick Force (Pitch & Roll) 150,000
Pedal Force 220 ,000

L I~ ~ I
Proce~~o,

I/O Control

Anu s1 Input j  0

Cross Stmp -u ~

Figure 1. FLCC for Reliability Analysis
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System 1 ln4in. System 2 CrosiStrip

System 3 Multi.input

Figure 2. Three Candidate FCS Configurations

M = 0.9/30K

FULL SYSTEM NO ALPHA SENSOR

AN
_ _  _ _

AN _ ___ _

NO O SEN SOR N O A N SENSOR

• 
AN; 

5/ 

1.0 :. 

ANO 

1.0 2.0

Figure 3. System Response to l-g Step

_ _ _
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SlICK 

~~~~
8 3 F

r 1 0 1
L Ir L_

~~
_ J  

-

a 
t~~~~~~~~~

H-i 
F2 

~
A N SENSOR FAILURE - c~~SWITCH TO BROKEN PATH

Figure 4. A~ Sensor Failure - Ô Command System

N O A N SENSOR

AN _________ _____ ________________

TIME — SECS

Figure 5. Step Response with Pitch Rate
Command System 
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STICK 

________ 

~~~~~~~~~~
AN 50 

__________ 
3~ + 1~J

I +

• _ :
L .._ i L_ _ J  I + + - +

_L”--R 1-i
L__ J

~~~—— ~~ $ K I-~- ---
L__J

fOt _

a J ~~~~~10~~~~~
5

~~
J

0 GYRO FAILURE—.’ SWITCH TO BROKEN PATH

Figure 6. ~ Gyro Failure - j  Es t imator

NO O SENSO R

AN0

TIME — SECS

Figure 7. Step Response with Pitch Rate
Estimator
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P51P0

40 _  -~~~~ _ __

20 _ ___
~~~~~~~ 

M=0.9 0
0 250 500 750 1000 1250

___________ ~~ 
LBs /SO FT

K2 

0 

_~5 g ~ 
.,,

.... . M=O.6

-so M 1.2 —

0 0.5 1.0
PS/P

Figure 8. Preliminary Gain Schedule - 
~~ Estimator

MACH 0.9 AT 30,000 FEET — MANEUVER ENHANCEMENT MODE ACTIVE
1.0 I I ‘~

0 k — I I I
FULl. SYSTEM — I NO An SENSOR

0.8

0.6 — 0.6
An An

SECONDS SECON DS

1.4 1.4 —1— —

NO 0 SENSOR NO ALPHA SENSOR

~~ 1O~~~~~~~~~~~~~~~~2O 

An~~~~~~~~~~~~~~~~~~~~~

SECONDS SECONDS

Figure 9. System Response ‘c. a l-g Step
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S 1-g PULL-UP
• MACH 0.9

- ___________ ___________ 

30,000 FT

- ACTUAL PITCH RATE

/ ,,.-ESTIMATIO N WITH 60 POSITION FEEDBACK

~~ #- ESTIMATION W ITH .SERVO INPUT FEEOBA I~K

1 1 2 3 4  5
TIME — SECONDS

Figure 10. 0 Estimator Response Comparison

I
I

TABLE 2
LONGITUDINAL SHORT-PERIOD CHARACTERISTICS

FOR GAIN VARIATION OF -10 PERCENT

K1 K2 K All

wsp 4.245 4.400 4.035 4.854 [3.669 3.958

S~sp 0.728 0.729 0.882 0.654 0.812 0.854

h
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• MACH 0.9 G BASIC
30,D00 FEET 0 NO~’

~ NO AV
V NO çb
ONO ARI
Ø PdO AY OR .jc

• O FREE AIR
LEVEL 2

LEV EL1 -

6 —

~~DR 4 —

V

• - ~~~~a0 — -

0 0.2 0.4 0.6 0.8 1.0

~DR

Figure 11. Dutch—Roll Characteristics -
Flight Phase Category B

~‘(DEO/ SEC) 

+ 
~ j RUDDER

pa
Ø(R AO/SEC)

~~(OEG)

Ay ( g~s) i t
19.32

SWITCHES SHOWN IN RECONFIGURED POSITIONS

Figure 12. ReconçiguratIon Technique for
Dual ‘P Failure
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0 BASIC
0 NOth

• MACH 0.9 A NO Ay
30,000 FT V NO ‘Ji

ONO ARI
ONO Ay OR ~,bo FREE AIR
)~~RECONPIGUREO
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~~DR 4 - —— —--- — —
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_
~
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— —

V
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

C 
• • ., • — —0 0.2 0.4 0.6 0.8 1.0

~OR

Figure 13. Dutch-Roll Characteristics -

Flight Phase Category B

TABLE 3
SUMMARY OF DUAL SENSOR/CONTROLLER FAILURE

RECOVERY TECHN IQUE S

SENSOR FAILURE RECOVERY PROCEDURE

Pitch Rate Gyro Estimate based on AOA and
horizontal tail position

Normal Accelerometer Reconfigure to 0 coninand

Angle of Attack (AOA) Remove feedback

Pitot Data Use fixed gains

Pitch Stick Transducer Use in-line test

Pitch or Roll Trim Use alternate trim

Roll Rate Gyro Remove feedback , adjust stick gain

Aileron Stick Tran sducer Use in-line test

Rudder Trim Remove input, center trim

Rudder Force Transd*rer Use in-line test

Lateral Accelerometer Remove feedback

Yaw Rate Gyro Remove A~ and ~i feedbacks , use
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0

0
U

0 2
U)
C,, -

•

S
0

~~ ir
‘-I,-~-4 S

SELF-TEST
• CONFIDENCE

LEVEL

2 957.

97%

997.

ir1 
-

9 lOGO 200fl 3000 4000 5000

MTBF HOUR S

Figure 14 Effects  of Computer Reliability and Self-Test
Confidence Level on Loss-of-Control
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Figure 15. ISA Interface Configuration 1
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TABLE 4. RELATIVE SYSTEM LOSS-OF-CONTROL PREDICTIONS
ELEC HYD PRO B OF OCCUR PR OR OF SYSTEM RECOVERY 

_____

SYS SYS (x10 6) SYS 1 SYS 2 SYS 3 SYS 4 SYS 5 SYS 6
A B C A B

0 0 0 0 0  0 0 0 0 0 0
0 0 0 0 1  0 0 0 0 0 0
0 0 0 1 0  0 0 0 0 0 0
0 0 0 1 1  0 0 0 0 0 0
0 0 1 0 0  0 0 0 0 0 0
0 0 1 0 1 .00079211 .973 .975 .975 .975 .975 .975
0 0 1 1 0 .00110913 0 0 0 0 .975 0
0 0 1 1 1 1.9794574 .973 .975 .975 .975 .975 1.00
0 1 0 0 0  0 0 0 0 0 0
0 1 0 0 1 .00079211 0 0 .4875 .975 .975 0 —

0 1 0 1 0 .00110913 .975 .975 .4875 0 .973 0
0 1 0 1 1 1.9794574 .975 .975 .975 .975 .975 0
0 1 1 0 0  0 0 0 0 0 0
0 1 1 0 1 .56154477 1.0 1.0 1.0 1.0 1.0 1.0
0 1 1 1 0 .7862863 1.0 1.0 1.0 1.0 1.0 0
O 1 1 1 1 1403.2864 1.0 1.0 1.0 1.0 1.0 1.0
l 0 0 0 ( ~ 0 0 0 0 0 0
1 0 0 0 1 .00079211 .975 .975 .4875 0 .975 0
1 0 0 1 0 .00110913 0 .975 .4875 .975 .975 0
1 0 0 1 1 1.9794574 .975 .975 .975 •975 .975 0
1 0 1 0 0  0 0 0 0 0 0
1 0 1 0 1 .56154477 1.0 1.0 1.0 1.0 1.0 1.0
1 0 1 1 0  .7862863 1.0 1.0 1.0 1.0 1.0 0
1 0 1 1 1 1403.2864 1.0 1.0 1.0 1.0 1.0 1.0
1 1 0 0 0  0 0 0 0 0 0
1 1 0 0 1  .56154477 1.0 1.0 1.0 1.0 1.0 0
1 1 0 1 0 .7862863 1.0 1.0 1.0 1.0 1.0 1.0
1 1 0 1 1 1403.2864 1.0 1.0 1.0 1.0 1.0 1.0
1 1 1 0 0  0 0 0 0 0 0
1 1 1 0 1 398.09299 1.0 1.0 1.0 1.0 1.0 1.0
1 1 1 1 0 357.41781 1.0 1.0 1.0 1.0 1.0 1.0
1 1 1 1 1 994824.42 1.0 1.0 1.0 1.0 1.0 1.0

~‘L0C(~106) .374 .373 .374 .374 .371 6.32

ELEC
SYS ..j

COIL ‘<

I COIL ~
_ _  

Cl)

Figure 16. ISA Interface Configuration 2
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ELEC

~~~~~~~~~~~~~~~~~~~~~fI ~

SELECTO]~~

OUTPUT D

OUTPUT D OPERATIONAL WHEN ANY TWO SYSTEMS GOOD
AND 95% WHEN ONE SYSTEM GOOD . OUTPUT D SELECTED
BY FIRST FAILURE ONLY .

Figure 17. ISA Interface Configuration 3
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Figure 18. ISA Interface Configuration 4
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ELEC
SYS COIL

A
COIL

-
• 

2
U
H

ELEC
SYS V COIL ~

-
. B 1

COIL ~2 ~~
.

ELEC
U)• S1~) COIL U

a- I U)

COIL ~ Cl)

2

VOTER SELECTS OUTPUT BY I Voting for First Failure
2 Output Selection Based on

Self Test After First Failure

Figure 19. ISA Interface Configuration 5
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Figure 20. ISA Interface Configuration 6
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FAILURE DETECTION , ISOLATION AND INDICATION
IN HIGHLY INTEGRATED DIGITAL GUIDANCE AND CONTROL SYSTEM

by
Dr. Wolfgang J. Kubbat

MESSERSCHMITT-BöLXOW-BLOHM GMBH
AIRCRAFT DIVISION

8000 MUnchen 80, Postfach

SUMMARY

The paper covers a broad spectrum of modern failure detection and isolation techniques.
It starts with clear indications that the failure problem can be significantly reduced
with technology and design.
Several advanced methods such as vector redundancy, dissimilar redundancy, and methods
applied to computers are described and some are backed up by practical examples .
The f inal part is dedicated to data bus or ientated guidance and control systems. Based
upon a practical realization example are guidelines for the use of MIL STD 1553 B in
redundant appl ications layed down.

1. INTRODUCTION

With the advent of more and more fly-by-wire projects , CCV-aircraft and Active Control
approaches one sometimes gets the impression that many airplanes are built just in order
to get electronics airbone .

It stresses the important role of new electronic and system technologies, but some clari-
fication is needed.

In the past, various improvements of the aircraft performance have been achieved in aero-
dynamics, engines, structures and materials.

However , the widening of the aircraf t’s envelope to higher mach numbers and altitudes has
presented the first absolute need for electronics. It was impossible to cover the changes

• of the aircraft ’s behaviour which go with mach number and altitude with pure configuration -
measures. The invention of electronic aids such as Stabilisation Augmentation Systems
(SAS) and Autopilots became unavoidable.

In fact, these aids helped to extend the flight regime more and more and suddenly one
realized, that these electronics became more important purely from the safety aspect then
one originally had intended .

• On the other hand , since expecially the military environment has become more and more
competitive , it is impossible to backtrack on these developments.

It seems that presently the most significant improvements in the performance of new air-
planes are based upon the use of electronic aids. Additionally new possibilities of con-
trol will be given to the human pilot, greatly enhancing the aircraft’s agility . But
he certainly is not able to utilize them without electronic aids.

This clarifies that equipping an airplane witL electronics is not a purpose in itself
but an indispensible prerequisite for progress in performance and agility today.

On the other hand , electronics presents a problem in itself , cost and rel iab ility .  And
last but not least there is the psychological problem of switching over from what was
well known for almost a century to the absolute dependance on electronics.

Facing the fact that there is no “back to nature ’s there are many ways to solve the relia—
bility problem and clear indications are present that even in the long run the cost will
be less than with conventional systems. Finally there remains onl y the psychological
syndrome. Time and experience will cure this.

2. PROBLEM DESCRIPTION

- We assume that the aircraft has to be equipped with electronics.

- The aircraft’s safety will depend on the prope r func tioning of the electron ics.

— Single electronic components today cannot be made with a reliability satisfying our
needs .

Therefore we have to:

- Detect any occuring failure

— Isolate a failure and undertake appropriate actions such that the functioning of the
system is either not affected or is reduced to a predetermined permissible level

— Indicate any occurring failure

• ~~~~~~~~~~ --~~~~~~~~~~~~~~~ --•  —~~~~ - —~~~~~~~~~~ 
-- —~ • ~~~~~~~~~~ —~~ • —~ •- • ••-— •~~~~•- - -•-~~~~~~ ~~~~~~~~~ --- -—--~~~~~~• —• • —
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3. STANDPOINT AND HISTORICAL BACKGROUND

3.1 Standpoint

Statement I:

It is impossible to detect a malfunction without extra effort which exceeds that necessary
to merely f u l f i l  the function.

Statement II:

The additional effort to detect and possibly isolate a malfunction regardless in which
packaging it is sold, (monitoring, paritybit , selfdetection , skewing, etc.) means
redundancy.

However, there are many ways of detecting a failure and they differ greatly from one
another in terms of effort and applicability.

Statement III:

In order to detect any failure only two basic priciples apply:

Discrepancy and Majority decision

3.2 Historical Background

In order to understand the authors view and approach a very brief step back into well
known solutions has to be presented.

3.2.1 The Duplex System

As well known, two channels of the same kind may be used to compare their signals.

.—a’I Cu 
~ 

i “I C12 ~f C13 P’j Cl4

~~M )  \ M J  M

~~ J C22 j C23 ] ‘ ‘‘f C2z~

As simple as this seems to be . it opens up major problems:

a. In case of a failure it is not possible to decide which channel has failed.

b. It is not possible to prevent failure propagation (blocking).

c. If any one component of one channel fails , one whole system fa i l s .

d. Therefore only the final monitor/comparator (M3) makes sense.

e. The failure detection depends only on the comparator/monitor at the end of the
channels. Therefore it has to be more reliable and at least as redundant as the
system channels.

f. The system design principle , because there are no other criteria, has to be: In case
of doubt, failure . Therefore this system has a higher tendency to degrade , to indi-
cate a failure than to survive.

In conclusion it has to be stated , that if not used in combination with other methods,
a duplex system is very ineffective and inferior to all the other principles discussed
here.

The generalization of a signal comparison which indicated only ,  “there is a discrepancy ” ,
but does not allow the determination of which component or channel caused it, will be
called

“Discrepancy Principle ” .

A discrepancy therefore allows only the conclusion :

“There is a failure ’.

This occurs in many different applications such as the previous two channel system ,
parity bit, failure self detection , observer technique etc.

L. ~~~ - 
- - 

- — — ~~~~~~~~~~~~~~~~ ~~~~~~~~~ 
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These all have the same charac teristics:
A failure occurring can be detected and indicated but it will cause the automatic exlusiom
of both channels, from further use since without additional measures (i.e. a third channel)
a failure localisation and blocking is impossible . This, of course , means that its use
alone in a flight safety critical position is not permissible.

3.2.2 The Multi-Channel Parallel System

Obviously , the two channel approach is not promising but it was useful to explain general
problems and prepare solutions. Two channel systems or the application of the discrepancy
principle , however, may be found as sub—systems of a multi channel system. Multi channel
systems work based on the statistical principle that the probability of occurrance of a
simultaneous multiple failure is general an order of magnitude smaller than of a single
failure.

Consider the example of a triplex system:

FAILURE INDICATIONS

It has the following characteristics:

a) A f irst fa ilure , by using majority decision , can not only be detected but also
localized.

b) Dividing the system into blocks allows a signal consolidation after each block which
in turn allows the system to sustain as many f irst  failures as blocks are present .

c) After  one f i rs t  fa i lu re  in a block the system can work without degradation in function
and performance. However, any further (second) failure in one block can only be de-
tected but not survived .

d) In case of a simultaneous double failure (in one block) it is not able to detect and
survive it. However , while for a two channel system the problem is valid for the
whole system (=many components) it here is restricted to the components within one
block (=fewer components).

Generalised, a N-channel parallel redundant system can survive N-20 non—simultaneous
• failures and can detect one more (N—1~~;(N~ 3).

The key component in such a multi-channel system is the voter. The voter isolates the
fa i lu re  to one block and consolidates the signals such that behind the voter they are
all alike . Any user behind the voter does not notice that there was a failure before it.

On the other hand , each voter is not just one piece, it has to be redundant as the system
is. For example in a 3-channel system the voter has to be triplicated for each block .
With that, the failure detection and isolation would be solved , but there is a price:

M
I Voters and Monitors in Redundant
I Systems have to be redundant I

--H v
f MI - L ~.V
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A multi channel system consisting of

n channels and
m blocks

can sustain n — 2 non-simultaneous failures
can indicate n - 1 non—simultaneous failures

If no special measures are undertaken , the effort  for such system grows
extensively

The number ,f functional components increases linearly
- with the number of channels

• The number of additional voters and monitors increases
- 

as mxn

Since we do not want to pay this price, we have to look for unproved methods. They are ,
as stated before, based on the two principles discrepancy and majority decision but will
better be considered again and so may lower the price we have to pay remarkably.

4. ADVANCED SYSTEM DESIGN

4.1 The Operational Requirement

Before any design can be made , it is essential to define the operational requiremene

Ø

~~~~~~~~~~~~~~~~~~MTIONAL REQUIREMEN~~~~~~~~~~~~~

RELIABILITY FAILURE BEHAVIOUR MAINTENANCE

= MTBF REQUIREMENTS

FAIL-OP DEGRADE

FAIL SAFE FAIL SOFT FAIL INDICATE
________________I
AFTER 1St, 2nd, ETC. FAILURE FOR EACH FUNCTIONAL
BLOC K

In this paper we will restrict ourselves to the technical assertion “fai lure behaviour ” .• It is of course the honour and duty of the customer to define his operational requirement,
but he may want our advice.
For a fighter/combat aircraft  here is a proposal f or a graduate operational requirement
for a guidance and control system.

I

_ _ _ _ _
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• 
L FItF~SED THIff-LDIEL IF[R1~TION~L REGIJIREIINF]

__________ I I I I
MISSION MI’~I()~ a~ 

g r, r MISSION MISSiON
FIEVNff E~~NTI~~ 

Ii U ~ U r, E~~NTIk ~ IPa~N1
FA1L-OP/ FAIL—OP/FAIL-OP/ FAIL-OP/ FAIL-rAIL uFi FAIL-SOFT FAIL-INDICATE FAIL-SOFT INDICATE

ANGLE OF PITOT SYSTEM COMPu TERS ACTUATORS PREFLIGHT-
ATTACK TEST SYSTEM

SIDE SLIP AIR DATA STRAPD OWN SENSORS E~3It€ CcflTIft
ANGLE 

C0~t1AND SYSTEM
• (STICK, KEYBOA RD, ETC.)

ACTUATORS (SELECTED ,
- IMPORTAND)

MASTER FAILURE INDICATION

4 . 2  The Technology Decision

Obviously, the failure rate of a system is a function of the individual component
• reliability and the number of components. The first decision (which is both mandatory and

beneficial) is to go digital .
With the advent of digital data processing and transmission the transition from continuous
computation and transmission (= single purpose use) to mulitplexed systems took place.
Computers and data transmission lines are not needed on a continuous basis. If the com-
puter speed and data transmission rate has been selected high enough the available time
can be utilized for different  tasks.

Without aggravating the classic block structure the same functions as before are performed
• but the hardware in order to do this is drastically reduced .

STRUCTURE OF AN ANALOG VS A MIJLTIFUNCTIONAL DIGITAL SYSTEM

L I ~~L~J 
‘
—‘ L~J U i _______ 

ACTUATORS
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The mbove picture compares a three channel analog system with a three channel digital - . 
-

system.

The structure of data processing, transmission and monitoring remains the same . In
addition to the hardware saved, the system MTTF increases and further capabilities areobtained. This has been accomplished by the right technology decision and functionalintegration.

4.3 The Data Transmission Decision

The next decision of extreme importance is how to transfer data . Today , the use of a
digital data transmission is highly promising . But it does not necessarily mean an
architectural decision as the following picture expresses.

BUS vs STAR STRUCTURE

- [ I I  I - I I I ] i i
- 

• 
- - ‘G+CQNUlt R

-

• 

- 

iih ______ ______

I~- I  I I I
• • • 

— • 6 + C O J~J1tR • 
•

• 1. INDEPEMDENTLY FROM B U S OR S I A R ARCHITECTURE MOST INFORMATION WIL l.
- GO VIA THE 6 + C COMPUTER
- 2. THE GREAT PROGRESS LIES IN THE USE OF STANDARDRED DIGITAL SERIAL JATA

- 

• - TRNISI4ISSIOM - - 
- -

4 . 4  System Baseline 
- 

• •

The next chapter will deal with a number of methods applied to a new guidance an~1 control
system. Here foll~~ s a picture of a new guidance and control system, in order to —illustrate to which type of system these methods will be applied .

• 
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STRUCTURE OF A DATA BUS ORIENTED

GUIDANCE • CONTROL SYSTEM
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DISPLAY RIONT CONTROL
MANAGEMENT COMPUTER NIL 1553 MIt 1553 NIL 1553
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This g & c system will be fail—op/fail—op utilizing majority decision, discrepancy
principles and the improved methods of the following chapters.

S. IMPROVED FAILURE DETECTION METHODS

5.1 Outlook

The use of digital technology and computer programs has lead to a number of new methods
which despite the fact that they are all based on majority decision and the discrepancy
principle,can save hardware considerably .

FAIL URE DETECTION METHODS

rDISCREPANCY PRINCIPLE MAJORITY DECISION 1
DERIVED ’ IMPROVED

SERIAL REDUNDANCY — VECTOR REDUNDA NCY

FAILURE SELF DETECTION SOFTWARE TESTS

COMPUTER INTERNAL TESTING DISSIMILAR REDUNDANCY

DORMAND FAIL URE TESTING PREFLIGHT TESTIN G

The following paragraph s are dedicated to some selected examples. 
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5.2 Serial Redundancy

Serial redundancy means, that the same component may be used for different functions. The
multi-functional use of the guidance and control computers for the computation of control
laws , autopilot functions , internal checks and sensor monitoring is one example.

Another example is data path checks. Several methods are in use to check the proper
function of a data transmission
— multiple sequential transmission of the same signal
— tran smission of a specific check pattern
- addition of a parity bit
- use of error correction codes
- return of received information

Time and space are insufficient to discuss all these methods. A combination of some
multiple partial coverage will lead to am internal failure detection probability (witl.ou t
the aid of other channels) of nearly 100% .

5.3 Vector Redundancy

S.3. 1 Sensors

I! the task is to measure vector

BASIC PRINCIPLE OF VECTOR REDUNDANCY

Sc 

I• 1 ~ FAIL-OP/FAIL INDICATE ARRANGEMENT OF FOUR
SENSORS IN ONE PLAN E

MONITOR SENSOR

MONITOR EQUATION S~ I ~4- (5 x + S~)

TRUTH TABLE

..L. (Sx + Sy ) 
~/ 

—
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like in the left  picture . One can add a control sensor which, by using the discrepancy
priniciple in conjunction with the other signals, determines if one out of the three is
failing.

In the right picture the principle is extendet and we can show with a few control
equations that the result is fail—up/fail indicate behaviour.

Compared to parallel redundancy a significant amount of hardware can be saved . However ,
it basically works with majority decisions and therefore, is a derivative of parallel
redundancy.

— •
. ,  

4
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— 

.
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Vector redundancy applied to the measurement of the
angle of attack and sideslip in an aircraft

~- - .-,- 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~ - — -

Monitor sensors in a vectangular arrangement of rate
gy ros and accelerometers
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The principle has already been succesfully applied. The sensor orientation can be choosen
such that sensitivity problems are solved simultaneously.

Remark : It goes without saying, that as long as no sensor fails, all may be used in
order to improve the total sensorsystem accuracy.

/
I
I

2

- 

- 

\~
; i~.I1~( -

(Fail—op)2/fail indicate arrangement of single axis
sensors using vector redundancy

5.3 .2 Control Surfaces

For aerodynamic, structural or other reasons , especially in new designs, more control
surfaces are available than degrees of freedoms to be controlled. This is called an
overdetermined system. One way of utilizing this feature is briefly discussed in the
following :

Step 1) Compute a control law which rather than calling for control
surface movements, asks for control momentums and forces.

Step 2) : Send the required forces and momentums through a distribution
matrix which optimally utilizes the available controls.

Step 3) : Monitor the proper function of your control
Step 4) : In case of a control surface failure have a new distribution

matrix ready which takes that failure into account.

Step 4 causes the problem. For any first failure there are as many mew distribution
matrices required as individual controls can fail. They have to be precomputed and
stored in the system. This seems to be feasible.

But in case of a second failure a permutation of failures has to be covered
If m is the number of controls it looks like

first failure m new distribution matrices required
second “ m2 new distribution matrices required
third “ : in3 new districution matrices required

After a second failure the method is questioned.

Additionally this way is limited to that point where the remaining controls form a
determined system to control the desired degrees of freedom. 
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In case of any further failure, the system degrades. That means here that not all
original degrees of freedom can be controlled independently of each other and may pro-
gress to the point where the airplane is not controllable at all.

It should also be mentioned, that after failures below a determined system point , changes
in the control law are likely to be necessary.

CONTROL VECTOR REDUNDANCY

P’tATRIX OF DEVI~~TIVES
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SENSORS

5.4 Failure “Self” Detection

Failure self—detection as such does not exist. That, what is called “self” detection is
a combination of internal parallel or serial redundancies and discrepancy principles
within the device.

Despite of this, the methods called so can be extremely useful. Discussing them even
partially costs to much time and space. Some are listed below

— test of all supply voltages, pressures or other energizings
- plausibility tests, auxiliary measurements
- spin frequency tests of gyros
- pre—known test voltages among signals in an A/D converter
- wrapping around any output signal and testing its correct

re— appearance
- watch dog timing
— internal error correction codes
- partly parallel redundancy like dual CPU ’s in a computer
— instruction set testing
— superposition of test signals

Obviously they all need an excellent knowledge about the components and the internal
process to be monitored and can be developed in combination of each other.

Suppliers state to achieve a 95 — 98% certain average of self test for components such
as IMU’s.
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5.5 Software Tests

From the methods which may be realized in software, filter techniques have been taken
as an example.

Filter techniques, in general mechanized in software, can be used to determine a mal—
function.
Therefore, it should be noted that in most cases where filter techniques are applicable,
some kind of inherent redundancy does exist already. Via filter techniques the following
variables may be monitored against each other

rates 4 -
~~~ 

attitudes
velocity (aerodyn) 4 ~ irtterial velocity

~~~~~ d in’ I3in

Practical experience has shown, that this kind of failure monitoring can best be applied
if some degradation after a failure is permissible.

Additionally in many cases it protects only against hard failures. ProbLems which develop
slowly over a period of time are often not covered.

5.6 Dissimilar Redundancy

Dissimilar redundancy is a subset of parallel redundancy. At least two signal pathes are
used, both of them based upon a different physical principle. For instance hydraulic and
electric.
It is often used on actuators.

The actuator below is fail—op/fail-op/fail indicate each channel is called to be “ self ”
monitored but it really is using modell techniques.

Duplicated Model

iF~ ri-I

Blockdiagram of a failure ~‘se1f” monitored actuator

—- - _ -—— -.. ----_ ---——-- -~~~~ - .-~~
---

~~- — —



~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 

- _ -  •-•--•.- -_ -
~---,--- —-- - - —~-.---~ --,-

10- 13

g
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Three channel (fail—op, fail-op, fail—indicate) actuator

The behaviour of the hydraulic part of one channel is electrically modelled and compared
in a monitor. In case of discrepancy this channel is hydraulically by—passed. Because
of failure considerations it turns out that the electrical part of each channel has to
be duplicated, so the monitor.

What one finally got and what looks like a three channel system was a system consisting
of three independent sub—systems (channels), each of which consisting of two electrical
and one hydraulical channel. A total of nine channels. It still was a great progress
because it

- saved one hydraulical channel
- avoided hydr aulical cross monitoring

The additional ef for t  has been directed towards those parts which were
- more reliable
— smaller -

- easier to test
- less expensive

On the other hand even this example showed the limitations of dissimilar redundancy
The final decision were made within one privileged system, because it knew more about
the other system than vice-versa.

Furthermore it was d i f f icul t  to model the other , dissimilar (hydraulic) channel. A
problem which becomes much more severe in long process chains.

5•~ Cogputer Internal Redundancy and Failure Detection

Since the computers in modern G + C systems are the most important multifunctionally used
devices , the methods which are available to achieve internal failure detection capability
are summarized here. Many of them have been mentioned elsewhere, some are new.
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COMPUTER INTERNAL FAILURE DETECTION J
[HARDWARE + DESIGN 1 L TEST SOFTWARE ] LDESIGN IMBEDDED METHODS1

WATCH DOG TIMER - INSTRUCTION SET TEST REDUNDANT POWER
PARITY BIT - MEMORY CHECK SLIM WRAP AROUND TECHNIQUES
OVERFLOW PROTECTION TEST PROGRAMS PREFLIGHT TESTING
WRITE PROTECTION WALKING “1” TEST CHANNEL SYNCHRONISATION
DOUBLE CPU WORST CASE PATTERN TEST - LOAD DIM ENSIONING
ERROR CORRECT I ON CODE -

TAGGIN G

POWER INTERRUPT
POWER SUPPLY MONITOR ING
INTERFACE TEST SIGNALS
REDUNDANT OSCILLATOR
HARDWA RE DESIGN AND
PRODUCTION STANDARDS

5.8 Dormant Failures

Important comporLents of a guidance and control system may be used only in certain cases.
So for instance most components which get activated only in case of a failure . But then
they have to work ’ In case of such components which cannot be tested during f l ight ,  we
depend only on pre-fl~ght testing, reliability figures and redundancy .

Some possibilities for the prevention of dormant failures are given
- test signals
- superimposed signals
— off—set

5.9 Pre-f light Test ing

“Neve r take off without a complete failure free system”!!!

Pre-flight testing is the only possibility t~ test all components, even such which are
activated only in case of a failure.

In order to avoid dormant failures, special tests have to be performed , far exceeding
those tests which take place during normal operation .

These general principles should be observed
- while pre-flight testing, normally also use and validate the inflight tests
- simulate any possible fa i lure  and com binations of fai lures
— test for proper failure isolation and indication
— - activate all components, especially such which are not used during

normal operation
- test signal generation must cover the whole range of measurement, dis-

placement, data, calibration curves etc. Check for proper computation.
This , at least pointwise.

— keep the error source “human being” as small as possible

No doubt, this in many instances means additional effort in hardware and software over
and above that needed for the performance of the nominal function .

The tendency therefore, is to save on the test installation.

This is permissible. But

- Test conductions mi ~ t not be affected and clearly provable
— Test initialisati~ ns ave to be reliable and at least as redundant

as the system to be tested . An arbitrary (i.e. inflight) pre-f light
- 

t 
test initialisation would be deadly . 
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It goes without saying, that the flight safety aspects of the pre-f light testing normally
will be combined with the maintenance aspects.
If possible , one wants to know the very exact location of a failure for equipment

• replacement and repair. In addition a “condition” of the equipment may be determined
to allow “on condition maintenance ” .

6. DATA BUS ORIENTED GUIDANCE AND CONTROL SYSTEMS

6.1 Initial Offers by MIL STD 1553 B

At the first glancs, MIL STD 1553 B seems to have a heart for redundant sufferers. It
refers to redundant applications.

- -~~~~~~~ OPTIONAL 
i—I ~~~~~~ .~ REDm~~ANT

I I L. I CABLES
- - -r 

I I I I I
I I I

I I I

I I I I I I

I I I I I

I I I I

I I I I I I I

BUS REMOTE rCONTROLLE R. TERMINAL SUBSYSTEM
WITH EMBEDDED___________________ REMOTE TERMINAL

SUBSYST EM (S)

Sample multiplex data bus architecture
Extract MIL STD 1553 B

At the second glance , this was almost all , what MIL STD 1553 B had to offer fur redundant
applications. However, some of its features help.

BIT TI~~~S 1 [ 2 3 6 8 9 h o  I i i  12 113 14 15 116 17 lb 19 2 0 1

COMMAND WORD

fl [ HI Hi
SYNC REMOTE HAL T / Rj  

SUBADDRE SS/ 
COUN T/MODE CODE I ~

_ 
16

DATA WORD L _ J  I
SYNC DATA

STATUS WORD 1 1 1 1 1 1 1  3 H I 1 I 1 H H I 1 I
SYNC REMOTE TERMINAL 

~ 
RESERVED 

~ ~ I
ADDRESS ~n ~~~~~~~~~~~~~~~

— m ~ .

~ z ~~ ‘-~ ~~w
NOTE: T/R — t r an~~itf receLve

P — parfty

_________ 
Word iormats

~~~~~~~~~~~~~~~~~~~~~~~1 • • ~~~~~
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a. Word sync: Helps to synchmUze redundant channels and helps to prevent error prupa-
agation over more than one word .

b. Status word: Assists in—line monitoring, but the deficiency is , that no informat ion
is given about what happened while sending.

C. Parity bit: In serial applicat ions of rather limited value .

d. Data rate: 1 Mbit is suf f ic ien t  for a sensor to computer to actuator data trans-
mission. Because of the bus conventions it hardly exceeds 30,000 words
per second of effectiv data rate. Not suited for a computer to compu-
ter communication which is needed for fast failure detection and iso-
lation.

Special c are has to be undertaken to avoid intolerable transport lags between sensors,
computation and actuation. In many cases a synchronisation of the devices to certain

• transmission times and a well considered bus protocol are required. This means, that the• devices on the bus are no longer autonomous!

— 
CONTROLLER TO IRECEI’IE f DATA DATA I DATA~ ~~ 

[ STATUiJ 
~ COMMAN DRT TRANSFER LCOMMANDJ WORD J WORD WO~pJ LWORD ~‘ WORD

CONTROLLER U ____ 1 ~ I . . I ~~~~ # CO~MAND

20 ~sec 4 — 1 2  uSec 20 ~sec

Time consumption of data transmission, using MIL STD 1553 B

6.2 A Redundant Design, Using MIL STD 1553 B

As stated in chapter 4.1 there is a (fail—op)2 requ iremen t assumed for the hot core of
the guidance and control system. The solution here is a three channel failure self moni-
toring system. —

The following steps have been undertaken:

a. Synchronisation : Between all three channels to be a maxiiw of 5 ~isec. This eases the
failure detection , decreases especially the failure thresholds.

b. Device synchronisation: Software or device (Terminal) have to be synchronized to have
the data ready and fresh at certain transmission times. This again decreases failure
threshold and decreases transportation lag problems.

c. Consolidation: Sending of unconsolidated information on the three busses is not per-
mitted .

d. First failure coverage : Each (redundant) device has to use a special ic-lundant inter-
face , which automatically blocks any inco8~ing or outgoing failure such thai behindthat interfaces the information on all three channels are identical.

e. Antijamming circuits: At least two independent circuits per channel prevent jamming
in each businterface.

f. Life status: In addition to the status word of MIL STD 1553 B each message will be
concluded with status information contained in an (extra) data word (in this way
MIL 1553 formats are maintained). This information is generated while sending the
message. Other than the ordinary status word which tells only what happened before
the message was started, this one contains important information of a failure occurred
while the message was sent.

g. Error correction code: Important (hot core) information will be converted into ECC-
format prior to sending. Unfortunately this means that some data words in ECC-format
do not fit into 16 bits and therefore use two data words.

Li — _ 
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h. Second failure coverage: Will be achieved by

discrepancy indication
-

- + failure self detection by ECC
+ message resent (serial redundancy)

1. System reconfiguration: Has been considered , however, no final decision has been
made yet. The problem is the handling of the interwoven complicated logics.

j. DMA: A fast DMA connection between the main G & C computers will enable the computers
to react fast upon any failure .
Superior decision will remain by the main G & C computers. Therefore the DMA is con-
sidered manoatory.

SERIAL BUS
_______ ________________________________________________________ 

CHAN NEL A

SI(?44L (ThSOU- 
_ _ _ _  _ _ _ _  

1
MTIC1~1 PM) CHANNEL CHANNEL liP-LEVEL
BUS~C 

_ _  _ _

SUB-SYSTEM

CHA NNEL CHANNEL CHANNEL

A B C

Principle of Redundant Databusinterface

7. CONCLUSIONS

The spectrum of new techniques for failure detection and isolation has been considerably
widened. This will result in less hardware effort with improved result.

On the other hand it requires a tremendously growing know how at the level of system
designers and integraters.

This has to be complemented by similar capabilities and effort at the component, sensor ,
devices, equipment designer , and manufacturer.

The f igh t  against the malfunction can be fought best during design and beginning at the
lowest level.
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L’ INTEG UTE DES LOGICIELS E14BARQUES UNE SOLUTION

C.. CERMAIN

ELECTRON IQUE MARCEL DASSAULT

55. quai Carnot

92214 — SAINT CLOUD

PRANCE

RESUME

On présente une solution destinée A assurer i’intégrité du logiciel embarqué sur avions et engine.
Le but principal est d ’accroitre la sêcuritë du logiciel afin de is rendre homogene avec celie du mat 8—
riei, qui. dana Ic cas considérA , eat trAs élevée. On obtient des retombées intéressantes au nivenu de la
fiabilité et de la maintenabiiit€ du iogiciel ainsi que des coOts de validation. Les ~~yens mis en oeuvreonE été conçus afin d’etre lea pius simpies et les pius ~conomiques possibles. Tie s’appuient sur unestructure du logiciei et une machine virtueile du calculateur bien adaptdes aux applications embarquées.
L’accent est mis sur lee mécanismes de contr6ie de i’adressage qui permettent d’Aviter toute destru.~~i.,nintempestive du logiciel .

I .  INTRODUCTION

La numérisation des fonctions A bord des avions et des engins s’est rapidement déveioppêe au cours
des derniAres anr,ëes, et d i e  est appeiée A croitre encore dans la prochaine période.

Cette evolution est comaandée par le caractdre de pius en plus compiexe des missions et eile est
reudue possible par les progrEs de Ia technologie des composants et l’accroissement important de Ia
puissance de caicul qui en résulte, pour un volume et une consonnation donnée.

Ainsi, ie sous—systAnle informatique, plus ou mom s complexe selon ie cas, se voit attribuer une
autorité grandissante et des A present ddterminante dana l’accomplissement des missions.

Ccci pose Ic probiAme de Ia sOreté de fonctionnement de cc sous—système , face aux exigences opé—
rationnelies de sécurité, de fiabilitC , de disponibilité et de maintenabiiité.

Deux aspects importants de ce probiAme sont ies suivants

— garantir one sécurité et une fiabiiItC intrinsAques éievées pour ies fonctions ayant un caractCre
vital ou critique dans is mission. Tant qu’une teile garantie ne peut pas etre donnée, des fonc—
tions comae le piiotage automatique des avions dana certains domaines de vol ne peuvent pas Atre
envisagCes.

• 
— preserver lea qualites intrinsèques ci—dessus en assurant l’integrité de ces fonctions face aux

• agressions de icur environnement ou aux défailiances de leur support materiel . En particulier,
ii faut pouvoir protCger chaque fonctlon vitale contre les défauts de fonctionnement d’autree
fonctions qul cohabitent avec d Ies dans Ia meRle mémoire, par exemple. Ce besoin d’intégritC est
Cgalement motive par la nécessitC que l’intégration de fonctions placées sous Ia responsabilitC
de différents contractants se fasse dane des conditions acceptabies pour chacun d’ entre eux
et pour le maitre d’oeuvre.

Ce problème Se pose aussi bien quand ies fonctions sont distribuées, réparties dans différents
microprocesseurs d’Cquipements, que lorsqu’elles sont intégrCes, centraiisAes dane un calcuiateur prin-
cipal. Dans ce dernier cas, ii se pose cependant avec pius d’acuité car ice différentes fonctions sont
sItuAes dane is seine mCmoire, partagent lea mAmes ressources de calcul et d’entrées—sorties , et leurs
interfaces sont donc mom s bien matCriaiisCes que dans le cas d’un système distribué. C’est surtout A
i’intégrité et A Ia ~CcuritC des fonctions central isées dans un calcuiateur principal que nous nous

— intCressons ici.

La perspective que nous considérons est ceiie des missions de is prochaine décennie. Si actueilement
on peut obtenir one sCretC de fonctionnement suffisante au regard des exigences opCrationneiles avec des
structures classiques du materiel et du logiciei, cela tie sera pius possibie dans l’avenir. Ii sera aiors
nCcessaire d’intCgrer dans le logiciel comae dans le materiel des fonctions de detection et de recouvrement
des erreurs pouvant seuies permettre de réaiiser des systemes fiables avec des composants mom s fiables.

Le calculateur COPRA — qui fait ici mènie i’objet d’une autre connunication (1) — est conçu pour
satiafaire A ces exigences futures. Son architecture ainsi que see mécanismes de detection , de reprise et
de recouvrement lui confArent une tolerance élevée vis—A—vis des panties permanentes et tranSitoires du
materiel Sinai que de certaines perturbations externes. Ces caractCristiques CoSt décritea dans is communi-
cation prCcitCe, Ct 11 n’eet pas utile d’y revenir ici. Riles permettent d’atteindre une fiabiiité et use
sCcuritC du materiel trAs Cievées, de piusleurs ordres de grandeurs supérieures A celles d’une structure
non redondante bash cur la mAnic technologie. Dc plus, et c ’est IA on point fondamental , cu es interdisent ,

-~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~



par principe sAme , toute destruction incontr&lée du logiciel A is suite de panties du materiel ou de pertur-
bations de i’environnement. Ainsi , l’integrité du logiciel ne peut Atre misc en cause que par les propres -

•

erreurs de ceiui—ci.

Ii reste donc A résoudre cc probième des erreurs du logiciel, car ii ne sert A rien de disposer d’un
materiel ultra—fiabie ci Is fiabiiité du iogiciel n ’est pas d’un niveau comparable.

C’est a is presentation générale d’une aoiution de ce probiAme , développée dana le cadre du projet
COPRA, qu ’est consacrée Ia suite de ce document.

2. FIABILITE DU LOGICIEL :

La fiabilité do Isgiciel depend de deux facteurs

— sa correction, qui correspond au nombre et A is “gravite” des erreurs qu ’ii contient A i’instant 0
de la mission. Ces erreurs peuvent avoir ieur origine dans i’analyse fonctionneiie (mauvaise déf i—
nition de Ce que doit faire le iogiciei) ou dana ia progranimation (mauvaise réalisation). Elles
peuvent égaiement Atre introduites A l’occasion de is maintenance du iogiciei.

— an robustesse, qui caractérise is capacité du iogiciel A tolérer en cours de mission , soit Ia niani—
festation de ses propres erreurs résiduelies , soit des valeurs d’ entrée ou des actions d’opérateur
erronnées, Soit des consequences de pannes du materiel ou de parasites. (Pour COPRA, cc dernier
point est 5555 o b j e t, conune on i’s indiquC précédeniment) .

La robustesse du iogiciei depend en grande partie de as capacité A conserver son intégrité , c ’est—
a—dire A ne pas Atre détruit ou modifié intempestivement par lea évAneinents prCcédents.

2.1. Correction

La correction du logiciel peut Atre approchee par deux moyens compiémentaires

— Reduction des causes d’erreurs : ii s’agit d’améiiorer is quslité des travaux de déveioppement du
iogiciel en agiesant siinuitsnément sur trois fronts : méthodologie, technoiogie, moyena humains.

Lea dix derniAres annéea ont vu des progrès importants dans lea dotnainea de is methodologie et de la
technologie : priCe de conscience de is nécessité d’ une méthodoiogie rigoureuse de déveioppement do logiciel
et reconnaissance de i’importance fondamentale de Ia phase de definition apparition et développement des
echniques de progranenation structurée , de langages et d’outi ls  d’ aide A is conception et de isngages de

programination évoiués et adsptés aux applications en temps reel.

Ces progrAs Ont permis certaineinent de ini eo~c maitr iaer le processus de production de logiciels, et
done de r4duire les causes d’erreurs. Cependant , le travail de développeinent de logiciel reste un t rava i l

— complexe, peu automatis4, et done sujet A I’ er reur humaine.

— Recherche et reparation des erreura : ii s’agit de détecter et de corriger le maximum d ’erreurs
avant is Rise en exp lo itation du iogiciei .

La technique is pius utilisée reste ie test avec sea deux aspects : verification de ia iog ique in—
terse des programmes (ou tests statiques) et validation des progransnes dans leur environnement reel ou
simulé (tests dynamiques) .

Les techniques d’anaiyse des programmes — avec ieurs différentes  variantes : relecture de code,
inspections, “waikthroughs” — cost de plus en pius frCquenmient utilisées.

Des techniques nouvelies telles que i’exécution symbolique ou ies preuves formeiles de programmes
sont loin d’Atre opCrationnelles .

Le point important, queu es que soient lea techniques utilisées, eat qu’sucune tie permet de garantir
i’éimmination de toutes lee erreurs. Les tests et lea analyses permettent seuiement d’établir ia presence
d’erreurs, mais ne prouvent jamais leur absence. L’expérience montre cependant que plus Un iogiciel est
vCrifiC et mom s ii contient d ’ er reurs : c’est pourquoi, dans i’état actuei de i’art, le test est Ic
principal moyen utilisé pour accroitre is fisbilité du logiciel , et use part importante du budget de
développement y est consacrée iorsqu’on recherche one fiabilité ClevCe.

2.2. Robustesse

La recherche de is correction comae seul moyen d’accrottre is fiabiiitC et is sCcuritC , expose
A deux inconvCnients majeurs

— On tie peut jamais dCmontrer que is correction eet abeolue (i’expCrience tend plut6t a dCmontrer
ie contraire), ni sAme quel eat Ic degrC de correction atteint.

— MAme s’il ne reste qu’une erreur dens le programme, on ne connait pas Ia probabilité pour qua cette
erreur cc manifests ou non pendant Ia mission, dane lea 5 premiAree ou las 5 derniAres minutes , en dCtrui—
sent is moitiC do contenu de is mémoire ou en n’ayant que des consequences mineures . Ccci est p articu l iCre—
sent ie cas pour des logiciels de contr8le en temps reel comae les iogiciels embarquCs . En e f f e t ,  pour cc
type de logiciels , aussi poussCe qua soit is validation, ii est matCrieliement impossible de tester toutes
lea configurations opCrationnelies potentielles, ni mAine une partie significative de ccc configurations.
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Une erreur rCsiduelie, par definition , ne Ce nianifeste en coors de mission que iorsqu ’apparsit une
telle configuration non tcstCe, Ct ii est très difficilt de faire des hypothAses aur ia probabiiitC d’appa—
rition de ces configurations ou sur l’~ stant de leur occurence. ‘ErAs difficiie également de prévoir lea
consequences d’une erreur inconnue.

C’est cc fait qui, avant tc it autre , motive i’intégration au matériei et au iogiciei opérationnel8
de fonctions de detection, de confinement -t éventuellement de recouvrement des erreurs logieieiies.

Ii peut Atre envisage deux degr&t o ’implémentation de telies fonctions de tolerance aux erreurs

— detection et confinement (ou non propagation) seuls Si l’on cherche uniquement A accrottre Ia sCcu—
rite. C’est ie cas pour la plupart des logs ieis embarqués actuels oD ie systems est capabie en cas de
dCfaillance signalée du logiciel , de continuer A assurer une mission réduite en raison de redondances
existant so niveau système pour chaque fonction critique du Iogiciel.

— recouvrement des erreurs si on cherche également A accrottre la fiabilit-é . Ce sera le cas pour lea
logicieis avioniques futurs dont certaine~ fonctions devront pouvoir survivre mAme si eiiea sont Ic siAge

• d’erreurs.

2.2.1. Detection

La detection des erreurs résiduelies do logiciel pendant son exploitation implique l’adjonction de
mécanismes aux niveaux materiel et iogiciel. Ces mécanismes doivent assurer une detection suffisanenent
rapide pour éviter toute propagation dangereuse des erreurs. En particulier , 118 doivent garantir is non—
destruction du iogiciei , c’est—A—dire son integrité.

Trois types principaux de mécanismes doivent Atre mis en oeuvre

— Contr6ie des sorties (donnCes 00 connandee) par des tests logicieis de vraisembiance permettant de
verifier que certaines assertions cur ics vaieurs des donnCes de sortie ou cur lea connandes sont Teepee—
tees. Ces tests Cost specifiques de chaque application et ne peuvent Atre mis en oeuvre qu’su niveau du
logiciel d’application . u s  cost indispensables et d’ailleurs sssez fréqueminent utilisés dans les logicieis
etnbarques. Mais u s  ne suffisent pas, A eux seuis , A assurer us taux de detection suffisant .

— Contr6le de l’exécution St des durées. Faisant toujours appel A on mCcanisme do type “watchdog”
base sur i’utilieation d’une horioge temps reel, lie permettent de dCtecter ies blocages de certains pro—
cessus , A Ia suite d’ erreurs de synchronisation ou de Ia Inonopolisation de certaittes ressources par on
processus (erreur sur test de fin de boucle , par exempie). u s  doivent Atre impiémentés so nivea i d’un
moniteur temps reel qui a seui ies informations nécessaires so contr6le de l’exécution des tAches.

— Contr6le des droits d’accAs et d’utilieation : c’est Ic mécanisme de detection fondamental qui
conditionne l’efficacitC des deux prCcédents. Schématiquement . ii consiste A gsrantir qu ’un processus ne
peut pas faire autre chose que cc qu ’ii a A faire, sAme s’il le fait mal. En particulier , ii perme t de
s ’assurer que lea contr&ies Cur ies sorties ne peuvent ~~55 Atre court— circuitées par use erreur d’ sdres—
sage, de sAme que les contr6les des durées. Le principe general est de verifier que cheque processus
n’adresse pas d’autres objets que ceux aoxquels 11 a droit et qu ’ii nc peut en aucun cas executer d’ s- -
tructior, qui iui seeorerait dee droits supplementaires. Dc teis mécaniemes ont recu diverses formes
d’impiémentation : contrAle de l’adressage par protection d’une mémoire eeginentee ou paginCe, modes
maltre—esciave aotorisant ou interdisant l’utilisation de certaines instructions, machines A capacitC ou
A domaines (2, 3, 4) etc.. • La solution presentee ci—aprAs concerns principalement cc type de contrAle.

L’utiiisation conjuguee de cee trois types de inécanisnies de detection peut seule permettre d’attein—
dre , un taux Clevé de detection des erreurs. L’efficacité de ces mécanismes impiique one structure modu—
laire do logiciel et Un niveau de detection adapté A cette structure c’est—A—dire que lea erreurs doivent
pouvoir Atre détectées St confinées su niveau des modules.

L’intCrAt premier d’un tei système de detection eat de pcrmettre on sccroisaement important de is
sCcurité du logiciel. Par exempie, si le taux de detection eat de 0.9, on inultiplie par 10 ia sécuritC
du logiciei.

De pius, lea mécanismes mis en oeuvre peuvent Atre otiies avant mAma l’expioitation du logiciei , b ra
du codage et des teats. u s  permettent d’accro!tre is correction du logiciel en contribuant A détecter Un
plus grand sombre d’crreurs. u s peuvent également permettre de réduire is dorée, done ie coOt des tests.

Enfin, par is localication et le confinement des erreurs au niveau de modules lie facilitent Ia
diagnostic et la maintenance, donc is disponibilitC du iogiciei.

2.2.2. Recouvrement

Le recouvreaent consiste A neotraliser les consequences d’une erreur détectée at A assurer Ic main—
tien ininédiat des fonctions concernCes.

La seule technique Cconomiqueinent raiaonnable de recouvrement des erreurs logicielles eat ceile des
“recovery biocka” de Randeli (5). Rile repose Cur ie principe suivant : chaque fonction du logiciel d’ap—
plication est reaiisee par deux modules distincts réslisant chacun is fonction en utiiissnt on algorithnie
etfou des entrées d i f fé rents  de I ’ aotre . Chacun de ce e modules cet contrAlC par des mécsnismes de dCtec—
tion teis que ceux dCcrita précédenenent. Un seul des deux est exCcutC en i’absence d’erreurs. En cas de
detection pendant son execution , cc module est abandonnC (Cventueliement de msnière teniporsire) et l’exC—
cut ion de is fonction aCt tentCe avec le second. Use bonne illustration de cette technique pour des fonc—
tions de navigation et de guidage eat donnée par H. HECHT (6) ainsi que divers details pour impiCnienter
le. tests de vraisemblance at pour utiiiaer us watchdog.
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Cette technique eat Cvideninent coOteuse : ella double lea coOta de programmation et le volume memoirs.
En cas de detection d’ erreur , is durée d’ exCcution d’ one fonction peu t Atre égaiement doubiée.

Elie ne doit done Atre utilisCc que de maniAre selective , uniquement pour des fonct ions vitsies assu—
rées entiCrement par be bogiciei .

Cependant, able ne pose pas de problems paz-ricuiier de conception (mis A part Ia nécessitC de dCcou—
vrir deux algorithmes différents pour Ia mAnic fonction) A par t i r  du moment o~i Ic probiAme de is detection
et do confinement eat résolu et que l’integrite dee moduies de ecouvrenient est Sinai aasurCe .

Outre i’accroissement de fiabilité des fonctions redondantes, d ie prCsente des avantages importsnte
Cur d’autre plans (7)

Ella constitue par su e—mAma one technique de test cxtrAmement puissante i ’activation sequentieule
des deux modules redondants et is comparaison de leurs sorties pernie t d’automatiser lea tests St double
leor efficacité . Comm~ pour Ia detection , cette technique offre sinai une retombêe intéressante sux plans
de Is correction du iogiciel et des coOts de validation. Rile permet en outre de choisir counne module privi—
legié A l’exécu tion cel ui qui a Is durée d’exécution Ia pius faible , fournissant ainsi on moyen inmiédiat
d’optimisation.

Cette technique , qoi ne semble pas Atre ut i i isé e actuellement dana les applications embarquCes . peut
Se révéler indispensable dana l’svenir si Ia sorvie de certaines fonctions aux erreurs logicielles devient
nécessaire.

L’ analyse des divers moyens qui permettent d’accroitre is fisbiiité et is sécurité do log iciel
(dont on a donnC ci—dessus un rapide apercu), fait apparaitre que i’efficacité de ces moyens repose avant
tout sur i’existence de mécanismes garantissant i’intégrite do logiciel , c’est—A—dire de mécanismes de
ccritr6ie des droits d’accAs et d’utilisation (00 pius simplement de contrAie de l’adressage).

C’est de teis mécanismes, déveioppés dans is cadre du projet COPRA , que décrit ia suite ae cette
coununication.

3. PROTECTION CONTRA LES ERREURS D ’ADRESSAGE

3.1. Ctitères et contraintes de conception

— Economie de materiel : Le caicuiateur COPRA est destine a des spplications embarquées sur avions ,
engine ou satellites. Le critAre d’écononiie des ressources matérie lles reste determinant , mAnic si lea
progrAs technoiogiques le rendent mom s aigo. En effet, compte tenu de is structure redondante do calcu—
Isteur — nécessitde pour tolérer lea pannes du materiel — toot dispositif materiel , iogiciel ou micro—
progrannne rajout é pour détecter et confiner les erreurs du logiciel , se voit automatiquement app liquer
ie mAme degre de redondance , c ’est— A—d ire est double ou quadruple selon lea cas.

— Contraintes de temps : Lee applications considérées comportent de fortes contraintes d’exécution
en temps reel : durCes d’exécution, temps de réponse, etc... La solution retenue doit done introduire une
dorée d’exécution supplémentaire minimum. Seuls ies contr6les qui ne peuvent Atre faits A la traduction
des programmes doivent Atre laissés A i’exécution, mAme si cela conduit A alcurdir sensiblement la chatne
de traduction (Ce qui n’est pas le css comae on ie inontre ci—aprAs).

— Langage de progrananstion Lea erreurs d’adressage et Ia protection contre ces erreura peuvent Atre
diffCrentes seion qua ie langage de progranenation utilieé eat de haut niveau ou de type assembleur. II
n’entrait P55 dana les objectifs du projet COPRA de définir un nouveau langage évoiué. II faut noter A cc
propos que ci en théorie on langage évoiué sembie presenter mains de risqoes d’erreurs d’adressage qu’un
langage assembieur, dana Ia réalité ii existe peu de compiiateurs qui effectucnt on cont rA ie complet de
l’adressage. Dc pius, les compilations séparées cost source d’erreurs d’adressage au moment de l’Cdition
de liens.

La solution retenue euppose i’utiiisation du iangage d’assemblage de COPRA at de l’assembleur et
éditeur de liens sssociés. Elle peut cependant Atre trsnsposCe A on langage évolué exis tan t en ajoutant on
prCcompilateur charge de traiter lea directives de structuration spécifiques du contr8ie de i’sdresssge.

3.2. Structure do bogiciel d’application

L’efficacitC de ia solution retenue repose essentlelletnent sur one structure du logiciel bien adaptec
aux applications embarqu Ces .

Cette structure rCsulte d’ une double decomposition

— decomposition en fonctions opCrationnelles (appeiCes “fonction” dans is suite) telle qu’eile est
issue habituellement des specifications fonctionnelies do système et do logiciei. Par exemple, on bogiciel
d’svion est dCcomposC en fonctions de localisation, de guidage, de designation, etc...

— decomposition en processus 00 tAches (il n’est pas utile ici de faire Ia distinction). qui découlc
des contraintes “tampa reel” . La logiciel peut par example Ctre décomposC en taches cycliques devant s’exC—
cuter A frCquence fixe (5 Hz, 50 Hz, etc...), en taches “innédiatea” dont I’activation eat consnandCe par
I’occurence d’CvCnementa alCatoires (interruptions) at en tAches diffCrCes dont l’activation est gCrCe par
on maniteur Iogiciel. La decomposition pout Atre plus ou mains fine, ie principe reste toujours le sAme
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regrouper lee parties du traitement ayant des contraintes temporelles d’activation identiques, et étsblir
entre lea tAches sinai définies une hierarchic d’exécution.

Cette double decomposition porte sur les instructions comae aur les donnéea et conduit A use parti-
tion du logiciei en modules, le module ètaat l’intersectjon d’une fonction et d’une tAche. Un module appar—
tient A une seule fonction et une seuie tAche St eat iui—ntAme structure en procedures.

Use teile decomposition permet de définir trois niveaux principaox de localité des données

— données locales (ou privées) d’un module, sccessibies uniqoement par les instructions de cc module.

— données locales d’une fonction, accessibles par lea seuls modules de cette fonction .

— donnéea globsias, accessibles A l’ensemble des fonctions.

Cette structure est iiiustrée par la figure 1.

On établit égaiement one distinction entre code et données d’un module sinsi qo’entre constantas et
variables.

Avec one telie structure, on dispose de zones de communication bien définies entre les modules d’one
sAme fonction zone des donnéss locales de Ia fonction, ainsi qu’entre lea fonctions : zones des données
gbobales. Ces zones constituent des interfaces aussi concrAtes que celles existant entre fonctions physi—
quemant reparties dane un système distribué .

Des contrales efficaces bases cur Ic principe de inéfiance inutueile peuvent Atre mis en oeuvre A
chaque accAs A ces interfaces par use fonction ou Un module. Ces contrAles peuvent Atre effectués, par des
tests de vraieembiance par example, avant qu ’une donnée soit écrite dana use zone de communication par ii
fonction ou on module émetteurs ou aprAs lecture des doanées dans ces zones par des fonctiona ou modules
rCceptcurs.

En d’autres termes, avec one tells structure, Icc erreurs iocsiisées dans Un module ne pauvent Atre
propag ées A on autre module de Ia mAnic fonction ou A one autre fonction qua par Ia transmission de valeurs
erronnées dane lea zones de communication définies ci—dessus . Ainsi, chaque module appartenant A une fonc—
tion critique peut Atre mimi de tests d’acceptation des données qu ’il reçoit d’une autre fonction (ou d’un
module mains critique de Ia mAine fonction), de tests de contrOls des données qu’iI peut émettre vers le
systAme. et d’un module de recouvrenient réaliaant is mAnic traitement gus lul avec on algorithms et/ou des
entrées différentes St qu’ii activera iorsque ces tests auront Un résultat negstif.

Pour permettre Is Rise en oeuvre efficace de tels dispositifs (mice en oeuvre qui ne peut Atre faite
qu’su niveau de la conception do logicisi d’application) ii faut garantir que les interfaces entre modules
et fonctions sont bien respectCea. Ccci signufie au minulpuni gu ’aucun module ne doit pouvoir écrire, de
maniAre volontaire ou A Ia suite d’une erreur de progrananation, aiiieurs que dans as zone locale, oo dane
Is zone des donnécs locales de Is fonction A Isquelle ii sppartient , ou dans one zone de données globales.
Les lectures en dehors de cea zones ne présentent pas ies mAmes dangers , car si clues proviennent d’une
erreur de progranenation, d ies pourront Atre aisément dètectées par icc tests sur lea sorties du module
qui a lu cea données d’entrée erronnCec. Eiles eont par nature non destructives, et leur detection n ’est
utile que pour renforcer Ia finesse do nivesu de detection .

Un système de detection des écritores dans des zones non autoriséea présente l’avsntage , outre
i’accroissement de fiabiiité et de sécurité opérationneliea do log ic iel , de faciliter lea tests de valida-
tion et la maintenance.

3.3. Mécanismes de contrOle

Leur objactif principal est done d’interdire toute ècriture d’un module en dehors des zones autorisées .
II fact noter id que parmi ces zones non sutorisées as trouvent les zones contenant Ic code des prog’ansnes
et lee données constantes. Celles—ci sont normalement protégCes , dan s lea app lications embarquées, par un
stockage en mémoire sorts. Cependant, Ci certsinea de ces zones Se t rouven t en memoirs vive , pour une rai-
son ou one autre , les mécanismes de contrOic interdisent de maniAre aussi efficace touts écriture dana eec
zones.

Le contrOle assurant la protection contre Icc écritures intempeatives dens des zones non autorisées
est effectué A deux moments distincts

— lors de i’assenibiage des progranenas

— lore de l’exécution, soit pendant lea tests de verification et de validation , soit pendant Ia
mission.

Afin de limiter su minimum Ic m ateriel , is logiciel at lea temps d’exCcution supplémentaires néces—
— saires sux contr&ies dynamiques A i’exécotion, l’essentiel des contrOlea est felt au moment de I’assembiage

des progrsnunes.

3.3. 1. MCthode ue contrOle

Le mnécsniame de base de ces contr6les consiate A verifier que toute adresse apparaissant dana use instruc-
tion d’écriture d’un module eat bien une adresse appartenant A I’une des zones de données autorisCes A cc
module.

Au moment de l’aaseinblage, seol~s las adressec non calculées de variables appartenant au sAme train

LIII k .__ d’aseemblsgs pauvsnt Atre contr8lCea. 
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Lea adreases calculèes (seul l’adressage indexC existe dana COPRA de cc point de vue) ne sont connues
qu ’A l’exCcutiou et tie peuvent Atre contrOlCes qu ’A cc moment.

Lea adresses de variables dCfinies dana d ’ autre s trains d’asaeithlage ne Cost connues qu ’A i’éditlon de
liens. Effe-tuer lee contr6les correspondants au moment de l’édition de liens alourdit i Ia fois I’assem—
bieur at l’Cditeur. PlutBt que cette solution, on a preferé Ia suivante

Tous icc coatrOles (hormis ceux des adresses caicuiCes) sont réaiiaCs par I’assembleur au moment de
i’integration des diffCrents modules et fonctions. Ccci consists A réonir Is totalité do prograisne en un
seul train d’ assemblage et A activer lee contr6les de l’asseinbleur A cc moment par use simple carte OPTION
gui commands l’exëcution des passes aupplCmentaires nécessaires au contrOle.

Cad presents l’avantage de pouvoir effectuer lea nombreux assemblages at editions b r a  des étapee
de codage et de tests particle avec un assembleur at us Cditcor normaux. Le seul coOt suppléinentaire n’est
imtroduit que ioraque sont faits les quelques assemblages (trAs peu sont nécessaires) du programme coamplet,
at cc coOt cat limité en raison de Ia faciuité avec laquelle peuvent Atre felts las contrOles, l’asssmbleur
d isposan t slors de toutes lea informatione nCcessaires.

3.3.2. Contr8ies rCaiisCs A l’assemblagc

L’élCinent fondamental qul pen cE de rCaliser les contr6les définis précédeninent est que taut au ni—
veau do programme écrit en langage d’assemblage qua des inécanismes d’adresssgs de la machine virtuelle,
la structure définia prCcCdenrient (fonctions, tAches, modules, doziness globales) apparait de manière expli—
cite.

La langage d’assemblage contient des directives permettant de declarer chacun des objets precedents
et d’sssocier cheque module A one ceule fonction et une seule tAche.

— Ainsi, touts donnee déclarCe est sssociee explicitement

— soit A une zone de données globales, auquel des toutes lee instructions peuvent adreaser cette
donnée.

— soit A use zone de données locales A une fonction (les declarations de ces données suivent Is décla—
ration de la fonction). Dana cc caa l’assembleur vCnifie (lorsque I’option contrOle eet active) qu’sucune
instruction situés dens Un module n’appsrteaant pea A Ia fonction n ’adresae cette donnée. Les modules appar—
tenant A Is fonction sont déclarés A Ia suite de Ia declaration de is fonction et sont donc connus de
I’assembleur.

— soit A one zone de donnéea locales A un niodule. Ces donnêes sont déclarées dana lea diverses procé—
dures composant le module. L’assembleur vérifie que lea setiles instructions d’€criture adressant ces donnéss
appartiennent sux procedures do module.

Si eels s’avère utile, les contrOles precedents pourront facilement Atre étendus aux instructions de
lecture.

D’autta part, Ic langage d ’aesemblage permet de faire is distinction entre procedures internee d’un
module et procedures “bibliothA que” pouvant Atre appelées A partir de modules différents. Ccc dern ières ne
peuvent adrescer directement que leurs données bocalea , affectdes dynamiquenzsnt A l’exécution, at qui apper
tiennent alora aux zones des donnëes locales des modules appelants. Ces procedures de bibliothCque peuvent
évidensnent travailler cur d’autres zones de données , asia uniquement boreque lea adresses de celles—ci
leure sont paasées sOus forms da psramètres ‘adresse’ lore de leur appal.

Les declarations de ces procedures at Ieurc instructions d’appei sont vCrifiCes par l’aasenibleur pour
contr3ler qua lea paraaètres effectifs ne peuvant pas donner de droit aupplémentaires aux modules appelants.
Dc plus , I’asseinbleur vCrifie que lea procedures internee d’un module tie peuvent Atre appelécs A partir
d’ autres modules.

Des restrictions plus classiques, connie la limitation de Ia portéc des étiquettes définies dens one
procedure A cette seule procedure sont Cgalement vénifiées par l’sssembleur.

Enfin, ceiui—ci génAre sutomatiqosment lea modes d’sdressage en fonction de l’empiacemnent des données
adresséea ainsi qua lea Iongueurs des différentes zones de données. Ces deux points perniettent Ia miss en
oeovre des contrOlea A l’ exCcut ion .

3.3.3. ContrOles réaiisés A l’axécution

Ccc contr&les concernant lea ceules adreasas calculées A l’exCcution. Le saul mode d’adressaga calcu—
IC dens COPRA eat i’ adres saga indexC . L ’ad ressaga indirect eat rCaervé A l’adressage des psrsmètres passes
A one procedure, asic lea adreases effectives de dee psramnètrea cost contrOlCes A l’aasemblage en vCrifiant
qoe lea adressas de toos lea paramètrec declares dens lee appels de procedure d’un module donnC cost bien
autorisees A cc module.

L’ adr esaage inda xC eat possible A Is fois pour las instruction s tr aitan t les donn éas St pour lea ins
tructiotis de braziebement.

— Adre ssage indexC des données

Las ~au is modes d’ adresaa ge autorisé c aux programmes d’applications Cost l’adressage base direct at
i ’adrea sage base direct indexC . La calculateur dispose de trois registrea de base spCcicliséc

-- —- — - — -—-— —-~~~~ ~~
—- ~~~~~~~~~~~~~ - 
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Regiatre L Ce registre acrE A i’adresaage des donnCes locales d’un module. Ii eat gere automatiqua—
mast lots des inStructions d’appci at da retour des procedures da cc m odule, at ie programme n’y a pea
accès. La contenu de L pointe done toujours Cur le Icr mot de is zone des donnéas locales du module dourant .
L’assembleur genAre automatiqucment one sdresce baaée par L pour toutes ies instructions référençant las
données locales du module.

Registre G II eert A l’adreesage des donnCes locales d’une fonction. Dc Ia mAma manière qua pour L,
Il eat gere auto lnatiquement A cheque fois qu ’une tAche appelle un module appartenant A une nouvelle fonc—
tion. Il pointe done toujours le Icr mat de is zone des donnése locales de is fonction courante. L’assem—
bleur genera egalcmsnt one adresse bases par C pour toutea lea instructions referencsnt lea donndes locales
de Ia fonction.

Registre Y : permet d’adresser lea donndss giobales. Ce regiatre peut Atra chargé par one instruction
spCciale disponibie aux programmes d’application. Ccci permet de pointer différentes zones de données g b —
bales. L’assembleur vCrifie cependant que 1cc instructions de chargemant de cc registre ne referencent que
dee zones de données giobales at genera une sdressa basCa par Y pour toutes lee instructions référencant
des données globatea. Ce registre pointe done toujoura le premier mat de Ia zone da donnëes globales en
coors d’utilisation.

On retrouvc ainsi, au nivsau da Ia machine virtuelie, des dispositifa de atructuration reflétant exac—
temenc is structure du logic~el décrite plus haut.

L’assembleur genera automatiquement , A l’adressc precCdant issnédiatement is Icr mat de touts zone da
donnéas, is longusor da cette zone.

Le contrOle des adreases indexCes de données consiste simpiement A verifier qua l’adrcsse calculCe
eat comprise entre Ic dontenu du registre de base utilisé , at cc sAme contenu augmenté de Ia Iongueur de
is zone. Pour des raisona d’économie en tampa d’exécutioti, il n ’eet eff~ctué que lors des instructions
a’ecriture. Il eat done ErAs peu coOteux (I cycle memoirs supplémentaira pour lea instructions d’Ccriture
indexées, et I sot supp lCmentaire par zone da donnée). II na demands aucun materiel spCcifique dane lea
unites de traitament. Son efficacitC tient A Is cohéren~-e existant entre is structure du logiciel et lee
outils de la machine virtuelle.

- Branchements indexes

Lea adresses de branchemcnt indexé référancent des tables de branchements déclarées comae teiles dens
Ia procedure. L’ assemblsur vdrif ie  que toute instruction de branchement indexé fait référence A une telia
table. Ii génère automatiqoenlant is iongueur d’une table dana la mot précêdant celia—cl.

A l’axécution, la microprogranination specifique de cc mode d’sdrcssage vérifie qua le contenu do
registre d’index est positif et infèrieur A is bongucur de la table.

Ce mA can isme eat egalement ErAs peu coflteux at évite touts deviation par rapport su grephe de contrOle
tel qu ’iI a été vérifiè A l’assemblagc . Ii eat indispensable pour garantir i’eff icac ité de tous lee autres
cont rOles , car en e f fa t , tout branchennint erronné pourrait conduire A executer des actions dangereuaes non
soumiscs aux contrOles prévue .

4. CONCLUSION

La solution dont las caractdriatiques generales onE dEe prdaentdes dane cette communication est en
coors de dCveloppement . Son efficacité doit faire l’objet d’une validation comprenant des essais sur des
programmes dens lesquels auront été volontairement introduites des erreurs. Ces essaic cost prévus.

£1 faut dgaieme nt s ’assursr qua is structure rigoureuse qu ’elle implique pour les programmes ect
suffisanenent “naturelle” pour ne pas Atre reasentie comme use contrainte au niveau de is conception et de
la progranimation.

Ella constitue is base d’un système ds tolerance aux erreurs do logiciel . et ella eat Ia condition
prCalable A la misc en oeuvre de mdcanismues de detection spécifiques de cheque logiciel d’application , ainsi
qua des fonctions de recouvrement , égslaznant spécifiques.
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A REDUNDANT INERTIAL NAVIGATION SYSTEM FOR IUS

by

R. A. Baum — Hami l ton Standard Division
- of United Technologies

1690 New Britain Avenue
Farmlngton , Connecticut 06032 - U.S.A.

G. E. S. Morrison - Boeing Aerospace Company
P.O. Box 3999
Seattle, Washington 98124 - U.S.A.

R. C. Peters - The Aerospace Corporation
P.O. Box 92957
Los Angeles , California 90009 - U.S.A.

SU~41ARY

This paper describes a high-performance strapdown Redundant Inertial Navigation System (RINS) being
developed for the Space Transportation System Inertial Upper Stage (IUS) and presents an overview of the
test results obtained to date. The IUS RINS is the first navigation system specifically designed to
provide a fully redundant configuration with self-contained redundancy management algorithms which will
permit the system to experience an in-flight failure and then automatically detect, isolate, and eliminate
the failed element and continue the mission without loss or out-of-specification degradation of the
guidance function .

INTRODUCTION

The IUS is being developed by the Boeing Aerospace Company under contract to the USAF Space and Missile
Systems Organization (SAMSO) for use as an upper stage on the National Aeronautics and Space Administration
(NASA) Space Shuttle and USAF Titan 34D vehicles. Technical support is provided to the IUS program by the
Aerospace Corporation. The Hamilton Standard Division of United Technologies is developing the IUS Redundant
Inertial Navigation System (RiMS) in response to USAF/Boeing specifications. The RIMS consists of a
Hami l ton Standard redundant inertial measurement unit and Delco Electronics computers.

The IUS program entered Full Scale Development (FSD) in January 1978. The FSD program includes the design,
quilification , and production of the first eleven flight systems. Component qualification is scheduled
for completion in 1979. FIrst, flight aboard a Shuttle vehicle is scheduled for early 1981 .

Hardware Design

The IUS RIMS cons ists of an internall y redundan t, skewed , computationally cross-strapped , five sensor
(designated A-B-C-D-E) Redundant Inertial Measurement Unit (RIMU) and dual redundant Computer Units (CU)
arranged In the redundant configuration shown In Figure 1. The RIMS system design satisfies IUS reliability
level and single point failure tolerancy requirements in the most cost effective manner. The ability to
realize the full reliability potential of the RIMS is based on the development of effective redundancy
management techniques , both individually within the RIMU and Computer Units , and at the RINS system level . -
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RIMU

the RI MI J design utilizes five (5) Hami lton Standard RI-lob sIngle-degree-of-freedom, rate integrating,
gas bearing , gyros and fi ve (5) Kearfott 2401 single-axis , linear accelerometers arranged In a “skewed-
con ical” array on a single cluster assembly. The basic conical geometry Is depicted in Figure 2. The
vector directions of the sensor input axes can he arranged , after translation, synnetrically about the
surface of a cone whose half angle Is arc cosine 1/ ‘j~). In the RIMU , the cone axis Is tilted from the
X—RIMU axis toward the Z-RIMU axis by a rotation of approximately 41.2° about the Y-RIMU axis (see
Figure 3). ThIs orientation places two gyro output axes parallel to the thrust (X-RIMU ) axis. In addition ,
all gyro spi n axes and acce lerometer pendulous axes are perpend icula r to the thrust ax is. A compact
placement of the sensors in the cl uster assembly Is achieved by means of linear translations of the Input
ax is vector d i rect ions withi n the skewed coni cal geometry.
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The sensor assembly is supported by three fully autonomous identical sets of electronics which provide
conditioned power, digita l control , thermal control , synchronization and the necessary computer Interfaces
for each set of inertial sensors which are partitioned in a 2:2:1 confIguration. This design implementa-
tion ensures single failure tolerance by providing three fully independent sensor channels. A block
diagram of a RIMU channel is shown in Figure 4. -
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The gyro loops are scaled for a +30 degree per second range , and the accelerometer loops are scaled for
+20 g ’s. This operational range is achieved using a pulse width modulated , binary, rebalance mechaniza-
tion which produces a digita l output proportional to Incremental angle (0.42 arc sec/pulse) and velocity
(0.0025 fps/pulse) for the gyro and accelerometer loops , respectively. The gyro and accelerometer
rebalance electronics are designed to provide matched loop responses with a bandwidth of 84 Hz.

Data from each of the five RIMU gyro and accelerometer sensors is simultaneously sent to both Computer
Units under control of a collectively generated system synchronization pulse . Seventeen data words are
transmitted each 10 milliseconds from each of the three RIMU channels. Included in each transmission are
raw sensor pulse count data, sensor temperature data , critical electronics temperature data and power
supp ly levels, all in digital format. Analog levels representing temperature and vol tage levels are
converted to ten bit digital format in each of the three RIMIJ channels. This design implementation allows
transmission of all inertial data, telemetry data and BITE status through a single 1.024 MHz data link for
each RIMU channel , thereby reducing Interface complexity .

A “K inema tic Reversal” mechanism provides the capability of rotating the sensor cluster about a horizontal
axis through an automatic sequence of four orientations, spaced 90 degrees apart. This is used during
earth prelaunch operation to perform a precise, self-contained alignment and calibration of the RIMU in
o~der to achieve the best possible mission accuracy. The sensor cluster is tightly secured at Its nominal
O positIon prior to launch.

The RIMU measures 43.0 cm x 28.0 cm x 40.0 cm, including fins, weighs 36.3 kg and consumes 96 watts of
steady state sensor and electronics operating power. The unit Is designed to maintain precise active
internal tenperature control over an external temperature range of -20°C to +560C. A maximum 100 watts of
environment dependent supplementary heater power Is required maintain precise temperature control of
the inertial sensors and temperature sensitive elements of the RIMU electronics throughout the specified
IUS mission operating temperature range. The RIMU external configuration is shown in Figure 5.

-
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FIGURE 5 - REDUNDANT INERTIAL MEASUREMENT UNIT

Coniputer Unit

The 362S Computer Unit used in the IUS RINS is a modular , functionally flexible , high-performance digital
computer which incorporates the hardware maturity gained by Delco Electronics on the F-l6 , Titan IIIC, and
Delta computer production programs .

The 362S IUS/Computer is packaged in an aluminum alloy enclosure which measures 36.5 cm x 36.5 cm x ~9.3 cm ,weighs approximately 24 ki ograms with 65K of memory , and consumes 222 watts of operating power .
(See Figure 6.)

-~ 
- FIGURE 6 - COMPUTER UNIT

Primary design features include :
o Hig h throughput (600 KOPS p lus)
o 65K word x 16 bit low power CMOS memo ry

o Fixed/floating point processor
o Extensive support software library including JOVIAL compi l e r

o Growth potential (memory, instructions and I/O)

The M362S is a microprogramed , high-speed , general-purpose, parallel computer employing 16- and 32-bit
instructions and 16- , 32- and 64-bit data words. Thirty-two bit memory words are used for extended
instructions and floating point and double precision data words. Arithmetic operations are binary , wi th
neqative numbers in the two s complement form . The processor is mechanized with standard medium scale
iu,Cegratlon (MSI) and large scale integration (LSI) transistor-trans istor logic (TTL) integrated circuits .

The M362S Stretched Processor is an expansion of the existing processor assembly used in the Delco 1-16
Fire Control M362F computer. The mechanical , therma l and packaging designs are identical to those
successfully utilized by Delco on the USAF Tit7ri IJIC Universal Space Guidance System and Delta Inertial
Guidance System programs. The bus techniques used for interna ’ coniiiunications allow both memory expansion
and the addition of special input/output modules without Impacting the processor , memory circuit configura-
tion or the power supply.

I - - 
_~~~~~~~~~~~~~~~~~~_ A.
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Redundancy Management

RIMU

The selected approach to the redundancy management/failure detection aspects of the RIMU design satisfies
the IUS reliability level and RINS single failure tolerant criteria while providing growth potential for
additional levels of failure detection and fault isolation . The choice of a computationally cross-
strapped five sensor array provides the ability to detect at least one sensor channel or one power supply
failure. Combined hardware built in test equipment (BITE) and courputer software—implemented diagnostics
are used to detect RIMU subassembly failures . The key to successful RIMU operation is th e ability to
detect and isolate sensor performance degradation (i.e., I softlT) failures . Previous experimental efforts
have shown that theoretically obvious soft failures are, in practice , difficult to detect. The problem is
that, if treated only in real time, the magnitude of sensor errors which would ultimately degrade injection
accuracy after propagating throughout a mission are small and tend to be masked by noise. The solution to
this problem is a uni que adaptation of the Mid—Value Selection princip le which employs a series of three .
parallel tests performed at different computational frequencies to process longer term filtered data , as
wel l as real time data , to significantly increase the probability of detection and reduce false alarm rate.

The FDI algorithm utilizes a series of threshold checks upon the magnitude of ‘ parity vectors” formed from
the gyro and accelerometer data. The known relative placement of the inertial sensors permits the writing
of linear dependence equations for the sensor outputs . These linear dependence equations define the
equivalence , or parity , among the sensor outputs and , as such a failure in any sensor will cause a deviation
from the expected parity .

For the pentad array of sensors, the associated parity space is two dimensional , and the parity algorithm
is relatively simple. An illustration of the derived ‘ parity vector is presented in Fi gure 7. The
amplitude of the parity vector is a measure of the inconsistency in the redundant sensor data. The parity
vector is directed toward the placement of the failed sensor input axis in parity space.

Failure cktection and pair isolation is signaled when the parity vector amplitude exceeds a minimum value
beyond which ~ failure is considered to have occurred. The strapdown computations are then executed
using only data from the failure-free triad (ABC in the example of Figure 7). Failure isolation is
signaled when the ~irity vector amplitude is sufficiently large and points in sufficient proximity to aparticular sensor axis. Subsequent strapdown computations are then executed using data from the remaining
quartet of sensors. When no failures are indicated , the strapdown computations gain the performance
advantage provided by combining data from the full pentad sensor array.

RIMU FDI VIA MID-VALUE SELECTION IN PARITY SPACE
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The parity vector checks are performed at three different computational rates: high-rate (50/sec), mid-rate
(25/sec), and low-rate (2/sec), are Illustrated in the block diagram of Figure 8. Adaptive thresholds are
employed at each of the levels of parity checks. The thresholds are defined In terms of a constant plus
a function of the mean square angular rate and linear acceleration environments. Parity vector fi l tering
Is performed at 50/sec for both the mid-rate and low-rate checks; the filtering is much heavier on the
latter than the former. The threshold forcing functions for these two checks receive the same filtering
as their parity vectors.
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FIGURE 8 - IUS RIMU FDI

The hi-rate check protects against hard failures; It Is performed on the unfiltered sensor data before
the data are passed on to the navigation and control algorithms . The mid-rate check protects against
the accumula tion of error due to a hard fa i~ure that just escapes the hi-rate check. A parity vector whIch
exceeds a threshold at the hi-rate or mid-rate level will result in reconfiguration to one of five triads
of sensors involving three adjacent Input axes on the surface of the cone (also adjacent in parity space).
The “adjacent triads ” to which reconfiguration occurs are listed in Table I. No further hi-rate or mid-rate
checks are performed after reconf igura tion.

The low-rate parity check protects against a navigation performance degradation (soft) failure . A parity
vector which exceeds the low-rate threshold will first result in reconfiguration to one of the five
adjacent triads. The low—rate parity checks continue, however , and if an Isolation decision function is
satisfied , reconfiguration to the remaining quartet occurs (see Table I). The sensor Isolation decision
function is a combinatIon of thresholds on both the amplitude and phase angle of the parity vector, cou pled
with an N-count (the number of steps In low ED! cycle).

After a parity vector check has caused reconfiguration to a quartet , no further parity checks are made
unless the software Is reset by an external colmnand.

__ — - — —--
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BITE processing monitors the critical voltages , temperatures, loop closure discretes , gyro spin motor
rotation detector (SMRD) discretes , and quality of data transmission from all three RIMU channels. There
are a total of 15 voltages (5 per channel), 9 temperatures (5 gyro, 2 cluster and 2 case), 10 loop closure
discretes, 5 gyro spin motor rotation detection (SMRD) discretes and 33 data quality bits (11 per channel )
to be processed. Fresh values of the voltages and discretes are transmi tted to the computers at a 100/sec
rate. The temperatures are transmitted at a lower rate. The BITE processing results iii sensor BITE flags
which are made available at the 50/sec rate to assist in the hi-rate sensor configuration selection . An
N-count is used to prevent spurious noise from Initiating a permanent reconfiguration due to BITE. The
BITE flag is coded such that reconfiguration to any one of the 15 redundant subsets can be quickly
accomplished .

A RIMU channel failure is detected by means of the hi—rate voltage checks . The sensor assignments per
channel are as follows : A-gyro and A-accelerometer in channel 1 , B and D-gyros and B and D-accelerometers
in channel 2, and C and E-gyros and C and E-accelerometers in channel 3. The assignments are such that a
channel failure will result in reconfiguration to a quartet or one of two “non—adjacent triads ’ , as shown
in Table II. This provides the best performance in the degraded mode of operation. —

TABLE I

RIMU R ECONF I GUR P T IO N AFTER SENSOR LOOP FAILURE

Failed Sensor Loop Redundant Subsets
A BCD BCDE

CDE

B CDE ACDE
ADE

C ADE ABDE
ABE

D ABE ABCE
ABC

E ABC
BCD

TABLE II

RIMU RECONFIGURATION AFTER CHANNEL FAILURE

Failed Channel Redundant Subsets

1 BCDE

2 ACE

3 ABD

The fault isolation techni que has been implemented and demonstrated during the current RIMU test program.
The mechanization affords the followi ng advantages over others considered :

o MaIntenance of the auillty to achieve the maximum performance advantage through the processing of
redundant data when operating In the failure free mode.

o Equal sensitivity of error detection for each instrument channel .

o Self-healing (i.e., automatic reconfiguration) without loss of data for transient errors.

o MInimum software memory storage and execution time requirements .

Computer Unit

Built-In test equipment (BITE) in the computers and a computer-resident self-test program provides monitoring
points for failure detection and isolation . In the event of a failure , the fault is identified and the
failed computer is automatically switched out of the system. The navigation process continues In the
redundant computer and failure node data from the failed computer is available for telemetering. The
failure modes associated with redundancy management of the IUS computers are listed below with the
corresponding interrupts generated In the computer:

~~~~~~~ 
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FAILURE MODE COMPUTER INTERR UPT
Memory Error Hardware
Illegal Memory Store Hardware and Software
System Synchronization Failure Hardware
Computer I/O Fa i lu res Har dware an d Software
GMT Input Circuit Failure Software
Interrupt Processing Failure Software
Measurement Data Fa i l ure Hardware and Software
Control Status Failure Software

Accomp l ishments to date

All design-critical and/or potential technical risk elements of the RINS design are being evaluated in an
effort to provide the substantiated technical baseline needed to promptly Initiate and efficiently execute
the final design effort in accordance with the demanding schedule established for the IUS program. Major
RIMS related activities have included :

o Optimization of the RIMU sensor orientation , self-contained alignment and calibration procedures ,
and the FDI algorithms

o USAF/CIGTF evaluation of Hamilton Standard RI-lO b gyros and Singer Kearfott Model 2401 accelerometers
with digita l loops

o Fabrication of engineering prototype RIMU ’s

o Fabrication of engineering prototype M362S Delco Computers

o Checkout of RIMU self-calibration/alignment , navigation and FDI algorithms on M362S Computer

o Laboratory demonstration of M362S throughput capability

Analyses and software programing activities are virtually complete. The prototype RIMS has undergone
laboratory tests, van navigation tests, and FDI laboratory demonstrations. Significant test results
obtained to date include:

CIGTF Tes ts

RI 1010 gyro and 2401 accelerometer evaluation tests were conducted at the Central Inertial Guidance Test
Facility (CIGTF), Holloman Air Force Base, New Mexico. These tests, performed under USAF/SANSO-Aerospace
Corporat ion d irect ion , were designed to provide an independent, detailed , critical evaluation of candidate
Inertial Instruments during the Boeing Aerospace Company competitive IUS/INS Validation Phase program .

The CIGTF test sequence included the foll owing tests:

Stability Performance - Con tinuous run and across shutdowns

Random Vibration - 15.7 
~ 
rms, 3 minutes per axis, equivalent vehicle input environment

Shock Spectrum - 170 9’s peak @ 150 Hz, 100 9’s to 104 Hz

A suninary of the demonstrated performance capability of the inertial sensors across the complete CIGTF
test program including all environments , shutdowns , remountings, etc., is given below:

o Gyro Stability Across Thermal, Shock, and Vibration

Scale Factor 27 - 40 ppm

Bias .002 - .01 °/hr

MUSA .012 - .03 °/hr/9

MUIA .004 - .016 °/hr/9

o Accelerometer Stability Across Therma l , Shock , and Vibration

Scale Factor 35 - 73 ppm

Bias 8 — 3 5 ug_

Computer Throughput — RINS Computer Unit throughput was demonstrated at the Delco Electronics , Santa
Barbara Operations, Go leta , Cal i forn ia, facility using a solid state memory M362S Stretched Processor
Computer. A prime contractor defined instruction mix representative of boost vehicle guidance and
control computational requirements was used for this demonstration. The throughput achieved was 702 KOPS,
exclusive of hardware Implemented memory Error Detection and Correction (EDC) logic. Conservative
ana lytical estimates of the effect of the addition of EDC indicate an operational capability in excess

J 

of 600 KOPS.
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Laboratory Navigation Tests - Diversified laboratory evaluation tests were conducted In a program
specifically designed to demonstrate critical functional , redundancy management and software elements
of the RIMU design as wel l as the integrated system level inertial performance capability of the unit.
The test sequence included a formal series of alignment and static and dynamic navlgat4on tests selected
to extract an accurate assessment of the performance capability of the RIMU In operational usage. The
test program was successful In demonstratin g:

o Ability of factory calibration procedures to extract mission critical inertial sensor
calibration coefficients for the skewed conical pentad sensor array.

o Self—calibration (i.e., Kinematic Reversal) and alignment algorithms used in conjunction
with the selected redundant sensor array .

o Baseline inertial sensor/navigation performance incorporating enhancements realized through
use of redundant algorithms and the selected redundant sensor cluster array geometry.

o Inertial sensor/navigation performance capability in reduced sensor array configuration.

o Fault Detection and Isolation (FDI) algorithms.

Table III sumarizes the results of Hamilton Standard ’s RINS Laboratory Test Program. The data presented
include separate alignment and combined alignment/navigation runs selected to excite potential major
system error sources. The alignment tests included static and simulated vehicle sway motion environments .
The navigation test series included repeated static , 90 degree rotation , Scorsby motion , X and Y vehicle
axis oscillation , low level linear and angular vibration , and extended duration (30 hour) turn/dump tests.
These test data significantly bettered IUS mission error budget values and established high confidence in
the ability of the RIMU to satisfy IUS/RINS operational requirements.

TABLE I I I

NAVIGATION PERFORMANCE SUMMARY

NAVIGATION

MEAN
CEP RATE

DURATION TEST INM/HR)

3 HR STATIC NA y . 0.323

3 HR 900 NAV 0.922

12 HR SCORSBY . 30, .1 HZ 0.843

12 HR SCORSBY , 2~, .1 HZ 2.081

30 HR TURN AND DUMP NAV 0.915

85 MIN OSCILLATION NAV 1.094

85 MIN OSCILLATION NAy , SCORSBY 0.765

85 MIN LINEAR VIBRATION 0.615

85 MIN ANGULAR VIBRATION 2.516

12 HR 3600 PITCH ABOUT V AXIS 0.901

12 HR 3600 ROLL ABOUT X AXIS 1.412

12 HR 3600 ROTATION ABOUT Z AXIS 0.562

1 HR POINTING/SLEW TESTS 0.675

ALIGNMENT
HEADING DEVIATION

TEST ARC SEC (3,J
STATIC ALIGNMENTS 168.02

SWAY ALIGNMENTS 179.70

RSS WEIGHTED AVERAGE 169.05

--

~

-

~ 
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Mobile Van Navigation Tests - Following completion of the laboratory test program , the RINS was installed
in Hamilton Standard ’s Inertial System Test Van for a brief series of evaluation tests conducted in the
dynamic environment generated by the linear and angular motion of the test van. Three-hour duration
tests were conducted over a 7.5 mi. course laid out on local secondary roads. Each test was Initiated
with a 60-minute self-contained static alignment which was followed by a continuous navigation period
during which the vehicle was alternately dr i ven and parked . The selected sequence was chosen to emulate
boost vehicle operation . Three tests were conducted as summarized below . The mean value of the CEP
rate of the three test series is 0.78 nmi/hr.

o RINS Van Test Summary

Run #1 1.2 nm/hr

Run #2 0.65 nm/hr with FDI operational

Run #3 0.48 nm/hr with FDI operational

FDI Demonstra ti on - The RIM U FDI demonstra tion cons i sted of a ser ies of RIMS dynam ic nav igat ion tests
conducted on a Goertz 3-axis automatic test stand . During these tests, the system was Implemented with
a full complement of RIMU FDI algorithms and was exercised both without and in the presence of a series
of computer-introduced failure scenarios. The test program was successful In demonstrating the detection
and Isolation of the following failures:

o Sensor failures during quiescent operation (both soft and hard)

o Power supply failures during quiescent operation
o Sensor failures during linear vibration (both soft and hard failures)
o Sensor failures during angular oscillations (both soft and hard failures)

o Power supply failures during linear vibration

In all of the above Instances , following the occurrence of a purposely Introduced failure , the system
automatIcall y reconfigured to the proper sensor triad or quartet configuration , as appropriate.

Initial FDI demonstration navigation runs were made without pre-programed failures in order to evaluate
selected detection threshold levels in terms of false alarm occurences. Each navigation test was
Initialized by means of a 20-minute static self-alignment. The first runs consisted of a ser ies of slews
and dumps about each body-axis at 5 deg/sec, with time spent in quiescent operation after each slew and
dump. This permitted the RIMS to remain in off-nominal orientations with respect to gravity, thus
exercIsIng all gyro mass unbalance and accelerometer scale factor parameters. No false alarms were
observed during this test sequence.

The runs which followed Incorporated +5 deg/sec oscillations at 6 Hz about the RINS X-axis, initially
with no failures programed in order to provide a reference, and then with a series of programed failures .
No false ala rms were observed in the first case , and correct isolation was observed in th~ latter cases.

The final FDI demonstration test consisted of a quiescent (static) navigation run with a simulated C-gyro
channel failure of 0.5 deg/hr programmed to occur at the 50-minute mark. The system correctly isolated
the channel subassembly pair and then the sensor, with only a slight degradation in terrestial navigation
performance as shown in Figure 9.

FDI DE1~ NS TRATIO ~I TEST
0. 0 I 0.5 ~~VHI SAIrr IN C-SONS A~ I • 50 NON.

0.e

RADIAL 
I NCCOMFIGUNATIOII .

POSITION i Alt AT I • 50:31
(IRON i AIRA A T I  — 50:14
(tm)

0 
II~~~~(NOUNS)

- - - - -

~

—
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( CONCLUSIONS

Developmental tests conducted with ZUS RINS hardware In 1977 and 1978 have demonstrated the ability to
provide a fully redundant strapdown navigation system which can detect a failure , isolate and eliminate
the failed element , and continue to perform without the loss or out-of-specification degradation of the
guidance function. Operational deployment of the IUS w i l l  mark the first t ime tha t suc h a nav igat i on
system has been used for space vehicle applications . -
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DEFINITION OF TIlE HIERARCHICAL NETWORK FOR AGGRESSIVE ENVIRONMENTS (RIIEA)

J. MARCO

Laboratoire d’Auto ina tique et d ’An al yse des Systèmes
du Centre National de Ia Recherche Scien ti fique ,

7 Avenue du Colonal Roche ,
31’L)) T-)ULOUSE , FRANCE.

ABS TRACT

This paper describes the transmission level of the dependabl e
data communicati on support System RI-lEA intended for the reliable and
surviv abl e interconnection of data processing units (subscribers) in
an agressive environm ent .

The functional and dependability specifications of this system
lead to the definition of a hierarchica l architecture using a
network— structured , damage and fault-tolerant global transmission
medium and star—structured , fauft—tolerant local transmission media .
The content i on me nod is u sed for cont rol of access to the
transmission media.

A standard transmission— medium/subscriber interface is defined
th at i m p lements an associative addressing scheme in order to cater
for data broadcasting modes and facilitated dynamic system
reconfiguration .

Throug -oout the des ign , a top—d~ wn Approa ch has been adopted with
the use of qualitative and quantitative evaluations at each level in
order to make motivated choices among the different possible
solutions .

INTR )DUCT !ON

The ;jim of the hierarchical network for agressive environmen ts (RHEA: “Réseau
Hiérarchis~ pour Environnements Agressifs”) is to provide a reliable and survivable
communi cacion support system for the interconnection of loosely— coupled subscribers
(computing elements , sensors , actuators) so as to form a dependable di3tributed avionics
processing system.

The dependability objectives of a distributed processing system must be satisfied
at three levels (figure 1):

—the user level (resource management): measurement of the state of
the resources in function of the system objectives ,
—the transport level: realization of a secure packet protocol and
manag ement unit ,
—the signal level: realization of a reliable and survivable
transmission medium and its assoc ia ted access control scheme .

A previous study El] lad to the definition of a two—level tra~ aport level structure
as shown in figure 2. The lower level of this structure cor~~ists of severa l local
transmission media used to interconnect affinity group clusters of physically localized
subscribers . The upper level of this structure is made up of a global transmission medium
used to interconnect the clusters of the lower level and the physically distributed
subscribers. The two levels of transmission media may be studied independen tly as each
level is seen as a subscriber from the other level.

The constraints that are imposed on c~ e design of the transmission medi s are as
follows :

(a )  They must t ole rac e sing le component failures , electrical perturbations
and , where applicable , mult iple local fa i lures due to physic al damage .

(b)_A ll functions must be decentralized so as to eliminate any possible
:i ard— core .

(c ) _One- to— a l l  communicat ion must be possibi C with a single t ransmission
in order to al low synchronous data samp ling and fac i l i tated dynamic
reconfiguration .

m i s  paper is divided into three parts :
-the f i rs t  part deals with the control of access to the transmission
media ,
—the second part concerns the definition of the physic al structures
of the tra nsmission media ,
—the third and last pa r .  Is dedicated to the definition of the
in t erface between the transmission medi s  and the subscribers.

I. 20N1R0. OF ACCESS t ) THE TR A ~1S~4 ISS~ ON MEDIA.

This Section of our paper describes a study that we have carried out in orde r to
choose a method of controlling access to the transmi ssion media of RIIEA .

—~~~~-- ~~~~p . -- - - ~~~~~~~- - - - -~~~~~~~~~~- ~~~~~~ - - - - ~~~~~~~ ~~~~~~~~~ ~~~~~~~~~~ -~~~~~~ - -
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F igure  2: The hierarchical transport level structure

1.1. Totally decentralized control methods.

In accordance with the des ign goal of total decentralization of all functions , we
have studied techniques for decentralized control of access to the transmission media
with a view to a comparison of their functional and operational performances.

The two most likely candidates for decentralized access control are:
—decaratralized daisy chain control (3](A$],
—con t ent ion  control [51(6 1.

1 . 1 . 1 .  Decentralized daisy chain control.

The decen t ra l i zed  daisy chain access control technique is an asynchronous time
division multiplexing mechod in which a transmission frame La defined by allocating to
each su bcriber one or more positions in a cyclic transmission frame.

Prom an i ip l-ament a t ion  v i e w p o i n t , each subscriber possesses a read—only register in
which each b i .  at logic ‘1’  represents a frame position allocated to that subscriber. A
crass-section of all these read—on ly registers sh ows ea ch f r a m e  position allocated to
only one subscriber. Each subscribe r possesses a counter that addresses that subscriber ’ s
register. This counter is incremented at the end of each transmission on the transmission
medium and indicates to the subscribe r the instant at which it may transmit. It the
subscriber does not wish to transmit when it is its turn then it sends a synchronization
packet that enables the other subscribers to increment their counters .

Figure 3 gives the algorithm of this access control method and f igure U represents
the timing r- ’lat ionship between four subscribers shari ng a common transmission medium
using this technique.
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Figure 3 : The decentralized daisy chain algorithm
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Figure U: Timing relationship between tour subscribers controlled
via a decentralized daisy 3hain

1.1.2. Contention control.

The principle of content ion control resides essentially on the following three
paints :

—as soon as as subscribe r has a packet read y t h e n  it may attempt to
transmit ,
— a su ascriber nay not transmit if it de;ects that the transmission
medium is occupied ; this Is the onl y restriction concerning access
rights ,
—conf l ic ts due to transmissions start ing within one propagation time
must be detect ed and lead to ret ransmissions of the contending
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The contention datect ion policy that gives the best performance from the viewpoint
of occupation of the t ransmiss ion  medium is that  of “ l isten—while—talk ” . Whilst
tra nsmitting , a subscribe r listens to the transmission medium and detects a conflict when
the received signal dif fers from the transmitted signal. This decect ion policy is also
compatible with the des ign goa l of singl e transmission one-to—all communication (on t~ e
cont rary to a post-transmission conflict detection by lack of an acknow lsdgment from a
specifiei recs iver) .

Figure 5 gives the algorithm of this access control method and figure 5 represents
the timing relationship between four subscribers shari ng a common transmission medium
using this technique.

NO MESSAG E READY

DI UM SILENT DELAY FOR
? RANDOM INTERVA L

YES

START TRANSMISSION

DOES A YES STOP TRANMISSION
ONFLICT OCCU IMMEDIATELY

0

STOP TRANSMISSION X TOO LONG
5,

0

NORMAL T E R M I N A T I O N
ERROR OF MESSAGE

Figure 5: Content ion control algorithm
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I I , Cor rectly transmi tted packatstructur e) .
Fixed length packets . 0 Packet int. rrm etad by a conflict

Inatantansous detaction of conflicts. f , Packet generation instant
Tr ansmission re—try instan t
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Figure 5: Timing relationship between tour subscribers using contention control

1.2. Functional performance evaluation .

In order to evaluate the functional performano. of the two envisaged decentralized
access control .ethods , we have carried out discret e—time simulations using the iBM GPSS
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So as to be able so objectively compare the performances of each met hod , ~ ~srtainnumber of common as sumpt ions  were adopted :
—thirty —two subscribers are interconnected via a single transmission
medium ,
—the subscribers generate fixed length packets ,
— a subscriber Is said to be “blocked” (in that it nay not genera e
furtner messages) from the moment it generates a message un;il the
correct transmission of the corresponding packet ,
—when a subscriber becomes unb lo-~ked , the ~ime until the generdcion
of a new message is exp 3nentiall y distributed .

It was further assumed that the propagation times between each pair of subscribers
are idencical. This ‘supposition simp lifies the simulation and will facilitate fu turs
comparison with analytical models of the access control methods. ~lthough this means that
the transmission medium is supposed to have a star structure , the validity of the
evaluati on is upheld for all structures for which the prop aga- ion cime is small compared
to the length of the t ransmis .i ions.

1.2.1. Decantralized daisy chain control.

The main results of the dec sntralized daisy Lhuin control s i;nul~~.Lon arc
illustraj~ed by figure 7 which shows the mean blocking time ( ~S ) and the mean cycle time
~ ) (normalized with respect to the packet length) in function of the “normalized

generation frequency ” ( >‘ ) defined as the rdc.i o of packet-length to the mecn genarat ion
time .

- -. 
Normali zed mean blockIng tine (5) and cycle tine (y)

-~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 

:::::::~:

u rsa ~~~~~~~
- ,

- S N rmaii zed generation 5 requenc~’ (1)

Figure 7: Decentralized daisy chain performance
(propagation time packet-length/1)O))

The curves are drawn for three values of ‘K’ that represents the ratio of the
lengths of the synchronization packets and ordinary packets.

Several interesting phenomena may be observed :
— ~ increases suddenly for x~’1/32 ; this value of ~ corresponds to theonset of transmiss ion medium saturation ,
—for a lightly loaded system (small )-) , ~\ greatly depends on the
synchronization packet length ,
—fo r k m O . O 1 , the  mean cycle length can be less than the mean blocking
time; this apparently contradi ctory phenom enum can bs explained by
the fact that there is a correlation becween successive cycles : a

cycle containing a packet Is more likely to be followed by another
cycle containing a packet than one containi ng only synchronization
packe ts ,
— fo r k=O. 5,  the mean blocking time is a non—monotonic funct i on of > ;
this is due to a change of operating regime where the mean cycle time
is approximately equal to the mean generation t ime.

1.2.2. Content ion control.

The normalized mean blocking time C ~ ) for the contention control met iod is shown
in figure 3 in function of the normalized generation frequency for different values the
mean retransmission frequency ( d ) defined as the ratio of packet—length to mean
retransmission period .

We may observe from thes e curves that :
— S presents a similar behavior as for the decentralized daisy chain

-

~~ in that the onset of saturation occurs forxe1 /32 , 
- - -
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— reacles an asymptotic value of 31 for high generacion
frequencies ,
—for the considered value of the propagation time
(pa <ec—length/lOt )3) , has only a snai l influence on

Notmalined ucan blocking tisa (5)
a-

_

Normali zed generation frequency I ?.)

Figure 3: Contention control performance
(propagation time packet-length/13~~ )

1.3. Choice of the access control method.

The choice of the access control method resides mainly on the criteria of
performance , modul arity and dep and -abi lity.

1.3.1. Performance .

From a performance viewpo i nt , the two methods are quite equivalent concsrning their
mean blocking times (see figure 9) with a slight advantage for the contention control
mesnod when tne system is lightly loaded (small ) .

Nean blocking time (5)

II

a- Decentralized
daisy chain
C k 0.O8

Contention control (r — 1 O ) 

S .
Gen eration frequency (A )

Figure 9: Performance comparison of the two access control methods

Is could be argued that this comparison of me-i n blocking tlme3 is not safficient
and that wherea3 the daisy chain ine~hod has  a bounded blocking time (the maximum cycle
;ine) , the con~ eniion m ethod has a theoretically unbounded blocking timo . However , it Is
our opini on that if one specifies a maximum blocking timn c of say 133 times the mean

L I blocking time then the probability of this maximum time beIng ex os ed e d is negligible
-  
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t . 3 . 2 .  Mo dularity.

~rom a mo dul ari t y viewpoin t , the content i on control method has a clea r advantage
over tne daisy chain ne;hod in ti a t all the sabs crib er interfaces are ii en t ical and d~lot require any programm ing as to the nu :nber of subscribers in a transmission frame . This
as~ ect 11 35 very important consequenc s on sy s t e m  extendability and maintainabiLity.

(.3.3. Dependabili ty

e’roai a dependabi lity viewpoin t , a qu a litative analysis disfavors the daisy chain
control mem~nod since in this method conflIcts can  o c c u r  if ever the counters in each
interface become disynchronized . Thu s, spec iel cir cu itry must be included to detect
conflic ts and to resynchronize the system . Since conflicts are supposedly rare then these
circuits will be mainly Idla and any latent faults could remain undetected .

Tie content ion control method , on tie con trary, d ispl ay s a regular behavior where
conflicts ure a natur al even t . ku of the corresponding circuitry is thu s used regularly
and may thu s be -c-i s ii y tested.

1.3.4. Conclus ion . j
We term inate this study of decentralized transmission medium access control methods

with the conclusion that the contention control method displays the best properties and
thj~ met hod has thu s been chosen for both levels of t ran s m i s s i o n  media in the R~I E A
system .

II. DEFINITION OF HE TRANSMISS I ON MEDIA.

As it was stated in the introduction to this paper , the  two lev e ls of tr a n s m iss ion
m edia nay be studied independ ently, i .e. they may be treated as global “bus ” s t r u c t u r e s

C SI for which the physical implemen tation must be carefully chosen i n  o r d e r  to  obtain the
required depend ability.

The u p p e r , global transmission mediu m is intended for the interconnection of
geogr aphic ally distributed subscribers. Thus physical damage due to a hostile environment
m u s t  be ;aken into account , le ading possibly to multiple localized failures . The onl y
structure perm itting multi p le loc a l ized f a il ures wi tho u t  t o t a l  d is r u p t ion of
commun icat ion is a mu ltipath or network structure. Due to the phy sic -il constraints
impos ed by the geographic- a l location of the subscribers , the to po l o g y  of t he n e t w o r k  is
asuall y irregular .

T:ie lower , local transmiss ion media are intended for the interconnection of
geographic ally localized subscribers. In this case , th e f a ct as to w h e t h e r  or not t h e
en~ ironmeli be lostile is irrelevant since any external p e r t u r b a ti on cou ld a f f e ct al l  of
the s y s t e m  as easily as ~a p a r t  of  i t . The s t a r  structure do~ s not present in this case
any airing probl em and it seems to be the best structure If’ the centra l node can be
designed in such a way that no single failure leads to total loss of communication .

An exam p le topo logy of the H-lEA structure s h o w i n g  both levels of transmission media
(irregular network and star) is g i v e n  i n figure 1).

(1. 1 . m e  global transm ission med ium : a network structure.

[1.1. 1 . Classific ation of decentralized mu ltipath structures .

The choice of a network structure fo r  the physical implem entation of the global
:ra eslni’ssion medium Ic due to the mu ltipath oroperties of such a structurc . In the
contex t of this ~tudy , and in accordance with the des ign goals of (a) total
decentralization of ~~l funct ions and (b) the provis ion of the pos sibilty of one-to—all
t r an s m ias ions , we cr ~i either interested in networks containing any centralized control
[9j nor in message or •cket-switching networks that do not possess a broad cast facility.

~igure 11 giye~ a classication of the solutions that have been studied in d c
context of this s t d y. All of the solutions are compatibl e with fiber— optic inter—node
links which enables both high E.M.I. immunity and galvanic isolation of the subscribers.

The firs t level of this classification con cerns the type of network i.e. passive or
active . It should b~ noted that in tne case of an active networ k the nodes must be
powered and the corresponding electrica l suppl y system should have survivability features
that are nomogeneou s with those of the transmission medium (71.

The second lev el of the classification concerns the entity which must be routed (in
active networks ):

—pulse s ,
— signals (pulse trains whose coded information is irrevelant to
network operation ),
—pockets (pulse trains whose coded inforui .ation is essential to
network operati on).

The third level of classific ation concerns the technique that is used to enable
transmittin g subs cribers to detect conflicts.

— ~~~~~~~~~~~~~ - 
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Figure 13: An exampl e RIEA topology

11. 1 .1. 1 Passive optical nodes .

The first and simplest mu ltipath transmis sion medium uses passive n—way optical
couplers as nodes . Such a solution has two important restrictions:

—there is a severe compromis e between link length and baud -rate due
to the multiplicity of optica l paths ,
— the number of nodes in the network rapidly introduces prohibitive
attenuation and too wide a dynam ic range at the optica l receivers .

11 .1. 1.2. Pulse regenerating nodes .

m i s  active network solution resides on the use of a specific coding technique
(monop ola r  return—to— z.ero) in order to regenerate pulses at each node h a s  avoiding pulse
spreadin g . Such a technique can b~ envisaged if the inter—node round—t rip propagation
time is less than one pulse width. -~ baud— rate/link — length compromis e is thu s necessary.

In tnis ?artlcul-a r solution , confl icts are propagated to the contending subscribers
by ensu r ing that each pulse ias completely crossed the network before another is
launc hed . There is thu s a compromis e between baud-rate and total network propagation
time . Thi.s leads to restrictions as to the numbe r of nodes and the total diameter of the
network.

Long packets c-an b-a transmitted efficiently through such a network using a double
baud—rate technique :

—a s iaw l y— t r a ns m it ted  header to resolve content ions ,
—a fa3 t data portion containing the Informative part of the packet .

[[.1.1.3. Pulse regener ating nodes with conflict detect i on .

Thl3 solution uses nodes that are simil ar to the previous solution but the nodes
now have the reponsability of detecting conflicts .

The compromis e between baud-rate and network diameter Is thus removed at the
expense of increased node complexity (the nodes must detect discrepancies on their i nputs
and satura~ e their outputs for a short period so that neighboring flode3 also detect a
di3crepaflcy ) and a lick of node tran spa~ - -incy as seen by the s-jbscrlbers (the subscribers
no l iger see a logical ‘OR ’ of the transmitted pulses).

There remains the compromise betwe en bau d— rate and link length that Is inherent to
-all the pulse routing tecflnl-iues.

11 .1. 1.4. Pulse arbitrat in g nodes with conflict detection .

~~~~ 

The use of a multiplex-ar togetner with an arbitor circuit enables palse routing
using any sor ~ of signal ooding. At the beginni ng of each set of pulses received on the

-- -~~~~ - -—. -- - - -
~~~~~~~ - - — --.--- — ——----- -—-— , 
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node inputs , a decision is taken as to which input received a pulse first and tnis input
is “elected” for the duration of that pulse .

Conflicts are detected and signalled in th e  same way as for  the previous solution .
The positive ampl ification of the arbitor type of node means that d.c. decoupling

must be included in order to prevent network lock-up due to the parasitic formation of
loops of elected inputs (71 .

11.1.1.5. Signal arbitrating nodes with conflict detection .

In order to remove the compromis e between baud-rate and link length , a poss ib l e
solution is to route signals or pulse trains across the network.

The routing is carried out by an arbitor circuit in a similar way as in the
previous solution but the appropriat e inpu t is “elected” for the duration of the pulse
train (by the use of a retriggerable monostable in the arbiter cIrcuit) . Such a solution
was present ed in (2].

The complexity of this type of node increases rapidly due to the additional
circuitry necessary to det ect conflicts at the nodes . This complexity is a function of
the number of bits of phase difference (and hence on the baud—rate link— length product)
that must be tolerated at. the node inputs.

11.1.1.6. Packet—switching nodes .

The last and most complex multi—path technique is that of packet switching .
Suitable routing algorithms for one-to—all transmissions are “flooding ” ( 13]  and
“Huygen ’ s mode ” (11].

The complexity of such nodes is only justifiable for networks with long links
and/or networks that only interconnect complex subscribers (i .e. other than simple
actuators or sensors)

The advantage of simultaneous parallel transfer in such a network is offset by the
requirements for bufferi ng and deadlock avoidance and also the considerable packet delay
due to the store and forward nature of the transmission .

11.1.2. Choice of network type .

The choice of one of the network types defined in the previous paragraph must
necessarily be a compromis e between node complexity and the baud—rate link—length product
of the network.

Tree RHEA system is int ended for avionic app licat ions where the maximum distance in
the network is always less than about lO Om and much smaller in the case of fighter
aircraft. A maximum link length of 10m would thu s be quite reasonable since it would
require a network with a diameter of onl y 10 nodes in order to achieve the largest
distance envisaged .

This reason , together with the requirement for a simple realization has led us to
choose the simple pulse regeneration technique without conflict detection at the nodes
(cf paragraph 11.1.1.2.).

With 13m links and Schottky TTL technology, a baud—rate of 0.5 Mbaud can be
achieved whilst conserving the logical OR nature of the transmission medium for a network
with as many as 23 nodes . A double baud—rate t echnique can , for  a network of the same
size , increase the overall baud—ra te to 5 Mbaud (supposing that the high— speed
informative part of the packet contains 100 times as many bits as the low-speed header).

11.2. The local transmission medium: a star structure.

11.2.1. Principles.

The choice of a star structure for the physical implementation of the local
transmission media can be justified if the centra l node can be designed so as to not
exhibit any failure mode that leads to total communication black—out.

Two approaches have been studied for the imp lementation of the star structure (21:
—a fiber-optic system using an n—way optica l coupler ,
—e loosely—coup led , air—cored n— winding pulse transformer.

Whereas the fiber— optic system will tolerate any link failure or interface
stuck—at— 0 failure , additional protection in the form of d.c . decoupling must be
int roduce d in order to tolerate interface stuck— at— i failures. Consequently, our
attention has been particularly focussed on the second system (figure 12) since it
s imultaneously offers a no hard—co re central node and a means for preventing propagation
of interface s tuck—at—i  failures.

11.2.2. Performance of the loosely-coupled transformer.

A detailed analysis of the equiv alent circuit of a 3—windin g loosely—coupled
transformer (figure 13) enables us to obtain the transfer function between a pair of
windings that is independent of the state (normal or short ) of the other winding , I.e.,
with a coupling coefficient k<(i , R2’:R’ and R3’ :3 or R’ , we obtain:

V
2 /V (pk/LC) (p+1/CR)/(p2+p/CR+1/LCI/ (p2+p/CR~+l/LC)
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The loose coupling does of course lead to e considerable attenuation and distortion
of the transmitted signals but as shown in curve 5 of figure itl , a workable signal can be
obtained .

III . DEFINITION OF TFE SUBSCR IBER— TRANSM ISSION MEDIUM INTERFACE

m e  aim of the interface between each sutscr iber and its corresponding transmission
medium is twofold:

—management of the actual transmission (transmission level) ,
—managemen t of the packets (transport level).

The dependability of RFIEA imposes certain interface characteristics:
— the provis ion of means to carry out dynamic system reconfiguration ,
—a h i gh  reliability of each interface with respect to the total
system .

In order to be able to carry out dynamic system reconfiguration , it is advantageous
to use an associative addressing mode that enables an abstraction of the actual physical
locations of the different calculation , sensing and actuation processes .

The reliability of the interface end of the transmission is imposed in the sense
that no failure at this level must have any ef fect on the correct continuous operation of
the overal l  system.

The logistic constraints of low manufacturing and maintenance costs have led us to
deFine a standard Interface that is special ized by program at system initialization time .
This programming must specifically take into account the nature of the corresponding
subscriber:

— “intelligent” subscribers (e.g. microcomputers) which can carry out
calculat ion functions and/or a partial or overall  control of the
sys t em ,
— “d um ” subscribers (e.g.  certain sensors , actuators and
visualizations).

The functional structure of this standardized Interface is shown in figure 15.
This section of our paper is divided into two sub—sections dealing respectivel y

with:
—transmission management ,
—packet management .

111 .1 . Transmission management

The transmission management part of the interface must carry out all those

~~~ 
functions related to the signa ls vehiculed by the transmission medium:

— ~~~~~~~~~~~~~~~~~ _sAt da~~dL~g~, — -—--- — -~ — —~~~ ~C ~~~~~~~ ~~~~



- ~~~~_,___ 
-~ — —~~- 

--

13-1 2

~ 
Input vOltag.

o ~~~ i. 
- 

t . 1  l.~~~ LINS L 5  0.5* 0.5* 1.4* 1.5*

TIS~

-10 
_ _ _  _ _ _  _ _ _  J

0.99 ~~~~~ Voltage (a 0)

Output voltage (a— I/ b )

_.1~ 
~~~~~~~~~~~~~~
Output voltag. (a—I)_I~ 
~~~~~~~~~~~ IMçS 

~~~~~~~~ %

\j/

/
l

~

1

’

~~

\

~~

s
l

L,,
/

7 ‘;‘L

Figure i~ : Time response of the loosely—coupled pulse transformer
(coupling coefficient 1/100)

a = series input res istance/output load resistance ( R / R ’ )

Tr.n.ai eel 1bec~ib.r

L $ ~~~~~: ~~~~~~~~~~~ 
Figure 15: Interface functional structure

111.1.1. Encoding and decoding

The coding technique that has been chosen for the network—s tructured global
transmission medium is a direct consequence of the pulse regenerating technique used in - -
the nodes . The code is necessarily of the monopolar RZ (“ return—to—ze ro ”) type in which a
“1” is coded as a pulse of fixed duration and a “0” is coded as the absence of a pulse in
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that bit time .
The functions of the interface at this level thus involve the implementation of a

special bit—oriented transmission protocol:
—encoding/decoding of the monopolar RZ code ,
—generation and removal of packet delimiting flags ,
—bit stuffing/removal in order to obtain message transparency whilst
maintaini ng synchronization and f lag uniqueness.

Although a bipolar code would best suit the star-structured local transmission
media , it may also be poSsible to use the same RZ code as in the network transmission
medium so as to maintain interface compatibility (c f .  curve 5 of figure 12 that shows no
overlapping between successive pulses) .

111.1.2. Error checking

In order to ensure the safety of the transmission , a 16—bi t cyclic redundancy
checksu m is included in each transmission .

This error—detect ing code thu s enables fault—tolerance via:
— packet retransmiss ion ( f o r  commands) ,
—u se of las t non-erroneous value (fo r broadcas t ed data) .

111.1. 3. Access control

The access control functions carried out by the interface are as follows:
—detection of occupation of the transmiss ion medeum ,
—control of the maximum transmission time ( watch —do g function) ,
—detection of conflicts by a l isten—while—talk device ,
—execut ion of the content ion access control algorithm.

111.2. Packet management

Packet management is the name given to those functions of the interface that
implement the transport level as defined in the int roduction to this paper (figure 1).

This level concerns:
-the implementation of a packet transport protocol ,
—the execution of buffering functions ,

111.2.1. The packet protocol

The packet. protocol used in RHEA takes advantage of the use of an associative
addressing mode in order to define three basic types of packet exchanges .

111.2.1.1.  Data broadcast

This type of exchange cons ists of the distribution of a data value on the
communicat ion medium. Those subscribers interested by this data will recognize its label
and store the corresponding information (figure 16) .

DATA IROADCASI ~~ )OC

n Subscrib er s

— — _~~~ I_ — 
uit,.q the dst.

~~~~~ of ~~~~ 
J vSi~ s “ 5

Was, Croadcast of data 5’

Figure 16

111.2.1.2. Synchroni zed dat a broadcast

This type of exchange provides for a s imultaneous sampling instant for a set of
distri buted data that must be synchronized in order for them to have some coherent
meaning. A requesting subscribe r issues a request with a lis t of labels corresponding to
the set of synchroni zed data.  This request leads to several replies , each corresponding
to one of the requested labels ( figure 17) .
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COScab~ Broadcast of data ~~~ following a requ est for ~~~ ~b and c’.

Figure 17

U1.2.1.3. Command mode

This type of exchange corresponds to the command mode where the packet has only one
destination . The unicity of the des tination in this case enables the use of an
acknowledgement reply packet in order to ensure a highl y secure one—to — one exchange
( figure 18) .

COMMAND MODE

c~~~~~~~~~~~~~
Cka, Cosisand a~. — 

Ats
aca, Acknoweig*snt of co and ‘a .

Figure 18

111.2.2. Buffering functions

One of the essential roles of the packet management part of the interface is to
provide bufferi ng functions so as to decouple the dialogues between the transmission
medium and the interface on one side and the interface and the subscribe r on the other
side.

111.2.2.1. The buffer memories

There -are three buffer memories :
— a mailbo x memory,
—FIFO receive memory,
—a transmit memory.

The possibility of a mailbo x memory is introduced by the chosen associative address
scheme. It enables each interface to keep an updated set of distributed data (using the 

- 
-

data brua dcast and synchronized data broadcast exchanges) .  This enables each subscribe r
to obtain the parameters it requires without burdening the comm unication system with
unnecessary requests .

The F1FO receive memory is used to temporarily store those packets ( commands) that
must be directly del ivered to the su bscriber.

The transmit memory is u sed to store a packet until its successfu l transmission . In
accordance with the chosen contention algorithm , this memory has a capacity of one
packe t. , the subscriber being blocked from further transmissions until the previous packet
has been successful ly transmitted .

111.2.2.2 . Dating

The asynchronous and rando m nature of the exchanges led us to introduce dating as a
means for measuring the amount of time spent by a packet in the transmit and rece ive
memories i.e. the age of a packet when it is ef fect ively consumed .

On receipt of a message/data value from the su bscribe r , the interface records the
“local time ” obtained from a real—ti me clock in the interface . When the corresponding
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packet is transmitted , a second reading of the local time enables the “age ” of the
message/data value to be included in teat packet .

A similar procedure is u sed for measuring the t ine spent from the moment a packet
is received by the destination interface (s) until the corresponding consumption by the
destination subscriber(s)

The total “age” of a message/data value is thu s known to an accuracy limited by the
local clock accuracies and by the propagation time of the transmission medium .

CON CLUSC ON

In this paper , we have described the definition of the communication support system
RHEA intended for the reliable and survivable interconnection of data processing units in
an aggressive environmen t .

The method used for the control of access to the transmission media Is content ion
control which has very good dependability and modularity properties . Rurther , we have
seown that this choi ce can also be justified from a mean delay viewpoint .

The physica l structures of the globa l and local transaiission medi a have becn
studied and appropriate solutions defined. The irregular damage—tole rant network used for
the globa l transmission med ium uses a very simple node based on a pulse regenerating
principle chat is suitable for small networks (5—50 nodes ) with links in the order of 1’Jm
131g. Inc centra l node of the star structure used for the local transmission media is
based on a multi—winding , loosely—coup led pulse transformer.

A standard transmission—m edLam/subscribe r interfac e a -as been defined that. uses a
bit—oriented transmission protocol and an as~ ociitive addressing packet transport
protocol.

A top—do wn approach has been used throughout with the use of qua litative and
quan t it a t i ve  e v a l u a t i o n s  at each level in order to make motivated choices among the
different possible solutions. Work on a prototype system has been start ed und present
research is directed at methods of achieving fault recovery and dyna.nic system
reconfiguration .
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SIJMIARY

This paper presents an overview of the design and development of an integrated multisensor nay-
igatlon system comprised of a NAV~~AR GPS receiver , an aiding strapdown inertial navi gation system (ASIN)
and a nij ij, er of auxiliary sensors , namely, air data and strapdown magnetic sensors .

In the present phase , comprehensive software packages have been developed to simulate all the
subsystems used. A modular and computationally efficient Kalsian filtering algorithm was designed and
implemented for the integration of the CI’S and ASIN. During the course of the development , two new
techniques have been developed. Mi exact algorithm was derived to transform inertially referenced data
into geographic coordinates. Also a dual channel attitude algorithm has been formulated which increases
the bandwidth of the attitude computation in the strapdown navi gator.

Other routines developed inc lude the baro-damping algorithm , auxiliary sensor processing and
calibration routines. To provide a baseline level of perfo rmance , simulation results have been obtained
for future flight testing of the hardware.

LO INTRODUCTION

The NAVSTAR Global Positioning System (GPS) is a 24 satellite navigation system that will  prov ide
• highly accurate timing and three dimensional position and velocity information to suitably equipped

military and civilian users. The GPS, being a radio-ranging system, will  provide continuous worldwide
navigation information to an unlimited nuither of users, regardless of weather cond itions.

Although GPS represents a significant advance in navigation technology , its dependence on
electromagnetic radiation from external sources (satellites) makes it susceptible to interference and
janlning. The degradation of navigation accuracy is most pronounced when the GPS signal-to-noise ratio
is low and the vehicle is undergoing hi ghly dynamic maneuvers .

Janining resistance and signal tracking performance of the GPS receiver can be enhanced by
aiding of the receiver’s code and carrier loops with velocity data from an aiding inertial navi gation system
(INS). Additional benefits which can be realized by GPS/INS integration include:

- continua l provision of navi gation information during periods of CI’S outage due to
janlning or receiver failure

- in— flight calibration and alignment of the inertial navigator

- rapid acquisition and reacquisition of the GPS signals

- GPS antenna steering using iNS att i tude and angular rate data. -

Recent advanc~~ in gyro technology and low-cost high-speed mini-computers have greatly acceler-
ated the acceptance of strapdown INS as a serious contender for general navigation and avionic usage . The
overall costs of ownership and maintenance are expected to be lower than the conventional giithalled INS ,
wi thout any sacrifice in the level of navigation accuracy. One further incentive is thc ability of the
hi ghly accurate GPS to enhance considerably the performance of a low-cost low-quality inertial im~asure—
mont unit (ff41) through the calibration of its sensors.

In view of the above considerations , DREO has undertaken the desi gn and development of an aid-
ing strapdowi i inertial navigation (ASIN ) system, to be integrated with the CI’S receiver presently under
development at Canadian Marconi .

In this  paper , the overall integrated GPS/ASIN system concept is presented and performance
characteristics of the integrated system are evaluated using computer simulations. New algori thms
developed by DREO and contractor personnel [11 are also presented .
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2.0 System Overview and Subsystem Model Simulations

The structure of the hybrid GPS/ASIN system is illustrated in Fi gure 1.

The IMJ employed is a low accuracy Honeywell strapdown H478F package consisting of 3 GGllll
SDF floated gyros and 3 Q—Flex pendulous accelerometers . Auxiliary heading data are provided by a
triad of magnetometers strapped to the airframe, which measures the three body axis components of the
earth’s magnetic field. Air data sensors are employed to provide airspeed and barometric altitude for
Schuler loop and vertical channel damping .

System alignment and integration functions are performed by a hi gh-order extended Kalnan f i l ter
and a feedback error-control algorithm . The filter coith ines GPS range and range-rate data wi th  ASIN
position and velocity information , and from these data , estimates of the major time-correlated system
errors and error sources are generated - The filter ’s error estimates are fed back to the navigator , where
they are used to reset computed attitude, position and velocity as well as null acceleration and angular
rate error inputs.

The most recent phase of the DREO GI’S/ASIN project concentrated on the development of comprehen-
sive software packages for simulation of the hybrid system. Figure 2 illustrates the structure of this
package , showing the inter-relationship of the primary component routines. The GPS/ASIN sub system model
simulation is driven by PI~)FGEN , an aircraft profile generation program developed by the Air Force
Avionics Laboratory , WPAFB. The program was used to provide reference position, velocity , acceleration ,
attitude and angular rate data consistent with flight trajectories of a Convair 580* . These data are
applied as inputs to the GPS, inertial sensor and physical parameter simulation routines and provide a
baseline for evaluation of the ASIN and hybrid GPS/ASIN navigation outputs. The other sub system model
simulations are:

A) Inertial Sensor Error Model Simulation:

Comprehensive error models of the accelerometer and gyro triads have been simulated. The deter-
ministic models are similar in part to those of D. Dove [2]. The most significant differences are the
addition of temperature sensitive errors and the method used to estimate the average dynamic misalignment
of the gyro input axis. The error parameters of the sensor models are perturbed initially from those
parameters used in the compensation model . This perturbation was carried out using the mean and lo
values as specified in the I-I478F specs.

B) Air Data Error Model Simulation:

The air data error models comprise three components:static pressure errors, total pressure errors
and temperature errors. In the physical parameter simulation program, pressure gradient effects, as well
as temperature and pressure variations have been simulated. The model also includes the effect of passing
through weather fronts.

C) Magnetometer Error Model Simulation:

The outputs of the strapdown magnetic sensors are corrupted with both low-frequency and broad-
band errors which , without compensation , can produce large errors in computed heading.

D) CI’S Error Model Simulation:

A comprehensive software program has been developed to simulate all the significant error sources
of the GPS. These errors include ephemeris errors , tropospheric and ionospheric time delay errors,
satellite and receiver clock errors. Other sources of error are the quantization and computational errors .
The details of the GPS error model adopted for integration with the strapdown INS are presented in Section 4.

E) CI’S Simulation:

A software program has been developed for the full (24) satellite constellation. The CI’S
receiver simulator [3] generates ranges and range rates to all visible satellites and selects the best
geometry that minimizes the GIXIP (geometric dilution of precision). Exact values are perturbed using
CI’S error models and compensation was performed so as to reduce systematic error contributions.

3.0 Mechanization Details

3.1 Navigation Mechanization

In the present ASIN development a 3rd order quaternion attitude algorithm iterated at 50 Hz was
selected over the more classical direction cosine approach , to transform the body frame data to the
inertial frame , due to its greater efficiency and accuracy . The strapdown navi gation equations have also
been implemented in the inertial frame , as opposed to the local-level frame used by gintalled systems

• since , for strapdcxvn systems , body angular rates are measured by the gyros with respect to inertial space.
The detailed mechanization of the computational algnrithm is presented in Figure 3.

As shown in Figure 3, a unique technique has been developed at DREG to accurately compute
la t i tude  and altitude from the inertial frame coordinates . The derivation , as given iii Appendix I, is
exact and conceptually simple. The altitude and latitude at any point P near the earth can be obtained
using the geometric relationship that the distance from P to its projection Q on the reference ellipsoid
is the minim~an distance from P to the ellipsoid.

*The Convair 580 experimental flight laboratory developed and operated by the Canadian National Aero-
nautics Establishment w i l l  be used for future f l ight  tests of system hardware .
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3.2 Air Data Algorithms

The air data algorithms implemented to compute true air speed and barometric altitude from
sensed atmospheric temperature and static and total pressure have been obtained from the literature
[4 ,5]. The airspeed algorithm is conventional and similar to that mechanized in most air data systems .
The altitude algorithm , due to Blanchard [5] is an improvement over conventional algorithms in that it
utilizes atmospheric temperature data in addition to sensed static pressure to compute pressure altitude .
This improves the accuracy of the altitude computation and, in particular, effectively eliminates the
altitude scale factor error present in conventional mechanizations which assume a standard atmosphere
temperature profile.

3.3 Altitude Damping

The altitude and vertical velocity computations in an unaided inertial system are unstable ,
producing errors which grow exponentially with time. In the DREO application , the inertial vertical
channel is stabilized using altitude data obtained from a barometric altimeter.

A third-order baro-danping algorithm, derived in part from Reference 6, has been designed
specifically for inertial systems which employ the inertial coordinate frame for navigation computa-
tion. As shown in Figure 4, computed altitude is differenced with baro altitude and the residual ~h is
fed back into the vertical channel through three damping loops. The damping loop gains have been chosen
using purely analytical optimization methods to satisfy the following criteria;

a) provide stable, non-oscillatory loop behaviour,

b) minimize the R?’IS altitude error with respect to broad-band acceleration and baro-altimeter
dis turbances, and

c) minimize transient altitude errors due to step-like baro error inputs, given condition b) above.

In order to obtain a purely analytical solution, the expressions for gain selection were
formulated with the constraint that two vertical channel poles be located at - l/T and the third pole
at - 111ff , where T is the system time constant and N can be any positive non-zero real nuither. It is
shown in [1] that , to satisfy criterion b ) ,  N and T should be chosen as

F—
T = I (SN’ + l8N2 + 14N + 2) %

L
and N>0.Ol (for assumed values of q~, and q~)

where ~~~~~ % are the spectral densities of the broad-band acceleration and baro errors respectively.
In addition, it is shown that in order to satisfy criterion c), N must be chosen much less than unity
(0 <N < <l) .

For assumed transport aircraft flight conditions and sensor error model parameters , typical
values of qa and are estimated to be

qa < 1.2 x 102 (ft/s2)2/Hz

qb = 6250 ft~ /Hz

which , for N = .05 , yields an optimum time constant of

T = 250 seconds

The corresponding gain set places two (slow) system poles at -1/250 (sec ’) and one (fast) pole
at -1/12.5 (sec ’) . Simulation results presented in [1] show that this gain set provides excellent damping —

performance . For the assumed simulation conditions , the PMS vertical velocity error was found to betypically less than 2 ft/sec . The clasping algorithm provided significant attenuation of broad-band baro
disturbances in the altitude computation but forced computed altitude to track baro-altitude over the long
term.

3.4 Deal Channel Attitude Algorithm

A new dual-channel attitude algorithm was formulated to increase the bandwidth of the attitude
computation in the strapdown navigator [1]. As shown in Figure 5, the algorithm splits the incoming angular
rates from the strapdc~m gyros into high and low frequency components and processes these components separ-
ately in high and low rate channels.

This algorithm was originally derived to reduce attitude and position error drifts resulting from
high frequency (vibrational) coning motion inputs. However, the algorithm is in fact quite general and
could be employed to improve attitude performance irrespective of the vibrational environment of the nav-
igator.

Simulation results show that with the standard third-order 50 Hz quaternion attitude algorithm, a
z-axis coning “drift ” of about 2 x l0~~ rad/sec induced by x and y-axis vibrational rates of 20 lIz (900 out-of-phase) and coning half-angle of 0.1 degree , will produce heading and radial position error drifts of
approximately 0.007 deg/sec and 40 meters/sec respectively. When the dual channel algorithm is employed
with low and high channel iteration rates of 50 to 500 Hz respectively , the corresponding system errors 
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were reduced by more than a factor of 20 for the same coning motion inputs while all inertial sensor error
models were disabled. However, it should he noted that when the inertial sensor error models were activ-
ated and coning rates applied an interaction between the coning motion simulation and inertial error models
resulted in position errors of extremely large magnitudes . Coning compensation was found to improve pos-
ition accuracy and yield heading error drift rates consistent with earlier runs. However, the radial
position error remained larger than expected. It therefore appears that vibrational inputs excite some
signifigant error modes in the system sensors (probably accelerometers) which cannot be entirely cc*npen-
sated for by increasing the bandwidth of the attitude algorithm. In light of the above, the exact nature
of the interaction between the coning motion and inertial error simulations warrants further investigation.
The best choice of certain algorithm parameters (high and low channel iteration rates, low-pass filter
order and cut-off frequency, etc) and the potential computer loading problem, which could be encountered
in real-time application, must also be further investigated.

4. GPS/ASIN INTEGRATION

The GPS/ASIN integration function is performed by a 49-state Kalman filter and feedback error
control algorithm (Figure 6). GPS measured ranges (~GPS) and range-rates I”GPS) from the receiver to
four satellites are differenced with ranges (~INS) and range rates (‘~INS) computed by contining inertially
indicated position and GPS satellite ephemeris data to provide a set of eight error observations. These
observations (z) are processed recursively by the filter to compute optiimim estimates (x) of the ASIN and
GPS error states (x). The estimates are obtained by utilizing knowledge of the statistics of system and
measurement errors , and linearized models of the system and measurement error dynamics. The filter’s
error estimates are fed back into the navigator via the error control algorithm whic.h instantaneously
corrects the position , velocity and attitude integrators and continuously compensates the accelerometer
and gyro outputs for estimated acceleration and angular-rate error effects.

The basic structure of the C.PS/ASIN error model and salient features of the filter and error
control mechanization [1] are reviewed b~iow-

4 .1 GPS/ASIN Error Model

The GPS/ASIN system error model mechanized by the integration filter is of the form:

1~INS1 ~~INS(t) 0 1 [~ INS(t~ [~ INS (t) 0 1 I INS
(t )lx(t ) 1 . 1 1  I I  i~~ i I I  I

[~ !j [
~ 

F1~,~ (t~j  [~~(t~j j~ GGps(t~j  [~~(t~j

~ INS(tk~z(tk) = [A INS(tk), A~ ,S(t k)J I +

where

~INS’ 
x~p5 = INS. GPS error state vectors estimated 

by the Kalman filter

FINS FG~~ 
= INS, OPS error dynamics matrices

U INS , 
~~~ 

= INS , GPS white process noise vectors with spectral
densities GINS ’ R~ s respectively.

GINS, GGPS = INS, GPS noise input matrices.

z = range and range-rate error observation vector

AINS, AGPS — INS , GPS error measurement matrices

!~ps = GPS white measurement noise vector with covariance RGPS

The ASIN error state x is a 42-element vector containing the major time-correlated errors and
error sources of the inertial ~~~em (see Table 1). These are:

- inertial position errors (3 states)
- inertial velocity errors (3)

- - - platform misalignment angles (3)
- acceleration error sources (15)
- angular rate error sources (18)

- . 1 
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Ve n al. Sy~b.1 Type D.fl,Iti*,, Cortelettee Pr.,ne.. Mel.. Unit . for
onion .ç ii.. (T

~ i ) Sp.rtr.i n ned .r
— 

I (s et) Dr enity

1—3 Or position erro r Venter 10 — 0 ~. ont.n.

4-6 iv ve leotty e, ,=r onot or .05 — I 0 ~ •/sec
siTS 7 60 O t ~~Oi letnttor 2.s.io~~ — ~ 0

N—j O ! INS t.nli;...ont onsOns 9sl0~~ — I 0 red ino.

1 Ub EC bin. nitit od. error 200 imP_ !i1 t.r.
n “1
• 

2—4 6.0 tc , r t i,nl  denoctioe. • zisoj o 3 
~~~ 2I’~~

— — 
e gr.oity .eo..u.. Vi

1—S ~~ IV ncreir ron.ot er bins 1.0hl0~~ — 1.2.10 ” f 2 —
!lV o—i ~~ $yro bin. 5.iO~~ 2 72=10_li rsd /.eo

1—3 Mi DC nrrti.rn.s tlr nt. 1I t .S.i0~~ — 0
f.cter error

0—10 .~ DC .cr.lereneter •Oee 5n1O~~ 0
— nio.ligo.e.,t

11—13 NC iyre noel. f.000r erro r — o
14—20 PC per . nec. .ie.iil,..eet 7.0nI0 ~~ — 0 r.di.ne

21—Si IC drift error. I .2.~1o~~ 0

—__ICTSNATED SSsirrovN lsrRr iAt.  NAVICATOM 1101011 Meofi. £00114120R VAUIF.0 rot lamp

The estimated acceleration and angular rate error sources consist of (a) sensor bias instability
errors modelled as random walks (RW), (b) sensor scale factor errors , axes misali gnments and g-sensitive
gyro drifts modelled as random constants (RC), and (c) residual broad-band errors modelled as white noise.
In addition , acceleration errors due to vertical deflections and gravity anomalies are modelled as expon-
entially distance-correlated random processes (EC) .

The GPS error state ~GPS contains 7 time-correlated GPS error sources (see table 2), namely theuser clock time offset, frequency offset, frequency drif t rate and four range errors.

V.ni.bl. Dy bol Type Definitio n 1,.itin l Corr elet to,, Pr oc.., Note. Unit. for
No.b,r V.1cc tin. CT ~) Spnrtr.1 •

(no. ) Dee.1t7 ~

1 r tIn error 01 user clock 1,10 — 0 sec

o 2 1 NW (tn..01. ) f r.qen.ty inio~~ — io~° net!..,GPS 00 st error of us..
clock

-10 -20 2
3 d ~~ (inv01. ) fr.qon.oy 1.10 — 10 ceo/s.c

drift rat. •r re r of 5.01
olnob 60—7 6! IC roelr error 

~~~~~

TABLE 2 ESTIMAT I3D GPS ERROR MODIIL PARAIUITER VALiJO S

4 .2 U-D Filter and Error Control Mechanization

The filtering algorithm which has been implemented at DREG is based on the ‘U-D’ covariance fact- —

orization method [7]. The U-D mechanization has the numerica l accuracy and stability characteristics of
s~ oare root Kalman filters but is considerably more efficient. Scalar sequential observation processing
is used resulting in increased efficiency and flexibility, allowing for simple processing of irregular
observations and easy rejection of erroneous measurement data .

In the U-D mechanization, the filter’s estimation error covariance matrix P is expresced in terms
of its factors

where F) is diagonal and Ii is an upper triangular matrix with un t diagonai. Covariance and state updates
at observation t imes and extrapolations between updates are carried out entirely in terms of U-D factors
so that the covariance matrix P is never explicitly computed .

The extrapolation of the U-F ) factors between updates in performed using Bierman ’s modif ied
weighted Gram-Schmidt (~ VG-S) orthogonalization algorithm [7].

The filter software developed ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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flexibility in data processing, and , at the same t ime , to maintain modularity of differei.t program sections.
The linearized models of system and measurement error dynamics and statistics are modelled by the continuous,
time-variable system equations. The corresponding discrete-time transfer functions and noise covariances
required by the filter are computed at each time point using power series techniques in which matrix block
structure is utilized to improve efficiency. The user may select (almost) any subset of the error state
variables for estimation , and the corresponding system matrices are constructed automatically by the program.
This feature will prove extremely useful in the future when reduced-order suboptimal filter designs are to
be implemented and evaluated.

The program modules required for computation of the error model matrices have been separated from
the U-D update and NflVG-S extrapolation programs making the software package completely general.

The error control strategy employed for GPS/ASIN integration is illustrated in Figure [7]. Both
continuous and impulsive correction techniques are used. Specifically, ASIN attitude, velocity and position
parameters are reset impulsively following each f~lter tq~~ate cycle to null estimated system errors. Acc-
eleration and angular rate correction vectors (~a and 11w ) are computed cont inuously using models of the
sensor error processes and are subtracted from ~1i~e sensor outputs before processing by the navigator. The
sensor error models employed for error control are duplicates of the models imbedded in the Ka lman filter ,
and are updated impulsively following each f i lter update cycle. Af ter all control inputs are applied , the
corresponding error estimates are zeroed in the filter and remain zero until the next filter update time.

The closed-loop GPS/ASIN mechanization keeps inertial system error magnitudes small and so main-
tains the validity of the linearity assumptions on which the Kalman filter ’s error models are based. The
mechaniza tion also tends to reduce the system ’s sensitivity to unmodelled disturbance inputs.

5.0 SIMULATION RESULTS

Computer simulations of the hybrid GPS/ASIN system were performed to evaluate the Kalman filter
and feedback error control algorithms. The GPS/ASIN simulations were driven by a 1750 second race track
flight profile as shown in Figure 8.

The simulated GPS receiver generated average total position and irelocity errors of 24.7 meters
and 0.541 meters per second respectively. The receiver included ephemeris errors , quantization errors
and user clock errors. The inertial navigator simulation included inertial sensor error sources, gravity
anomalies and vertical deflections, and initial condition errors. fhe Kalman filter used the above GPS
and INS data to perform updates at one second intervals .

To evaluate the per formance of the hybrid system , the following three differen t cases were
considered :

a) a 45 - state filter with 42 inertial error states and 3 CI’S clock ~‘rror states

b) a 49 - state filter with 45 GPS and ~NS states plus four ad’1itiona l time correlated GPS
range error states

c) a 47 - state filter with 45 GPS and INS states plus 2 add it ional al t itude damping error states.

Simulation results for the above three cases in terms of average and RMS posi tion and velocity
errors are presented in Fi gures 9-14 and Table 3. Figures 15-16 are simulat ion results using the 45 state

• filter operating on GPS data containing no ephemeris, quantiza tion or user clock errors, but perturbed
by pseudo -range and pseudo-range rate additive white noise processes of lOm and 0.2m/s, respectively.

FIl t e r Total (RSS) Total (ROT)
CouIigl ,ration P~s i t i ooo  Velocity

Ave r,te RUT RIdS Average 111.55 ENS
Irror Error Bound Error Error Pound

15 ‘tote, 6 . 56  7 0 0  3.00 0.0966 0.506 0.51 2

17 0 1 0 1 e V

(c I t l ~ hero duepief ) 6.72 7.00 9.00 D I I I  0 1 ( 1  0 . 1 1 7

49 e t et e ,
( w I t h  r f logO e r r o r  

S 96 6 . 4 2  7 . 34 0 . 0 9 9 0  0 .105 f I l l

TABLE 3 - GPS/AS(N SYSTEM POSITION AND VELOCITY PERFORMANCE
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In the case of the 45-state filter, simulation results are presented in Figures 17-19 for x-
axis misalignment error , acceleration and angular rate errors. These results are typical of all three
K. Filters considered. It is noted that platform misalignment errors, which at run time were 3 to 4
degrees , reduced to less than 100 arc second (RW) per axis toward the end of the simulation runs. In
all the above fi gures , solid lines represent actua l errors and the dashed lines represent the Kalman
filter indicated RMS error bounds (square roots of the appropriate error covariances) .

It can also be seen that the system position and velocity errors of Figures 9-10 are significantly
higher than those of Figures 15-16, which is solely due to the satellite ephemeris errors of the GPS
receivers. To compensate for the ephemeris error effects, four GPS range error states were added to the
45-state filter . Amongst the three pr imary cases considered , the 49-state filter with results presented
in Figures 11-12 , was judged to be the best of the three. The 49-state filter effectively reduced the
average RSS position error of 45-state filter by about 0.5 meters, and the indicated RMS bounds appeared
more consistent with the actual system performance.

To investigate the performance of the hybrid system with altitude damping, two baro-damping fil ter
states were added. The results presented in Figures 13-14, indicate that while good navigation perfor-
mance is still at tained , position errors are significantly noisier than the case without baro-damping.
The degradation is due to the insertion of broad-band altimeter noise into the system. This result
suggests that the inclusion of baro-damping is not advantageous when GPS information is available.

6.0 CONCLUSIONS

The objective of this paper was to outline the design and developnent of a GPS/ASIN integrated
navigation system. In the most recent phase of this project, a comprehensive software simulation package
has been developed to simulate, in detail , all subsystems which make up the hybrid GPSJASIN system. The
package can be used to establish a baseline of achievable results for future flight tests of system hard-
ware. Preliminary simulation results demonstrate very good performance characterisitcs of the integrated
system. Average position and velocity errors of about 6m and 0.1 m/s, and component steady-state mis-
ali gnments of less than 150 arcsec were observed.

However, it should be noted that additional work must be carried out in order to validate all
error model parameters implemented. This will be performed during flight trials on the MAE Convair 580.
Moreover, the high order filter mechanizations developed to data are not amenable for implementation on a
real-time computer. Therefore, reduction of the state-size will be required, using the covariance analysis
technique to eliminate secondary error sources.
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Z APPENDIX 1

I LATITUDE - ALTITUDE ALWRITIt’i

•p,*’- \ Suppose we are given an arbitrary point P(x0,y00z0)
I ,— above the reference ellipsoid in inertial frame

~ • 1 ~ coordinates. Taking the plane containing P and t~epolar axis Z as ~n figure 20 , then w0 ‘oN xo
2 +

tigerS 20

The altitude h and geographic latitude 4’ of P can be obtained by solving for the coordinates
of the point Q(w,z) on the ellipse directly beneath P.

Now h2 = (w-w0)2 + (z-z )2 (distance equation) (1) (i)

and w =ja2b2 - a2z2 (ellipse equation) (2) (2)

‘1
Substituting Eq.(2) into Ea.(l) we obtain the (distance)2 from P to Q:
h2 = a2 (1- ) — 2w0~~a

2(l_ 
~~~ 

) + w 2 + z2 - 2zz + z0
2 (3) ( 3)

Note that Q is the point on the ellipse with the minimum distance from P.

Differentiating Eq.(3) w.r.t. z and setting it to zero yields:
z2 — 

-w0az
- — 

b~(z_z0
)_azz

The following quartic expression results after squaring both sides of Eq. (4): (16)
IbZ_a2)2z~ +Z(b

2-a2) z z3 + I~b2 _ a 2 )2 -z 2-w 2a2 1z 2 -2(b2-a2)z z + b2 z 2 = 0 (5)

t~~~~~~~~~ J 
bZ ° 

L 
bZ ° 

~~~~~~~~~ J °

Hence z can be solved for exactly using the standard quartic formula or it can be found using
the Newton-Raphson iterative technique. Using the iterative method and a starting value of

corresponding to the point P’ in figure 20, it was found that only 2 or 3 iterations are necessary to find
z. Starting with Eq.(2) and then using Eq.(l) we can solve for the altitude h of the point P.

Note that since P and Q have the same geographic latitude 4’, the latitude of P is obtained using
the point Q:

$ = Tan~

Further, for any point P inside the ellipse, quartic Eq.(5) also generates distance-to-ellipse
extrema and thus it can be seen geometrically that for depths < ½ earth radius, the Newton-Raphson tech-
nique will find the proper (miniimim-distance-producing) root of Eq.(5).
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DIGITAL ARRAY SIGNAL PROCESSING TECHNIQUES

APPLIED TO GUIDANCE AND NAVIGATION

by S. BLOCH

STANDARD ELEKTRII( LORENZ AG (ITT )
D—7000 STUTTGART 40, GERMANY

SUMMARY

A great many systems make use of highly versatile di gital signal processing methods. In most cases
filtering operations are performed in which the si gnal spectrum is altered. Pulse compression , MT I clutter
cancell ing , FF1 spectral analysis etc. are typical examples for such applications.

In this paper spatial filtering, in particular virtual beam forming techniques , appropriate for guid-
ance and precision landing operations , will be discussed.

Systems operating at L-Band will be briefly described demonstrating that when appropriate digital
signal processing is applied , accuracy comparable to that of corresponding C-Band systems is achievable.
Thus, the advantages of relatively low L-Band frequencies , may be exploited while maintaining a high
degree of precision.

1. INTRODUCTION

The performance of Guidance and Microwave Landing Systems is determined by their capability to provide
high angular resolution in azimuth and elevation.

This resolution is required in order to mitigate the effects of multipath interference caused by
specular signal reflections.

In contrast to non-coherent noise and jansning, multipath reflections are phase coherent with the
signals being evaluated. Therefore, they cannot be rejected by applying spectral analysis and matched
filtering. As filtering in the frequency domain becomes inappropriate , tempora l and spatial filtering
methods gain significance. For this reason leading edge procecsors , data trackers and antenna arrays need
to be Incorporated in order to enhance the performance of high precision systems.

2. SPATIAL FILTERING

Spatial fi ltering reduces the amount of interference picked up by the receiving unit. Adjustable
patterns are necessary in order to match the antenna characteristic to the signal /interference conditions.
This operation requires in general a good angular resolution. Thus , antenna apertures much larger than the
wavelength need to be utilized. High resolution is readily achieved at hi gh microwave frequencies (e.g.
C-Band and X-Band). However, the implementation becomes difficult when operation at l ower fre-
quencies is required. In such cases excessively large and costly antenna installations are needed. Special
beam forming techniques, dubbed Digita l Array Signa l Processing (DASP). are instrumental in reducing the
size and complexity of such antennas. They basically consist of mathematical algorithms which , in con-
junct ion w i th an tenna a rrays, permit the generation of virtual (non physical) antenna patterns. DASP
techniques exploit the hi gh degree of flexibility and sophistication inherent to di gital processors and
thus make possible a considerable reduction in hardware cost.

The adaptability provided by DASP enables an operation which is matched to the variable multip ath
conditions along the flight path.

3. DIGITAL ARRAY SIGNAL PROCESSING (DASP)

Figure 1 depicts a conventional linear phased array consisting of N antenna elements. Depending on
the angle of incIdence 9 , the wavelength X and the array spacing D the si gnal phase at a given element is:

f l e O , 1, 2,3 ... N.1

Is the signal phase at element #0)

Is the signal phase at element #n)

Narrow band signal s received by the array can be denoted by the following complex vector:
U0(t) . 

I
U 1 (t) 

aa(t) 
exp sin8

exp i2Tt(~l-1)D sin 9

Beam forming Is performed by Introducing appropriate phase shifting as well as amplitude weighting in each
of the N array channels.

The resu lting signals are superimposed , thus yielding:

N-I -lanx (t) a 
~~~ 

BnUn ( t)e
n=O

I~ 
T a  signa l x(t ) Is the output of the directional antenna. The antenna pattern is adjustable In shape and
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steering angle, this being accomplished by an appropriate setting of the parameters Bn (amplitude
weighting) and a~ (phase shift). A suitable choice of these parameters makes possible an optimizationof the signal/interference ratio at the receiver input . Phased arrays require the utilization of analogue
RF-components (e.g. variable attenuators and phase shifters). These components need to be carefully
aligned and continuously monitored. The flexibility of phased arrays, though superiour to that of mecha-
nically steered antennas, is still rather restricted. A high degree of versatility may be achieved by
using a DASP system as shown in figure 2. Here each element of the linear array is provided with an
individual coherent receiver. The N array si gnals are simultaneously mixed down and A/D-converted at
I.F.-Jevel. In order to retain the full amplitude and phase distribution accross the aperture, coheren t
reception is performed. Each receiver derives the inphase and quadrature components of the signal at
its input. Thus , the ful l information of the incident fiek is recorded and dig itally stored in the form
of the afore-mentioned complex vector Q . This vector presents a hologram of the 1W field incident upon
the antenna. All further processing operations are performed using a fast di gital computer. It is obvious
that beam forming is readily implemented, as only straight forward arithmetic is involved in the computa-
tion of the variable:

N-i -ianx = 
~~~~~ 

8nUn(to~~

The computer is opted to choose between a variety of different actions.
A single pulse of unknown incidence (and thus a single set of data ~ ) can , for example , berepeatedly evaluated while iterating the parameters Bn and a,~. This procedure is appropriate in optimizingthe signal/interference ratio. Such an adaptable monopulse operation cannot be provided by conventional

phased arrays.
Another significant advantage of DASP systems is their insensitivity to misalignments of the hardware

installations. Any erroneous deviation in phase or amplitude can be easily compensated for by simply cor-
recting the di gitall y stored signal vector ~The following examples should give an impression of the efficiency and flexibility of DASP techniques .

Fou rier Analys is

The mobile L-Band system shown in figure 3 is tailored to the area and en-route navigational needs of
military aircraft. Its operational performance and accuracy are much superior to those of the currently
used TACAN and VOR/DME systems.

Improved ininunity against multipath signals is achieved by using a large antenna baseline. The dia—
meter of the circular array shown is in the order of 6 wavelengths.

Addressed aircraft interrogations are received simultaneously by the N elements of the array. The
signals are coherertly demodulated and AID—converted. A fast digital processor then computes the angle
of incidence of th t~ received RF-signals. The addressed ground station eventually retransmits the evaluated
bearing information to the interrogating aircraft. In order to confine the ground response to the direction
of the airborne station a configuration of 8 transmitting antennas , each covering an angular sector of 60°,
is used. The time delay between signal reception and data retransmission is precisely defined. Thus ,
straight forward elapsed time ranging may be performed by the airborne unit.

A single interrogation is sufficient in providing the aircraft with the p/9-information needed for a
position fix. In contrast to TACAN the ground station transmits only upon request. Airborne interrogators
and a large number of ground stations may therefore operate simultaneously on the same frequency channel.

The afore-mentioned determination of the angle of incidence requires the computation of the si gnal
phase at each of the N array elements. The digitally recorded signal information at the outputs of the
receiver multi ple is evaluated:

tan~~(~~~) 
n 0, 1 , 2 ... N-i

UQn and UIn are the inphase and quadrature components of the signal received by the n ’th array element. An
appropriate ROM table is used in order to expedite the computation of the tri gonometric function. A phase
behavior , as shown in figure 4a , is typical for the “clean environment” operation. The signal phases
recorded at the outputs of the N receivers present the 2n-Modulo value of the actual phases. In order to
take advantage of the large antenna baseline a reconstruction of the unambiguous phase needs to be
Introduced (fig. 4b). Thi s operation requires the monitoring of phase transients between adjacent channels.
Irregular transition s indicate the need for a 360° correction of the measured phase. In contrast
to a corresponding analogue sjstem this operation is easily implemented.

As long as the reception remains unperturbed by noise or multipath , the unambiguous phase behaviour
is given by the following cosine—relatlonship:

= cos(y — 2~Q n) n = 0, 1 , 2 ... N—i
(This relationship is true for low elevations.)

y Bearing angle of the interrogating aircraft relative to an axis defined by the
center of the circular array and antenna element #0.

0 = Diameter of the array.

X Wavelength ( 0,3 m at L-Band).

A Fourier analysis performed on the data set ~ a 
~~ ~N—1~ 

permits the determination of the
bearing angle:
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N-i

I ~~ 
‘
~
1
n sin (

~~~~~
— n)

y = tan~ N:l

I~~~ 
‘~

1n cos 
~~~~~~~ 

n )

This procedure requires the computation of the real and imaginary parts of the first order Fourier coef-
ficient.

Higher order Fourier coefficients provide very useful monitoring information. Any excessive pertuba-
tion of the phase vector ~ , caused either by external sources (noise, multipath , jaming) or by system
fa i l ure , gives rise to harmonics. The magnitude and distribution of the respective Fourier coefficients
are appropriate in monitoring the status of the system. In cases where NOGO is indicated it is often
possible to recognize the cause of the reduced performance.

Fast Fourier Transform algorithms are very efficient in performing the Harmonic Analysis described,
and provide a significant reduction in the computational load.

The introduction of a digital signal processor enables the system to continuously perform self cali-
bration. An antenna element in the center of the circular array couples special test si gnals into the
N receiving channels. These signals are used to update a correction table which is stored by the computer.
Any phase and amplitude deviation is being arithmetical ly compensated for. This approach deletes the need
for precise alignment of the system .

DASP Inter ferometer

Another system demonstrating the versatility of DASP methods is shown in figure 5. The depicted
linear array and its respective transmitter unit are parts of an air derived Microwave Landing System,
which has been developed for the German Airforce. The mobile ground installation of this MLS generates
signals which , when being processed on board, provide the airborne units with precision 3D—information.
A uni que feature of this system is that beam forming operations are being accomplished by the airborne
processor, although the coherent array antenna is located on the ground. An airborne digital computer
performs all of the arithmetic operations related to the generation of virtual antenna patterns. These
patterns are matched in shape and steering angle to the variable multipath conditions along the landing
profile. The system makes extensive use of the already existing airborne TACAN set. On board only an
appropriate digital processor is required in order to achieve the extended MLS capability . Figure 6
shows a combination of a TACAN receiver and an associated digital processing unit. Some details of the
MIS computer are given in table i. The MIS system is quite complex and therefore cannot be comprehensively
discussedin a short paper. For this reason only a brief description of the methods used in conveying
precision elevation data will be given.

The vertica l l inear array shown in fig. 5 uses 40 identica l low gain array elements. An additiona l
element (located at the bottom of the mast) serves as a reference antenna. The overall length of the mast
is 6 m , corresponding to an antenna aperture of approximately 24 wavelengths. The ground station (eleva-
tion) generates pulse trains consisting of 40 discrete RF bursts. During each burst two I-Band carriers
are simultaneously transmitted with their frequencies differing by 100 KHz. Upon reception the
two signals interfere, thus, giving rise to periodical 100 kHz fadings.

One of the two signals mentioned establishes a phase reference. It is thus permanently being trans-
mitted by the reference antenna . The second si gnal is being switched , within each single burst , from the
reference antenna to one of the 40 array elements. The resulting change in the fading behaviour cor-
responds to the relative RF-phase :

= 2rt Dn sinG

0 = spacing between adjacent elements
= waveleng th

9 = elevation angle
n = the ni~iber of the respective array element

With each new burst a different array element is selected . Thus , the transmission of 40 RF pulses
enables a sequential information transfer of the amplitude and phase distribution accross the array. The
received data is A/D converted and recorded by the airborne di gital processor in the form of a complex
vector:

\U1 1 iP2U2 ( A~e
J,j = =~~~ . i ~P40U40 \ A40e

FIgure 7 shows a phase and amplitude behavior which characterize s the (ideal) undisturbed reception.
Here the phase of the individual array signals grows linearily from one element to another while the
amplitudes remain at the same magnitude .

Apart from a simple procedure which helps to resolve the 2it phase ambiguities , no fur ther measures
need be taken to eva luate the aircraft’s elevation .

1 
____9 =  sIn 
~80nD~

Unfortunately the si gnal reception Is always degraded by coherent ground reflections. The resulting
distortion of the phase and amplitude distribution Is shown In figure 8. In such cases a simple inter—
ferometric evalutlon becomes exceedingly inaccurate .
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A significantly improved operation is achieved by introducing the following beam forming method:
The complex vector J,~ is divided into two subgroups. The following mathematical operations are
then carried out:

20 20 —ianx1 = 
~~ 

UnBne x2 = 
~~~ 

U20+n~n
e

n=1 n=1

B is a syntnetrical sequence of 20 tapering coefficients. Similar to conventional antennas the intro-
dflction of these coefficients is appropriate in reducing the sidelobe problem . The complex variables
xi and X2 are equivalent to received signals of a ground station using two transmitting fan beam
antennas. xi and x2, thus denote two virtual beams which are directional in the vertical plane . The
computed “antenna patterns ” may be tilted in elevation simply by altering the parameter a. They are
vertically steered so as to minimize the effects of ground interferences. In this process the coherent
phase at the center of each array subgroup is retained , permi tting interferometric determination of the
aspect angle 9. The baseline of the resulting interferometer corresponds to the 20 D spacing between
the two antenna groups .

—i Im (x 1 )
= tan Re(x 1 )

-i Im (x 2)
= tan Re(x2)

-1 
__________9 = sin 40 Tt 0

A problem typical to all large baseline interferometers is that their information is highly ambiguous.
This problem necessitates the introduction of a special acquisition procedure. Here once again digita l
signal processing techniques are very useful , as they enable simultaneous computation of various interfero-
meters of different sizes. Thus , ambiguities are readily resolved.

Ambiguity resolution is needed only during the initial phase when the airborne set comences com-
municating with the ground station. Once a correct elevation has been established , an appropriate data
tracking circuit is activated making possible continuous ambi guity monitoring. (The tracker mentioned
presents one of the temporal fi l tering measures which further enhances the system ’s accuracy. Temporal
filtering is not treated in this paper it is , however , worth mentioning that this function is also
performed by the on-board digital computer.)

Multiple Stacked Beam System

Fast Fourier Transform algorithms provide a very powerful computational tool. They enable an imple-
mentation of digita l signal processing methods which may be referred to as virtual stacked beam techniques.
This approach requires the computation of a large number of virtual beams. Thus:

i2rtn
x = E Ue~~~~n=i n

i4nn

x = ~~~ U e 1
2 n=i n

i 6iin
x = ~~~ U e ~~~~~n=i n

N _ i2id(n
XK = ~~ Une

•T••••
~

i2nNn

E Une = ~~~ U~n=i nal

The set of complex variables ~ represents a system of N interlacing virtual antenna patterns (as shown
in figure 9).

In contrast to the afore-mentioned interferometer approach the array aperture need not be partitioned.
Each in~1lvldual antenna beam is a product of the entire array aperture. In comparison to the interfero-
meter approach an improved angular resolution can be attained. It appears at first glance as if N2
complex multiplications (each consisting of 4 real multiplications and 2 sumations) are required In order
to compute N overlapping beams. This arithmetical load may, however , be significantl y reduced when appro—
priate FFT-algorithnis are used. If for example 32 of the array signals are evaluated , the number of
complex multIplicatIons which are required to compute 32 antenna beams may be reduced from the original
1024 to 80.

The variables xj through X16 correspond to virtual beams mon i toring the positive elevation~l space.
Whenever a signal is received ,the two adjacent beams with the largest signal magnitude ar~ determined .An appropriate Interpolation between these two beams is then performed. This Interpolation , which is
similar to the procedure used by monopulse trackers , provides a precise determination of the elevation
angle 9. The beams numbered 17 through 31 correspond to negative elevations. These beams provide useful in-
formation about the speLular ground reflections. Using this Information the entire multi ple beam pattern

- - — — —  —— - - --— ~~-. - - ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ - -———~~~~.— ~~~~~~~~~~ ~~~—
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may be tilted so as to establish an antenna null at the negative angle from which the ground multipath is
incident.

The multiple stacked beam method is completely unambiguous and , thus , requires no extra clearance
procedure .

Lateral Diversity + Nul l Steering

The performance of Microwave Landing Systems (MIS) may be further improved by deploying two dimensional
antenna patterns. Virtual pencil beams rather than fan beams are used, providing additional discrimination
against lateral interference. This measure is especially useful wl~ n operating at very low elevations . In
such cases in-beam signals, reflected by large buildings and hangars , present a serious problem to the MIS
operation. They give rise to lateral reflections which are incident from positive elevations. Unlike ground
reflections this type of coherent interference cannot be discriminated against by fan beams. t is there-
fore also required to extend the angular resolution to the horizontal plane. Pencil beam ante nas neces-
sitate the utilization of planar arrays which are,in general,more complex than the afore men oned linear
array configuration. For landing operations, however, thinned arrays may be used. The large idelobes
caused by the reduction in the number of array elements are not overly troublesome providi -ig they can be
confined to angular regions where no specular reflections are expected. Figure 10 shows a configuration of
31 array elements distributed accross a planar aperture of 4,5 x 25X . The pencil beam generated by this
antenna is shown in figure 11. Considering the very small number of array elements used , this configuration
may be regarded as optimum . Here, the angular space —8° to +5°, which is especially sensitive to multipath
interference, is cleared of large antenna sidelobes.

The coherent antenna array shown , is a part of a stationary ground derived Microwave Landing System
proposed to ICAO by the German Government as a successor to the present IIS. The ground installations of
this MIS receive DME interrogations of landinq aircraft. The 3D information is processed by computers
located in the ground station wi th the result eventually transferred , via a data link , to the interrogating
airborne station.

As signal processing is performed on the ground , a high degree of sophistication is attainable.
Virtual pencil beams , monopulse interferometers and multiple stacked beams etc . are readily implemented.
The two dimensional antenna pattern is directional both in elevation and azimuth. Null Steering schemes
are introduced providing an improved inmiunit3, against ground reflections. This means , that a null in the
virtual pattern is directed at the specific negative elevation from which reflected signals are incident.
The system deploys an additional horizontal linear array which is used to provide coarse direction
finding information. Once a si gnal is received and its approximate bearing established , the pencil beam
is pointed at the aircraft. This operation is inhibited in directions where large reflecting structures
are located. All steering positions that , due to intense reflections , must be avoided are stored in a
special RUM—table. The implementation of such conditional target following schemes , permits multipath
rejection tailored to the specific interference conditions of the given site.

Adaptability and Modularity

The crossed array configuration shown in figure 12 provides azimuth information and is designed to
satisfy the nost stringent MLS requ4rements in terms of accuracy and integrity permitting full Cat. III
operation.

The antenna installation depicted consists of 29 low cost elements , each connected to an individual
coherent receiver. The same antenna elements may be configured in different arrangements so as to match
the complexity of the antenna installation to the operational requirements and the specific multipath
conditions. Low cost systems differ from full capability versions in their geometrical arrangement and
the number of elements used. System retrofits are r~latively easy to implement as only straight forwardalterations to the antenna array and the corresponding software need to be introduced. The modular
structure of the system demonstrates convincingly the hig~, flexibility which may be achieved when DASP
techniques are deployed.

The two linear arrays of the antenna installation shown in fi g. 13 are positioned longitudinally
and orthogonally to the Runway Center line (RCL). They perform three main operations:

a) Provision of omnidirectional azimuth information comparable to Doppler-VOR
(TMA-Navigation).

b) Provision of precision azimuth within a sector synmietrical
to the RCL (MIS guidance).

c) Conversion of conical information Into azimuth angle in a planar coordinate
system .

The configuration shown has been designed to provide high angular accuracy when operating under very
severe multipath conditions. The system is , therefore, appro iriate for airport scenarios known to be
exceptionally critical. Most airports will be less affected by latera l multipath. Their antenna installa-
tion may be simplified thus resulting in a considerable cost reduction. Fig. 13 shows an example of such a
different antenna configuration. The arrangement shown at the top has the same baseline as that of the
proposed high capability version (which is shown in the center section). tt will the~efore provide thesame clean environment measurement results. The difference in hardware effort (17 receiver channels as
compared to 29 channels) is directly related to hardwa re and computationa l costs. The reduced system can
withstand Interference in the order of 50 % M/D (Multipath to Direct Signal Ratio), whilst the ful l
capabi lity system remains effective even under severe conditions of 80 % M/D. For comparison , the angle
ambiguity resolution of the TACAN system can theoretically withstand an M/D ratio of 31 %. (The indicated
M/D—values present worst case estimates as they do not consider additional improvements which may be
achieved by using leading edge processors and data trackers).

— - -- —-—=—- - - - -— — —— — -~~~~ 
—--
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Figure 14 presents the behaviour of a L-Band MLS as plotted in a simulated approach and landing
at Kennedy Ai rport, New York. The respective L-Band system incorporated a cruciform array at the stop-
end of the runway and a vertical thinned planar array located abeam of the touch down point.

Similar simulations were conducted for different scenarios by the Technical University in
Braunschweig. The complex multipath model used has been developed by the MIT—Lincoln Lab. in order
to enable ICAO to compare the performance of three compet ing Mi crowave Landi ng Systems under the
same multipath conditions.

Apart from the afore—mentloned L-Band system two C-Band candidate MLS were evaluated. The
simulation demonstrated that the L-Band MLS, despite of the larger wave length of its signals , was
capable in providing multipath rejection comparable to that of the C-Band systems.

The flexibility inherent to digital signal processing further perm its an enhanced operation of
the L-Band—MLS making it appropriate for additional tasks such as Direction Finding as well as TMA and
enroute navigation.

CONCLUSION

Digital signal processing methods used in conjunction with coherent antenna array provide very
powerful means of beam forming.

Systems with differing performance and complexity may be realized making use of the high degree
of versatility and flexibility offered by digital processors.

The paper presented a number of different L—Band systems which by virtue of sophisticated .irith-
metic operations effectively mitigate the effects of coherent multipath interference.
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MICROCOMPUTER-BASED ON-LINE STATE ESTIMATION WITH APPLICATIONS TO SATELLITES

N .K. Sinha and S.Y. Law R. Mamen
McMaster Univer.sity Communications Research Centre
Hamilton , Canada Ottawa, Canada

ABSTRACT

The use of a Luenberger—type observer with an adaptive filter is discussed for
estimating the states of a nonlinear system from the noise—contaminated measurements of
the output of the system. The proposed method requires much less computation than the
extended Kalman filter and , therefore , can be implemented more easily on a
microcomputer. Application to the determination of the orbital states of the unified
state model of a satellite is considered . . 

-

INTRODUCTION

In order that corrective action may be taken to maintain a satellite in the desired
orbit it is necessary to estimate accurately the orbital states from ground—based
measurements of the elevation , the range and the azimuth. In practice, these
measurements are often contaminated with noise , and in a recent paper [1] it was
proposed to use a Kalman filter for this purpose. As the Kalman filter requires prior
knowledge of the noise covariance matrix as well as the initial error covariance matrix ,
an adaptive approach for determining the optimum gain matrix was suggested , following
earlier work (2]. The problem was further complicated by the fact that the unified
state model (3) for the orbital trajectory is inherently nonlinear. This led to the use
of the extended Kalman filter in which a linearized version of the nonlinear model was
used with the stipulation that this linearized model is updated after each step
utilizing the latest estimates of the states. As a result , the amount of computation
required was rather excessive , and the accuracy of the estimate may be affected . Other
methods of nonlinear state estimation (second—order filter and invariant embedding
approaches) may give more accurate results , but require even more computation (4). With
the present state of art in the microcomputer area , none of these methods can be used
for on—line state estimation in real time .

In this paper , an alternative approach to the problem of nonlinear state estimation will
be presented . It is well known that the Luenberger observer can be utilized for
determining the states of an observable linear system from noise—free measurements of
the output. Furthermore , the order of this observer is generally lower than that of the
Kalman filter, and therefore it further reduces the computational effort. If the
measurements of the output are contaminated with noise , however , the Luenberger observer
gives erroneous estimates of the state. One approach to overcome this difficulty is to
filter the measurements before applying them to the Luenberger observer. Widrow et al.
[5] have proposed an adaptive filter which may be used for this purpose , and in the case
of linear systems, the results are comparable to those obtained using the Kalman filter.
It is proposed to see how this method can be applied to the case of state estimation for
a nonlinear system . In particular , it is desired to investigate the possibility of
utilizing this method for on—line estimation of the states of a satellite using a micro-
computer.

STATEMENT OF THE PROBLEM

Consider a nonlinear system described by the following equations

x (t) f(x , u , t) (l~
y(t) = g(x) + v(t) (2)

where x £ Rn is the state vector , u c Rm is the ,.pontrol input , y c R~ is the output
vector contaminated by the noise vector v ~ R’ and f(.), g(.~ represent general
nonlinear functions.

Our problem is to obtain the best possible estimate of x(t) , given y(t) for t c (0 , t].
It is proposed to use an observer of the Luenberger type. It may be pointed out that
the pioneering work of Luenberger deals with deterministic linear time—invariant
continuous—time systems which are free from noise. Discrete—time observers will be
considered here , since it is desired to use a digital computer for state estimation.
Moreover , our system is nonlinear and the measurements are contaminated with noise.

DEVELOPMENT OP THE PROPOSED ALGORITHM

We shall first consider the noise—free case for which v(t) 0. The block diagram in
with the following differenti:1



— - 
-~ —.-- — - 

,.-_ -w_- 
~~~~ 

-

- -  - - - -

17-2

where 2 ( t )  represents the estimate of the state x ( t )  at t ime t , L is a suitable gain
m a t r i x ,  and 9( t )  is the estimated output obtained from 2 ( t )  through the relat ionship

9( t )  g(2(t)) (4)

r — — — — — - 
I

PLANT

uft) 

- - - 

x If) 

- - - 

g(
~) 

- - - 

~ 
It) ~~

_ __

TT

~~~~~~

c1
4 f( .) 

Fig. 1: Observer for a nonlinear system.

For a stable observer , it is desired that the estimation error , defined as

x(t) x(t) — 2(t) (5)

approach zero as t is increased .

Subtracting equation (3) from equation (1), we have

f ( x , u ,  t) — f ( 2 ,  u , t)  — Lg(x )  + Lg( i )  (6)  —

Hence , the problem is to select L in such a manner that equation (6) represents an
asymptotically stable system.

It may be noted that unlike the case of linear systems, the right—hand side of equation
(6) is not an explicit function of 1(t). The Taylor series expansion of f () and g(~ )about a certain operating point , x0, may be used for simplification , and , retaining only
the first—order terms , we get the following approximation

~ ( t )  (A — LC) 1(t) (7)
where

A 
~~~x~ x 0 

( 8)

and

c — ff1 (9)
Hence, one must select the matrix L such that the real parts of the eigenvalues of
(A—L C ) have sufficiently large negative values .

Since equation (7) is an approximation , valid only for small changes in the state , it
would appear that one must calculate A and C as the operating point changes , and
recalculate L for each case. This would , therefore , require about the same amount of
computation as is required for the extended Kalman filter.

It should be noted , howeve r , that the actual location of the eigenvalues of (A—LC) is
not important , as long as it is understood that these eigenvalues are located to the
left of a specified line s — —a in the s—plane. One may, therefore, select the elements
of the matrix L in such a manner that this condition for stability is satisfied even if
the operating point varies ~j t ~~r~ a large range of values. For very large changes ~n
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the operating point , it may be necessary to adjust the values  of the elements of L. In
m any p rac t i ca l  problems it may be possible to divide the state—space into a small number
of reg ions for each of which a given value of the 1.—matrix will be adequate. These
values may be stored in the computer in the form of a look—up table , and used in an
adapt i ve manne r .  The block d iagram of such an adaptive scheme is shown in Fig . 2.

I 1PLANT
u(t) 1(t) x It) 

__________ ~
. Ct)

~I ~ I g (.)

L i:i~  
~~~~5i

~~~~~~~ tLJ 
~ 

2 (t) 
~~Adapter 

j I
I + 

_ _ _ _  _ _ _ _

____________  ~ F IIIr
.(_

_

~ g(.)

L_ _ _ _ _ _ _ _ _._  — _  OBSERVER j

Fig. 2: An adaptive observer for a nonlinear system.

We shall now consider the effect of additive noise in the output measurements. If
i n f o r m a ti on abou t the sta ti st ical proper ti es of the si gnal  as wel l  as the noise is
available then one may fil ter the outputs before appl ying to the observer. This filter
may be designed on the basis of the least mean—square error criterion , f ol l owing  the
princ iples of the Wiener filter. It may be added that the requirement of knowledge of
the sta t istics of the signal and the noise corresponds to the requirement of the
knowledge of the covariance matrices in the Kalman filter. If such knowledge is not
available a pr iori , one may use Widrow ’s adaptive fil ter (5]. The block diagram of the
adaptive observer with the filter is shown in Fig. 3. 

PLANTI . I
u Ct) I z(t x (t ) I y Ct)

r ~ g (.)

l 1-—t——- i
_ _ _ _ _  

L.M.S. I

- t f(.) I” Adapt. 
— 

__J  I Filter 
--- _ _J

r L  
_ _ _ _  

I_ L _ _

I J -T if  Adapter

—
~ 

f( .) 
[I
I 

UL[ ~ (.) I
L OBSERVER

J — - 

Fig. 3: Adaptive observer with filter.
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APPLICATION TO ESTIMATING THE STATES OF A SATELLITE

The appl icat ion of the above scheme to es t imat ing  the s ta tes  of a s a t e l l i t e  w i l l  now be
considered . Since it  is desired to use a d i g i t a l  computer , the first step is the
discretization of the unified state model , represen ted by equations (1) and (2),  to the
following form

xk+l  ~~~k ’ Uk) (10)

and

~
‘k = g (x~ ) (11)

where Xk and are the state and the output vector , of dimensions seven and three ,

respectively, at the kth sampling instant .

The observer is described by the equation

2k+l (x x ,  U k ) + L 
~‘k — 

~2’k ) (12)

and hence , the state estimation error is given by

X k+l — 
~~~~~ ‘

~
‘lc~ 

— 4 (X k ,  U
k

) — L g ( x ~ ) + L g ( 2 ~~) (13)

L i n e a r i z a t i o n  of equat ions (10) and (13) about the o p e r a t i n g  po in t  X k leads to

X k+l (F — LC) “k (14)
where

( 15)
X

~~
X

k

and C is as def ined  by equat ion (~~) but evaluated at xk .

The implementat ion on a computer , t h e r e f o r e , r e q u i r e s  se t t ing  up equa t ion  ( 1 2 ) ,  w i t h  the
observer weight ing  m a t r i x  L selected su i t ab ly  to ensure  s t a b i l i t y  by m a k i n g  the
eigenvalues of the m a t r i x  (F— L C) l ie w i th i n  a c i rc le  of spec i f ied  r a d i u s  r < I.
Fu r the rmore , i t  is possible to store in the memory of the computer a look—up  table  so
tha t  L may be adjus ted  as l a rge  changes  t ake  place in the value  of the es t imated  s ta te
x k .

THE ADA PTIVE L .M . S .  FILTER

When the ouptut  measurements  are  contaminated w i t h  noise , these must  be f i l t e r e d  b e f o r e
application tu the observer .  In the case when the spectral  d e n s i t i e s  of the s ignal  and
the noise are  known , one may des ign an optimum f i l t e r  m i n i m i z i n g  the mean—square  e r r o r ,
on the l ines  of the Wiener  f i l t e r .  This may be e i t h e r  an analogue f i l t e r , or a d i g i t a l
f i l t e r  eas i ly  implemented on a m i c r o c o m p u t e r .

In the absence of p r io r  knowled ge of the s t a t i s t i c s  of the signal  and the noise , one may
use Widrow ’ s adapt ive  f i l t e r  u t i l i z i n g  the steepest descent  method to seek the op t imal
solut ion . The c o n f i g u r a t i o n  of the f i l t e r  is shown in Fi g .  4 , whe re w r R L is the
adapt ive f i l t e r  wei gh t i ng  vec tor ,  chosen in such a manner  as to m i n i m i z e ( jn the scalar case)

J = E ( { y ( k )  — 9 ( k ) }  ( y ( k )  — 9 (k ) }] for  all  k (16)
if the output  of the f i l t e r  is

= w T k) Y ( k )  = YT ( k )  w ( k )  ( 17)

y Ck) 1•~~ i_c!t) Error

Y(k) Wei ghts 9 (k)

F1A . 4: Config ’t r at ion of Widrow ’s f i l t e r .

--- —-

~

— , 
_ _
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and

Y(k) = [y(k—l) y (k—2) ... y(k_t))T 18)

The weighting vector , w , is updated at each iteration according to the relationship

w ( k + l )  w ( k )  + 2 c B (k) Y(k) (19)
where

B ( k )  = y ( k )  — 9 ( k )  (20)

cmax > c > 0 (21)
and

cmax trace E [y ( k )  yT ( k ) )  (22)

The implementat ion of Widrow ’s f i l t e r  is shown in Fi g. 5.

Y(k) ~~~~~~~~~ Delay %V(k )

c)O

$(k)

Fig. 5: Implementation of Widrow ’s filter.

RE SULTS OF SIMULATION

To demons t ra te  the f e a s i b i l i t y  of the adapt ive  observer  fo r  o n — l i n e  s ta te  est imat ion ,
f i r s t;  a s e c o n d — o r d e r  l i n e a r  s i n g l e — i n p u t  s i n g l e — o u t p u t  t i m e — i n v a r i a n t  sys tem was
simulated on a TR—2 0 analogue computer .  The system is described by the fo l lowing
equat ions

[— 0 . 4  1 1 1x i (t
~ [01

x(t) = I I I I + I I u(t) (23)

L° — O . 2 J  Lx2 ( t~ L1J

y(t) = (1 0) x(t) (24)

Since the state x1(t) is directly observed as the output y(t), our problem is to
estimate the state x2(t).

The INTEL MDS—800 microcomputer was used to process the input and the output from the
analogue computer after analogue—to—digital conversion . Since the poles of the system
are located at -0.4 and —0.2 , a sampling period of 0.7 second was selected , taking into
consideration the on—line processing time . For the discretized system, the following
state transition equation was obtained

[0.755784 0.5678721 1~.2l334l1x(k+l) = 
[ 0 0.869358J x(k) + L0.653209J u(k) (25)

For this linear case, a first—order observer is easily obtained , described by the
following equations

z(k+l) = —3.09222 u(k) + 0.5 z(k) + y(k) (26)

~~(k) — 0.650425 y(k) — 0.166308 z(k) (27)

where the pole of the observer was placed at 0.5.

Equations (26) and (27) were implemented on the microcomputer with the SBC—3l0
Mathematical Unit Board (6) to speed up the arithmetical operations as compared to a
complete software realization . The programmes were written in the 8080 assembly
language 17) with hard—wired interrupt handling capability. The flowchart of the
proqrmmae is shown in Fig. 6 and the flowchart of the data flow is ;bown in Fig . 7.

— ~~~~~~~~~ — ~~~~~~ -~ -~~~- ~~~~~~-~-- ~~~~~~~~~~~~~ -
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For the purpose of s i m u l a t i o n , a step inpu t  was used . Two runs were conducted , one
w i t h o u t  e x t e r n a l  noise added to the o u t p u t ,  and the other with external noise injected
f r o m  a noise g e n e r a t o r .  The es t imates  obtained us ing  the observer  indicated by
equations (26) and (27) and without the adaptive filter are shown in Fig. 8 for the
noise—free case and in Fig. 9 fo r  the noisy  case. As expected , the estimates for the
noise—free case are very good , and match the theoretical predictions , but when noisy
observations are used , the estimation degrades considerably. The estimates for the
noisy case , while using the adaptive filter , are shown in Fig. 10, and are seen to be
much better than when obtained without the filter.

i.e _________________________________________________________

u~O.35I
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~2.. 1.76

0
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F~~~~8: Estimates without noise and without filter.
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j
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Fig. 9: Ectimatee with noise but without filter.
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Fig. 10: Estimates with noise and filter.

Next , a second—order nonlinear system was considered . This system is described by the
equations

11 (28)
2x2 —3x 1 — 2x1 — x2 + u

and
y — x 1 (29)

Linearizing the system about x1 0, x2 = 0, a second—order observer was designed , given
by the following equations

I
(30)

.2x2 — — 2x1 — x 2 + u + 3 y

The linearized observer has poles at S — —1.

For the purpose of simulation , a step input was again used . The estinate~~obtained forthe noise—free case, with the observer alone , are shown in Fig. 11. W%~~n 0.2—volt
r.m.s. noise was added , the estimates without filter are shown in Pig. 12, 1fhereas the
estimates with a fourth—order digital Chebyshev filter (cut—off frequency 0\2 Hz) are
shown in Fig . 13. It will be seen that the nonlinear observer with the fil~ er wor ks
quite well even in the presence of noise.
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CONCLUSIONS

It has been shown that the proposed scheme for estimating the states of a nonlinear
system works well for a simulated second—order system. With high—order systems, the
observer must be made adaptive, in order to ensure stability.

This can be done by dividing the state space into several regions , for each of which a
given value of the elements of the observer matrix L will give a specified degree of
stability. These values may be pre—calculated , and stored in the memory of the
microcomputer to be used in the form of a look—up table.

It remains to verify the proposed scheme for the adaptive observer for the case of a
communications satellite. This is curr~ ntly under investigation.
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SUMMARY

The paper describes methods for calculating the attitude of a vehicle from the signals of three linear and
three angular accelerometers which are rigidly attached to the vehicle. Also course, velocity and position
measurements relative to some object can be used. Apart from the attitude also the velocity and position
with respect to this object are obtained as output signals. - -

In fire control systems filters for target position prediction and attitude determination can be combined
in this way.

LIST OF SYMBOLS

X , Y , Z position coordinates with respect to local vertical system

x, y, z position coordinates with respect to ship—fixed system

M transformation matrix relating x , y,  z to X , Y , Z

a , 
~~
, y attitude angles

5E ’ R , A earth rotation rate , earth radius , latitude

V , V • VX ~ velocity components in X , Y , Z , north, east , upward and forward direction
N ’ E’ H’ L
a
~. ~~ 

a
~ acceleration components in x , y, z, X, Y and I direction

~~ 
a~1 a1

t , t , t measured acceleration componentsx y z

~~~~
‘ ~~~ ~~ 

angular acceleration components

r
~. 

r~. r~ 
measured angular acceleration components

w , w angular velocity components with respect to the XYZ-system

~~~~ ~~~~ 
angular velocity components with respect to space

v , v , v errors in linear acceleration measurementstic ty tz
v , v , v errors in angular acceleration measurementsrx my rz

spectral density of linear acceleration measurement error

spectral density of angular acceleration measurement error

~b 
spectral density of derivative of angular accelerometer bias

w , w , w errors in position measurementsx y z

~~ w~ errors in course and forward velocity measurements
g spectral density of position errors

~~~~~ 
spectral density of course, resp. forward velocity measuring error

A , B , C system matrix , control matrix, measurement matrix

P, Q covariance matrices for reap , input noise vector and measurement noise vector
~~ r~~ error covariance matrix ~ with element r

~ j
to k9 filter feedback coefficients

filter bandwidth

Symbols with - represent estimated variables.
Symbols with A represent differences between actual and estimated variables.

1. INTRODUCTION

Usually the estimation of a vehicles attitude with respect to the local vertical is based on a stabilized
platform with gyros and linear accelerometers , which is an expensive mechanical precision construction .
Systems with no platform , where the acceleration or velocity sensors are attached to the vehicle are
called “st rap—down ” systems ( re f .  2 ) .  In this paper methods are described to estimate the attitude from
three angular and three linear accelerometers rigidly attached to the vehicle. The signals of these acce—
lerometers are processed by a computer. The basic idea is that a double integration of angular acceleration
results in the angle and that also linear accelerometer signals contain information about the attitude due
to the effect of gravity. Ref. I describes a combination of a low-pass filter processing linear accelero-
meter signals and a high-pass filter processing angular accelerometer signals, together resulting in
information about the angle. Internal reports ( r e f .  6, 7, 8) considered various aspects of this system .

L In this paper a more general approach is chosen based on the Ea lman filter concept (ref. 3, 4, 5). Then

L~ also other sensor, can be easily added to the system. In section 2 th. general Ealman filt.r approach and
- - ~_..Lts ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~ . ~~~~~~~~~~~~~~~~~~~~~~~ ~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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Section 3 gives various equations relating acceleration, attitude, effect of earth rotation and curvature.
These equations are used in three examples, which are worked out in detail.

The first most simple one which is described in section 4 and 5 uses six accelerometers and a course measure-
ment. The second one of section 6 and 7 introduces also velocity measurements. In this example the effect
of earth rotation and curvature is included . In fact this example could be used as part of a navigation
system. The third example of section 8 and 9 uses as a sensor also position measurements relative to some
external object moving with constant velocity . The practical use of this example could be for tracking pur-
poses and for fire control systems.
In all examples first the model is described and then the filter. Models and filters are given in block
diagram form. The filter parameters (feedback coefficients) arc calculated using the equations of section 2.
The models are subdivided in loosely coupled subsystems. For these subsystems the calculations are carried
out. The systems are described as continuous-time systems. For practical use the filters have to be dis-
cretized. Section 10 indicates how the attitude limitation present in the methods of the first sections can
be eliminated. The more extensive formula manipulation is done in the appendix. For convenience a list of
the most important symbols used is given at the beginning of the paper.

2. KALMAN FILTER coNcEPT

In fig. 1 the principle of the Kalman filter is shown. P. model of an actual system generates output signals
which are compared with the actual output signals of the system. The differences of these two are used to
correct the state variables of the model. The input signals entering the actual system are also input sig-
nals of the model. The mathematical equations describing the system are as follows:
Actual system equations:

A x  + B U + v
dt 

(1)
y ~~~~~ + ~~•

x, u, ~~ , v and w respectively represent state vector , input vector , output vector , input noise vector and
output noise vector. A, S and C are matrices.
Filter equations including model and correction:

(2)

~ and ~ are the estimated state vector and output vector . The noise vectors v and w , which are supposed
to be white noise vectors , are characterized by their covariance matrices P and 2~ 

The elements 
~ ij  and qj j

multiplied by the delta function 6(t) represent the expected values of the products
E{v

i
(t) . v~ (r )} and E(w

i
(r) .

If no correlation exists between two different noise signals then pj~ 
= 0 and ‘ij = 0 for i 

~ i. The dia-
gonal elements pj~ 

and qji represent the magnitude of the power densfty spectrum of the noise signals vi
and Wj respectively. Kalman filter theory shows that the optimal value of K is found from the equations.

K - R C’~~~~

~~~~~A R + R A ’  -!~~‘9 ’~~~~~~
Optimality means here that the error variances E {Ax i

2 } = E{ (Xi - are minimal. This optimal value K
can be found from the error model which describes the behaviour of Ax x - k and A~ - j. This error
model follows from (1) and (2)

= AAx + V -
(4 )

- Cdx + w

The unknown input noise vector v in fig. 1 is acting on the actual system. There are situations as in this
paper that the input to the actual system is measured and that these measurements, contaminated with noise ,
are used as inputs in the f i l ter  model. Then the same optimal fi l ter  is valid. The above equations ( 1)  and
(2) are linear equations. For non—linear systems an optimal f i l ter  is found also by making a model of this
system and correcting this model. For the differences between actual system and model we can use a lines— —

rized error model satisfying (4) in which the various matrices now may depend on the state ~ of the f i lter
model.

3. EQUATIONS RELATING ACCELERATION AND AlTITUDE

In this section we derive various equations relating linear and angular acceleration to ships attitude
including the effect of earth curvature and earth rotation . These equations are used in the models and
fi l ters of the next sections.

We consider a ship—fixed xyz-coordinate system with z—axis perpendicular to the deck , x-axis pointing for-
ward and y—axis pointing starboard and an XYZ-coordinate system with Z-axis pointing local vertical upward ,
X-axis pointing north and Y-axis pointing east. The origins of the two systems coincide .

Three angular accelerometers and three linear accelerometers are attached to the xyz—system in the origin.
They measure the angular accelerations of the xyz—syatem around the x , y and z-axis and the linear accele-
rations in x , y and z-direction with respect to space.

11L A -- - s a  --~ ~~~~~~~~~~~~~~~~~~~~
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coordinates of a point in the xyz and XYZ-systems are related by a transformation matrix M according to
the equation

x rx m11 m12 m
~~ 

X

x —  y —
~ I~ 

m21 m22 m23 Y — M X  (5)

z Lz m31 m32 m33 z

The elements m11, m12 and m13 are the cosines of the angles between z-axis and rasp . X , I and Z—axis, the
elements m21, m22.and m23 are the cosines of the angles between y-axis and resp . X, Y and 1-axis , the ele-
ments m31, m32 and m33 are the cosines of the angles between z—axis and resp. X , Y and Z-axis. These nine
elements are not mutually independent. There are six relations between the elements due to the fact that
M is orthonormal , which is expressed as

14 14’ — I  (6)

where !‘ is the transpose of N . This means physically that in both coordinate systems the coordinate axes
are mutually perpendicular and the same unit of length is used.
There are various possibilities to choose three independent angles. The so-called Euler angles are ob— 3 -

tam ed , if starting from a situation that the two coordinate systems coincide , the system is rotated suc- 4 
-

cessively around the z—axis , the y—axis and the z—axis again. A mechanical visualisation of these Euler
angles is shown in fig. 2. The inner frame represents the vehicle.

In this paper the three angles as shown in the mechanicaL model of fig . 3 are used , where again the inner
frame represents the vehicle. The xyz—system can be given an arbitrary rotation with respect to the XYZ-
system starting from coincidence, as shown in fig. 3 , by rotating it successively the angle y around the
z—axis , the angle 8 around the y-axis and the angle a around the x—axis. The elements of M can be expressed
in a , 8 and y by respectively multiplying the transformation matrices belonging to the rotations y ,  B and a.

11 ~ ~ r cos8 0 —5m B cozy siny 0
— 0 cosa 5 m m  0 1 0 —sin1 cosy 0 =

L o —sine cosa 
L smnB 0 cos8 0 0 1

r cos8 cosy cos8 siny -5m B 
1

sine sm nB cosy — cosa siny a m a  sinB siny + cosci cosy sina cos3

L cosa sinS cosy +sina siny cosa 5 m B  siny - sina cosy coma cos8 J
For rotating systems N is time dependent

r 111 m12 m13 ~ N m
1~ m12 m13

— 
m

21 m22 m
23 

— Wz ~ ~x 
m21 m22 m23 = (~ M (8)

L m 31 in
32 m33 ~~y 

0
x 

0 m31 a32 m33

~~~~ ‘ ~~~~ ‘ ~ 
are the angular velocities of the xyz-system around the x , y and z—axis with respect to the

X’IZ—system. From (7) and (8) it follows that

— w + tgB (w sine + w cosa)dt x y z

~~~— u c o s a - e  sine

— __!_ (w sine + w cosa)dt cosS y z

The values ~~~ w , a are calculated from the angular velocities Nxsi w~5 , 0zs of the xyz—system with res-
pect to space by~’sub~racting the velocity components due to earth rotation and earth curvature.

VE
(w~ + cosA

V
a - a -14 (10)y ys — R

as N 
~~E~~~RcosA~ 

sin) .

where w~ , V14, V5, A and R respectively represent earth rotation rate , north pointing velocity component of
0, east pointing velocity component of 0 , latitude of 0 and earth radius.

The angular acceleration components ‘,c~ Py 
and are related to the angular velocities Nxs 5ys’ W~ 5 by

ES

— Py (11)

L ~ dt

L .
~~~

.—- - ——- . --- —-
~
•—-—-

~~
•- — — - —----- -----

~~
-=-- - -

~~
-
~~~
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~~~

-
~
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~
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The linear acceleration components ax, ay and a
~ 
of 0 in x~ y and z direction with respect to space inclu-

ding the effect of gravity as measured by the accelerometers are related to the acceleration components
in xyz-direction:

r a a
~ 

0

~~ay ~~ a
1 

+~~~ 0 (12)

La  a
~ 

G

or

a~ ax 0
a.j ~~ ~~ — 0 (13)

a2 a G

In (12) and (13) G represents the gravity constant. These acceleration components ax , a1 and az with rem—
pect to space in X , I and Z direction can be transformed (see appendix 11.1) to acceleration components
aN , aE and a5 in X , I and Z (— north , east , upward) direction with respect to the XIZ—systern by

V
E VN

V
H 

VN
2 2

a
N 

— ax - 2(NE + R A
)V
E 
sin). — 2 —i-— - + 

~~E 
+ ~—~~~) R cos). sin).

V V
C
E 

= a1 + 2(N
E 

+ 
~~~~~~~~ 

s~niA - 2(N
E + R A ~ 

V
H 
cosA (14)

V
E 

SIN
Z V

E 2
= az + 2(w~ + _

~~).
)V
E cosA + 2 —

~~~

- - (W
E 

+ —~~
) R cos2 A

V5 is the velocity component in 2—direction , The equations derived above are used in the various models
and filters of the next sections. In the filters we use the same equations as in the models , however with
the actual variables replaced by estimated variables , which are denoted with the same symbols only with
a -

, for example a and a. Reference numbers to corresponding equations with estimated variables have a ‘ ,

so (9)’ is the same equation as (9) however with estimated variables. In many cases the accuracies in-
volved are such that the effect of earth rotation and earth curvature can be neglected. Then in (10) and
( l 4 ) a

E
= O an d R

~~ 
, so

a — w  a — ax xs N X
Cu = a  a = a  (15)y ys E I
Cu w a = az zs H Z

4. MODEL FOR AlTITUDE GENERATION FROM ACCELERATION

The model for attitude generation from angular acceleration is shown in fig. 4. As input signals the angu-
lar accelerations 

~x’ 
Py• ~~ 

are used. They are integrated to - gular velocity components ~~~ cu~ and Nz
around x, y and z—axis. Earth rotation and earth curvature are neglected. The time derivatives of a , B and y
are determined from w

~ , ~~ and W~ by (9). ci , S and y are obtained by integration .

The input variables 
~~~ P y and p5 are measured by angular accelerometers. These measurements are supposed

to be biased by bias signals bx, b.1 and bz which are obtained as output signals from integrators and are
added in the model to the input variables P,~ Py and p5. Noise signals vbx , vby and vbz, each with power
density spectrum 

~b’ account for bias drif t .

Noise signals Vrx, vmy and vrz each with power density spectrum Pr are added to represent the measurement
noise in the measured angular accelerations rx, rv and r5. Linear accelerations t~ — ax’ t1 = a~, and
t~ = a~ are measured and considered as measurement signals for the attitude angles ci , ~ ana y according
to (12). In this equation the second term in the right hand side is the attitude measuring part and th.~
first term representing the acceleration components of the origin 0 is considered as measurement noise. We -~ -

may neglect measurement noise due to inaccuracies of the accelerometers because it is considered to be - - -

small as compared with the linear acceleration of 0. -;

5. FILTER FOR AlTITUDE DETERMINATION FROM ACCELERATION MEASUREMENTS

The filter is obtained as described in section 2. The result is shown in fig. 5. It is seen by comparing
fig. 4 and fig. 5, that the filter of fig. 5 contains the model of fig. 4. In this section a linearized
error model is determined. This error model is subdivided into three third order subsystems . By neglecting
the coupling between these subsystems it is possible to calculate the feedback matrix !~ 

for these sub-
systems independently. The values of the feedback coefficients obtained in this way are indicated in fig. 5.

In the following equations differences between actual variables and corresponding variables are denoted
by A , so Aa — a — &. As can be seen from fig. 4 the only non—linear equations in the model are (9) and
the measurement equation (12). Linearizing (9) around a reference path, for which we chose the path fol—
lowed by the estimated variables, results in

— Aw~ + Aw tgA sin& + Aw tg8 cocci

+A o  tg~ (w cos& —~~ sin&) -d8 ——-
~-r.

(
~ 

sin& +~~ coca)y Z cos S y z

— Aw cos& — Aw ama — da (~~j sina + ~. cos&)
dt y z y z

- -— ~~~~~~~~ ~~~~~~~~~~~~ 
- - ~~~=- ~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ -~~~~~ .——--~-~~
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- w cos& —~~ sin&cosa sine z sinB - - - - -— Aw + Aw - dci — - AS —~ (w sinc. + a coca) ( ib )dt z cos y cos cos~ cos2 5 y z

The linear acceleratiob signals t~ , t~, and t~ are used as error correcting signals after multiplication by
M ’. From (12) we get

a rox x X
t = M’~ a I — M a + ~~~ M I  0 (17)— y — y l  — — I — —~~
t a I a I Gz ZJ Z L.

For small values Aa , AS and Ay we have

r 1 Ay _A5
1

M = —Ay 1 da (18)

L AS —Aci 1

We consider the unknown acceleration components ax ,  a1 and aZ as measurement noise so we can write

t —GAB + noisex
t = GAa + noise (19)
y
t G + nojse
z

The linearized error model obtained as described is 9th order. It can be subdivided into three subsystems .
the a-system with state variables dw~ , dci and Ab~ , the B—system with state variables Aw~~, AS and Ab~ and
the y-system with state variables dw~~, dy and 

~~~~~~ 
The three subsystems are coupled by (16) .

In order to get simple results, we neglect the coupling and use for the calculation of the feedback matrix K
instead of (16) the equation (20) :

dAci
— = Awdt x

= Aw (20)
dt y

This neglection can be used only if the values & , ~ 
and = c~ sin& + cos& are sufficiently small.

Using the symbols of section 2 the three subsystems are characterized by the state matrix

O 0 0

~~~ = 1 0 0

O 1 0

The a—system has as measurement matrix C = [o 0 G]

The B-system has as measurement matrix C = [o 0 -G]

As shown in fig. 3 the course y is measured by the compass , so the measurement matrix C for the y—system
is c = [o  0 1 . The matrix P for the system noise for each subsystem is

r ~b 0 0

~~~~~~~~~ ~r 
~

Lo o o
where is the spectral density of the noise signals vbx, vby and Vbz and Pr is the spectral density of
the noise signals vrx , v~~ , Vrz.

The measurement noise matrix for the a-system and the B—system is [Q]  — 
E~~~~~~] 

where qa is the spectral
density of the acceleration components of 0.
For the 1-system [.Q ] — [qkj where q~ 

is the spectral density of the course measurement error wk .

The linearized error models characterized by the matrices mentioned above are used in the appendix to cal—
culate the feedback matrices K from (3) for the stationnary case with ~ — 0. The values of the feedback
coefficients are shown in f ig .  4. The accuracy is calculated as

E Ida2) E {A52} — 2p
r

h/ k  q 3/k  G— 3 / 2
a (21)

E (Ay2} = 2Pr
1/k q~ 3/k

The transfer function of the linearized f i l te r  relating angular acceleration and attitude angle for the
a-system and the S—system is

--.-—.
~~~~ --~~~~~~~

—=--- - •--
~~~

- - ----~~~ -
~~~~

-
~~

- - ——-.--
~~~~~ 

~~~~- — ~~~--—--- -~~ -~~~~~
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(~) (22)
s~ s3 + ’~2 w  s2 + w 2 s + A w 2 ~2

0 0 0

The factor represents the double integration to obtain angle from angular acceleration . The factor

represents a high pass filter, which means that only for high frequencies the angles can be obtained from
angular acceleration .
The transfer function of the linearized filter relating linear acceleration and attitude angle is

1 / 2 w s 2 + w 2 s + A w 2 I
— — ~~ ° — — — H  (s) (23)

G s3 + / 2 w s + w 2s + A w 2 G

is a low pass filt :r showing that for low frequencies the attitude angle is obtained from the linear
accelerometer signal. Note that ~i ( ~

) + 112 (s)  — 1, which means that contributions of angular and linear
accelerometer to the angle value together give the right angle .

6. MODEL FOR A’ITITUDE AND VELOCITY GENERATION FROM ACCELERATION

The model used in this section is shown in fig. 6. The attitude angles are determined from angular acce-
lerations in a similar way as in section 4 and as shown in f ig.  4. The difference is that in this example
we do not neglect earth curvature and earth rotation . This means that the angular velocities a

~5, 
w.1~ and

w15 of the xyz-system with respect to space have to be transformed using (10) to angular velocities w,~, w~,
and w~ with respect to the XYZ-system .

In this model the linear accelerations as measured by the linear accelerometers are not used as measure-
ment signals for the angles a, 5 and y, but they act as inputs in the system . They are transformed by ( 13)
to acceleration components ax , Cy and aZ. (14) accounts for earth rotation and curvature and transforms
these acceleration signals to acceleration signals aN , aE and aH in north , east and upward direction. They
are integrated to velocity components 

~‘N ’ VE and VH in nor th, east and upward direction . VN and VE can be
transformed to velocity components V and V8.

V = V~~ cosy + V
5 

siny
(24)

V
8 

=_V
N 

siny + V
5 

cosy

The lattitude A to be used in (10) and (14) can be found by integrating VN/R .

It is supposed that the forward veLocity V is measured and that these measurements are contaminated with
noise WL, so the measured velocity is VL = V + wL.
It is supposed that the velocity V0 is measured and that this measurement is zero. The actual unknown
variations in VD are accounted for by measurement noise WD = ~ VD •
The input variables ax, a.1 and az are measured by the linear accelerometers. Measurement no~.me signals
v~~ , v~~, and ~~~~ each wi’ch spectral density Pt are added.

7. FILTER FOR ATTITUDE AND VELOCITY DETERMINATION FROM ACCELERATION , COURSE AND VELOCITY MEASUREMENTS

The filter is again obtained as described in section 2. The result is shown in fig. 7. It contains the
model of fig. 6. In .this section a linearized error model is determined. This error model is subdivided
into three subsystems . By neglecting the coupling between the subsystems it is possible to calculate the
feedback matrices K for the subsystems. In the error model earth rotation and earth curvature can be ne—
glected , so ( 10) and (14) are omitted. The remaining non linear equations in the model are (9), (13) and
the measurement equation (24). Linearization of (9) resulted in (16).

Ag control signals in the filter we use the measured linear accelerations t,~, t~, and t~ , which are obtained
from a

~ , 
a~,, and az by adding measurement noise so

t — a  + vx x tx
t — a  + v  - (25)y y ty
t = a  + vz z tz

They are transformed to estimated acceleration components &,~ , a,1, and in X, I and I direction by (26) .

C
X 

t 0

a
1 ~~~~~~~~ 

t
y 

— 0 (26)

a
~ 

t G

Prom (12) , (25 ) and (26 ) we get

0 0

a1 a1 + M ~~~M 0 - 0 + M 4 v~ (27)

a2 G

- --~~~~~~~ 
&. --~~~~~~~
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Together with (18) we get

= 
~x 

+ Ay a
1 
- AS 5z 

- GAS +

— a~ — dy a
x 

+ Ac. 
~E 

+ GAci + v ’
~ 

(28)

The linear error model equations are

Aax = a x
_ a

x = G A B _ A y ay + A S a z
_ v ’tx

Aa1 = a
1 

— a1 =-GAa + Ay a
x 
- Ac. a2 - ~~~~~ (29)

= a
2 

— + AS + Ac. a1 — V~tz
The non linear error signals are

AV
L = V

L 
— = V

N 
cosy + yE 

siny — (V
N 
cosy + V

E 
sin~) + W

L (30)AV
D 

= - ‘
~D 

=_V
N 

siny + V
E 
cosy _ (_V

N 
sin~ + cos~ ) + w

D

These error signals are transformed to error correcting signals eN and eE
e
N 

= AV
L 
cos’y - AV

0 
sin~

e
5 = AV

L 
sin~ + AV

0 
cos~

(30) and (31) result in

eN VN 
cosd’y + V

E 
sindy — ‘TN + W

L
’

eE ~
VN sindy + V

5 
cosdy - + w

0 
(32)

with W
L

’ = W
L 

cosy - W
D 

siny

W
D

’ = W
L 

siny + w
D 

cosy

For small values of dy the linearized error model is

e
N 

= AV
N 

+ w
L + 

~~E

e5 =A V  + w v N
Av

The system can be subdivided into three subsystems , the a—system with state variables 
~~~~~~‘ 

ANN ,  Ac. ard AV
E;the S—system with state variables db~ , ACu~,, A S and AVN and the y—system with State variables lCbz,  Aw~ and

Ay. The three systems are coupled through (16) and (29). The coupling is neglected by using (20)  instead
of (16) and by using (34) and (35) instead of (29) and (33)

Aa
~ 

= GAS + v ’~~
da =—GAc. + v”I ty
eN = A V N + w L ”
eE — AV

E 
+ bI

D

The neglected terms representing the interaction can be considered as an increase in system noise from

~~~~~ 
WL’ and wD ’ to vu” , vty~’. WL and b10” .

The matrices used in the appendix for calculating the feedback matrix K using (3)  for the various sub-
systems are given below.

a-system: state variables Abx~ 
Awn, da , AV

E

0 0 0 0  Pb O O  
c = [ 0 0 0 l]

0 1 0 0 0 0  0 0  r 1 
(36)

0 0 - 0 0  0 0 0  Pt

S—system: state variables Abs,, Aw , AS, AV
N

0 0 0 0 t’b ° 0 0 r .

1 0 0 0 o 
~r ° 0 

~~~L ° ° °  1

0 1 0 0 0 0 0 0 1

0 0 G 0 0 0 0 Pt 
2~~~~~~VJ
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L-sYStem : state variables Abs, Aw
’

, Ay

A = 
[
~ : : - r~ :1 ~

. - [o 0 1] 
(38)

— 

1 0 
— 

L° o
r
o]

For a relatively small value of 
~t 

the values k 1 till k7 are

= G 1 Aw 3 k
2 

— G 1 w
0
3 k3 

— 2G 1 k4 — 2w

with — l~r~~
6 ~~—l/6 G”~

3 and A = 
~~b 1

~r
2 1k

5 
— Aw

1
2 

k
6 

= a1 k
7 

— 2 /2

with w = p 1/4 
q —1/4 and A — p 1/2 p —1/2y r k b r

The accuracy of estimation is given by

E {Aa2} = E (AS2) = 3E’r
t
~
’2 qy

l~’2 c~
1

E {Ay 2} — /2 
~r
”
~ 
q~
_3/4 

~ (AV~
2) = 2p 1/6 

<~~
5/6 Gh/’3 (40)

The transfer function for the decoupled linearized a- and S—systems relating angular acceleration and atti-
tude angle are

1 g4 + 2 w s3 1
— ° = — E  (s) (41)2 s4 + 2 w s3 + 2 w s2 + w 3s + A w  2

0 0 0 0

The factor ~~~~ represents the double integration to obtain angle from angular acceleration . The factor

represents a high pass filter. The transfer functions of the linearized filter relating linear acceleration
and attitude angle are

1 2w 2s2 + w 3s + Xcu
3 

1
— ° ° - ° = — H (s) (42)
G s4 +2w s3 +2w 2s

2 + w 3s + Aw 3 
~ 

2
0 0 0 0

~~~~ 
is a low pass filter. Note that N j (s) + H2(s) = 1.

The contribution of the angular acceleromete’- to the angle value in the high frequency region and the con —
trthution of the linear accelerometer to the angle value in the low frequency region together give the
right angle . The “separation ” frequency defined as the intersection of the high frequency -12 db/oct asynip—
tote of 

~2 
(~~ and the low frequency +12 db/oct asymptote of N j C s) ,  that is obtained by putting the small

value A — 0 , is w .

8. MODEL FOR ATTITUDE, VELOCITY AND POSITION GENERATION FROM ACCELERATION , COURSE AND POSITION MEASUREMENTS

The model used in this section is shown in f ig .  8. Earth rotation and earth curvature are neglected. Atti-
tude angles are generated from angular acceleration in the same way as in the model of fig. 4 and fig. 6.
As in former sections the measured accelerations rx , ry and r~ are supposed to be biased and contaminated
with noise . Linear accelerations are used as input signals. They are measured and these measurements are
supposed to be contaminated with noise.

As in the example of fig. 6 the linear acceleration components Cx, ay and a
~ 

in x , y and z direction , in-
cluding the effect of gravity, are transformed with ( 13) to components ax ,  a1 and aZ in X, I and 2 direc-
tion. They are integrated to velocity components V

~ , V1 and V~ . The velocity components are integrated toposition coordinates X , I and 5.
The velocity components and position coordinates are relative to an arbitrary external object moving with
constant velocity. This object could be some known fixed object, or , as in fire control systems, it could
be the target. In fire control systems, it is necessary to predict the target position and for this pre-
diction an assumption has to be made regarding velocity in the near future and the most obvious assumption
is a constant vej ocity.

Ucikno~n acceleration components of the obj ect can be accounted for by extra input noise, so by increasing
the spectral density of the noise signals vtx, vt~ 

and vt~ . Known acceleration components of the object
could be added to the acceleration components of the vehicle. The position coordinates X , 1 and 2 are trans-
formed to position coordinates x , y and z by

rx l Ix
I ~~~~~~~~~~~~~ (43)
Lz J  Lz

These position coordinates are measured , for example by radar.

A4



-~~~ --

18-9

There are noise signals bIx, wy and w~ , each with spectral density qr’ so the measured position coordinates
are

x x + w

9. FILTER FOR ATTITUDE , VELOCITY AND POSIT ION DETERMINATION FROM ACCELERATION , COURSE AND POSITION
MEASUREMENTS

The fil ter is obtained as described in section 2 from the model of section 8. The result is shown in fig. 9.
In this section a linearized error model is determined. This error model is subdivided into four subsystems.
By neglecting the coupling between these subsystems it is possible to calculate the feedback matrices K for
the subsystems. The values of the feedback coefficients ki as indicated in fig. 9 are obtained in this way .
The non linear equations in the model are (9) , (13) and the measurement equation (43). Equations (9) and
(13) have been linearized in previous sections. They changed to ( 16) and (29). As regards the non linear
measurement equation (43) we proceed as follows. The error correction signals ex. e1 and e2 used in fig. 9
are

IX r X

e1 = 

~
‘r 

—

e~ Lz r
With (44) and (45) we get

e x X w

[:] = M [~] - [
~
] + 

~~~ ~ (46)

With (18) this becomes

e~ 
= AX — + W ’ + dyl

= Al + Aa~ + w ’ - Ay~ (47)

e = A Z  + w ’ + A SX - Ac.Y
2 z

We consider four subsystems , the aY-system with state variables Ac. , Aw~ , Abs, Al and AV1, the SX—system
with state variables A S, Aw~~ ~~~ Ax and AVx, the y-system with state variables dy, Aw~ and and the
Z-system with state variables AZ and AV 2 .

Decoupling of the four subsystems is done by using (20) instead of (16) and (34) instead of (29) as in the
case of section 7. For the 5X— system we use as error correcting signal cx of (47) and we account for the
influence of the y-system via dy by increasing the measurement noise.
In the same way we use for the al—system the error correcting signal e1 of (47 ) and account for the in-
fluence of the y-system by increasing the measurement noise. The signal eZ of (47) is used as error cor—
recting signal for the 2—system. The influence of the SX—system and the al-system via AS and Ac. is accoun—
ted for by increasing the measurement noise. As error correcting signal for the 1—system we use the
difference K — as in the previous cases.
The matrices to be used in the appendix for calculating the feedback matrices K for the subsystems accor-
ding to (3) for the various systems are:

al—system: state variables Ab~, Aw~
, Ac., AV1, Al

D 0 0 0 0 
~b ° 0 0 0 

-
1 0 0 0 0  O p 0 0 0  c~_ [ o o z o 1 ]

r

O O _ G O O O O O P
t O

~~~~~~~~_ [q
] 

(48)

8X— system: state variables Ab,1, Aw~~ AS, AVx, AX

0 0 0 0 0  
£ - [o o_ i o l]

: :~ 
0 ° Pt ° 

~~~~[~~r]

y—system : state var~ bli .~ thz~ AW z~ Ay

1~O 0 o
~1 EPb 0~1 ~~~~- [o ~ i]

o o
~ ~~~I °  ~r ~~ r 

(50)

Lo 1 oJ Lo o oJ 
~~~~

-

-—

~ 

~~~~~~~~~
-_ .
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2—syst em: state variables AV AZ

lo ol 
2 

~~ ol ~~ [o i]
A 

Li oJ ~ Lo oj r 1 
(5 1)

~~ ~~ rJ

The values of the various feedback coefficients of the filter of fig. 10 as calculated in the appendix 11.4
are:

= G 1A a 4 with A = 

~b
= G

1 
~u0

4 a0 = G 1/’
~ 
~r

1’18 ~~~~~
= 2~

/
~ g

l/2 G 1 a0
3 Cu

1 
— pr

1
~
4 q~~l/4

k
4 

= 21~
”21j a

0
2 a2 

— 
~~t

”4 
~~~~

114

k
5 

— 2—~/~ ~~~~~~ {1—a—b 1L+~C 2 )w a = 2~~ G~
1 
~r~~~

’2 
~~~~~~ Pt

k6 = A W
y

2 b = 2 1/2 
~ G~~~ ’2 p,

1/4 q l/4

k7 = a
1
2 = f ( a ,b) (see table)

— 

k
8
= 21/2 w

1
k9 = Cu2

2

2hI~
’2 a2 (52)

Table for 1j(a,b)

\b —6 — 5 —4 —3 —2 —1 0 1 2 3 4 5 6 7
a~~

0 0,24 0,31 0,41 0,62 1 1 ,61 2,41 3,30 4,24 5,19 6,16 7,14 8,12 9,11

1 0,66 0,79 0,96 1 ,22 1 ,60 2,14 2,83 3,63 4 ,49 5,40 6,34 7,29 8,26 9,23

2 0,92 1 ,08 1,29 1 ,58 1,98 2,50 3,14 3,90 4 ,72 5,60 6,51 7,44 8,39 9,34

3 1 ,14 1 ,32 1,56 1 ,87 2,27 2,79 3 ,41 4,14 4,93 5,78 6,67 7,58 8,51 9,46

4 1,34 1,54 1,79 2 ,12 2 ,53 3,04 3,65 4 ,35 5,12 5,95 6,82 7 ,71 8,63 9,57

5 1,52 1,73 2 2,34 2 ,75 3, 26 3,86 4 ,55 5,30 6,11 6,96 7 ,84 8,75 9,67

6 1,68 1,91 2,19 2,54 2,96 3,47 4,05 4,73 5,47 6, 26 7,10 7 ,97 8, 86 9, 78

7 1,84 2,08 2,37 2 ,72 3,15 3,66 4 ,24 4, 90 5,63 6,41 7 ,24 8,09 8,98 9,88

8 1,99 2 ,24 2 ,54 2, 90 3,33 3,83 4 ,41 5,07 5,78 6,55 7 ,36 8,21 9, 08 9, 98

9 2,13 2 ,39 2 ,70 3,06 3 ,50 4 4 ,58 5,22 5,93 6,69 7 ,49 8,33 9,19 10 ,08

10 2,27 2,54 2 ,85 3,22 3,65 4,16 4 ,73 5,37 6, 07 6, 82 7 ,61 8,44 9, 30 10,17

The quantities a, b and p are dimensionless. Pt and ~ occur only in resp. a and b.
The accuracy of the estimated variables is given by the elements rj5 of R. The accuracy of the angle deter-
mination is

E (Am 2) = S (A 5) ~~ = r33 (53)

and the accuracy of a predicted target position X~, with prediction time T is

2 (AX~
2) = ~ {A(x + 1’

~
/
x
)2} = S (AX2) + 2TE (AX . AVx ) + T2E (AV

~
)2 — r 55 + 2Tr 45 + T

2
r44 (54)

The values r33, r44, r45 and r55 as calculated in the Appendix are

r 33 
= c a 5 o 2 2~~’~ p~

j I2 (3p 2 —bp—1 + a) (55)

r44 — a 3 2~~ ”~ u 112 {2p 3 — bp2 + (b 2 -2a—2) p + b (1 -a )}  ( 56)

2 —1/2 2r45 
= 
~~ 

a 2 (bp +2p— ab) (57)

r55 = ~~ a ~~~~~ u~~
’2 {(2+3b2)p 2 + b (6-b2)p + (1—a) (2-b2)) (58)

For relatively accurate linear acceleration measurements and small values of ~ (a << 1 and b << 1) we put
a — 0,  b — 0 and ii = 2 , 4.
Then -

E (Aa2) — 6,3 q G 2 a 5 
(59)

~~~ 
a

0 
(2,6 + 6,8 a0T + 6,3 w 2T2) (60)

The transfer functions of the linearized filters relating angular acceleration and angle for the decoupled
ml- and SX-system are :

1 s5 + k
5 s

4 + k 4 s3 1
— — H  (a) (61)
~2 sS + k s 4 + k s 3 + G k s 2 + G k s + ~~~ ~2 1 

..~~~~~ - - . ..
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As in the previous example !~. represents the double integration necessary for obtaining angle from angular
acceleration .
H1(s) is a high pass filter.

The transfer functions of the linearized filters relating linear acceleration and angle for the decoupled
al- and 5X—system are:

k s2 + k  s + k  13 2 1 (62)
s
5
+ k

5
s
4 + k

4
s
3 +Gk 3 s 

~~~~~~~~~~~~~ 
o

H2 (s) is a low pass filter. As in the previous examples Hj(s) + 
~~~~ 

= 1, so the sum of the low frequency
part of the angle via Hj(s) and of the high frequency part of the angle via 

~~~~ 
exactly equals one.

The separation frequency a5 of the two filters defined as the intersection of the high frequency —18 db/oct
asymptote of 82(5) and the low frequency +12 db/cct of Nj(s), which is obtained by putting the small value
k 1 — O i s  .-

G2k2k3 1/5 1/20 —1/10
a

5 
= 

k4 
— 2 p a

0 ~
. a (63)

The transfer functions relating linear acceleration to position x resp. I for the SX— and al—system are :

3Gs 
2 

= 83(5) (64)
5 +k 5 s +k 4 s + G k 3 s + Gk2 s + G k1

The transfer functions relating linear acceleration to velocity Vx resp . V1 for the S~ — and al—system are:

2 2s (s +k 5 s + k 4)

5 4 3 2 H
4
(S) (65)

s + k 5 s + k 4 s +Gk 3 s +Gk2 s + G k 1

Transfer functions ( 6 2 ) ,  (64) and (65) are also of interest to ahow the errors due to target acceleration
at which was assumed zero in the model.

The angle error c5, the position error and the velocity error are related to the target acceleration
at in X-direction by the transfer functions 82(5), 83(5) and H4(s).
For example the target acceleration at due to a course change Mc with constant rate of change ~~ and con-
stant forward velocity is part of a sinusoidal acceleration change at with angular frequency

and amplitude V and the correspondinc errors 
~~~~

‘ ~~ 
and can be calculated resp. with H2 (s) , 83(5)

and H4(s).

If the measured position coordinates xr, Yr and Zr acting as inputs to the filter of f ig .  9 are chosen
equal to zero this means that the “external” object supposed to move with constant course and velocity is
the vehicle itself (origin 0 of the xyz-system).
This results in a filter for attitude determinstion without an external reference as in the first example
of section 5, which can be used if the vehicle maintains constant course and velocity. The value q~ in (52) 

— -

to (60) now represents the power density spectrum of the fluctuations of the position of 0 around an aye— - -

rage path with constant course and velocity. For application in fire control systems where target position
prediction and attitude determination are combined in the filter of fig. 9 the same filter structure can
be used during periods with no target. The filter obtained in this way resembles the one described in ref. 1. 

-

10. CONCLUDING REMARXS

The methods described in the previous sections are attitude limited. There is for S = 900 a singular point
as can be seen from (9). This point corresponds with the gimbal lock situation for B — 900 from fig. 3.
A second limitation arises from the fact that the decoupling in subsystems is only justified for angles
a and 5 which are sufficiently small. This decoupling with the resulting simplification of the calculations
is very desirable because only then the cycle time of the computer calculations can be reduced to values ,
that make practical on line implementation possible.
Simulations must show to what magnitudes of a and 5 the methods of the previous sections can be used. It
is felt that ranges for a and S from ~450 to +450 will be possible. If this is true then the attitude limi-
tation can be removed as follows. The formulas (9) and (14) show that the decoupling in subsystems for a
values in the neighbourhood of a = gØO is poss Lble if the rule of and a~ are interchanged. In the various
filters this is automatically done by introducing the correcting signals for a, 5 and y before and not after
the updating equations (9)
The gimbal lock situation for B — 900 can be avoided by using Euler angles for ranges of B around this gim-
bal lock situation. Fig. 2 and fig. 3 show that the Euler angles have singular points at 8 — 00 and S — 1800
and that the gimbal angles of this paper have singular points at S — +90° and B — _900. This means that
around 5 — +90° and S — _900 Euler angles can be used. The methods of this paper can be wo’-ked out for Euler
angles in a similar way, resulting in the same Values of the feed beck coefficients. Appropiate switching
from the gimbal angles of fig. 3 to the Euler angles of fig. 2 and vice versa at angle values B - +45°,
_450, +1350 and _1350 can be done . In the ranges where the gimbal angles of fig. 3 are used the Euler angles
can be calculated from these gimbal angles and vice versa so that the initial conditions after switching
are correct.
As a ~econd remark we note that instead of angular accelerometers angular rate sensors can be used. The
f ilters in that case become simpler because the integration of angular acceleration to angular velocity can
be omitted .

~~ . ~~~~~~~~ ~~~
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11. APPENDIx

11.1 DERIVATION OF (14)

We consider two coordinate systems with coinciding origins. One is the local vertical XYZ—eystem of sec-
tion 3, the second one is a not rotating X Y

~ 
Z0—system . As shown in section 3 with (5) the relation be-

tween a point K in the XIZ-system and a po?nt 
~~~ 

in the x0 l<~ Z0-system is given by

(66)

where £4 is the orthonormal transformation matrix. The rotation of the K—system with respect to the )ç~,—system
results in a time dependent matrix M .

(67)

Here the elements of 0 are the angular velocity components of the K—system around the X , I and Z axis due
to ear th rotation and motion of the origin along the earth surface. These angular velocity components
around the X—axis, 1—axis and Z—axis are: -

VE ~VN VE
(W
E 
+ j~—~~) cosA , —~— and (a

5 + RcOsA
1 sinX

VN
0 _ (W

E + RCOsA~ 
sinA -

V V
0 — (W

E 
+ j-) sinA 0 — (a

5 + i-
~ 

cosA (68)

S/
N vs

+ —  
~~~~~~~~~~~ cosA 0

Twice differentiating (66) results in

d~0 dX
(69)

d2~~ d2X dx dO 2 K (70 )
dt dt t dt

For the origin of the coordinate systems where the accelerometers are K — 0 , so

d2L, d2~ dx (71)

The left hand side of (71) contains as elements the coriolis acceleration components of the origin 0 with
respect to the ~~-system in coordinates of the K-system , due to rotation .

To get the acceleration components ax, a1 and aZ in the K—system with respect to space we have to add the
cen trifugal acceleration components, so

V 2 V
a,~ d2X 

- (W
E + 

E
)
2 
RcosA sinA

a = M —~~~ + 0 (72 )
I dt 2 VE 2 2a (a +—) Rcos A
2 2 RcoeA

We substitute in (71)

(73)

and

~~~~

- [
~1 (74)

and (68). d
2
X

The resulting expression for I4 —j~ is substituted in (72). The result is (14) of section 3.
dt

11.2 CALCULATION FOR THE FILTE R OF SECTION 5

The matrices A , C , P and ~ of the a—system of section 5 are substituted in (3) with — 0. This results in
six equations for the six independent elements n j of the s~’mmetrix matrix !.

~~~ 
_
~_I — -_ ~~ ~ —~~~~.--— ~~——— ~~~~~ . - --——~~~~ - —~~~~~~~ ~ — - - - - - - - -
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~~
2 r13

2 +p~~q~~= 0
—G r13r23 + r11 ~~ 

— 0

r13r33 + r12 ~~ — 0
2 2 (75)—G r23 + 2 r 12 q5 + p~~q~~

_ o

—G2 r23r33 + r13 q5 + r22 ~~ 
= 0

—G r33
2 + 2r 23 q~ — 0

For the B—system the only difference with the a—system is the matrix C , where -G is substituted for G , so
we get the same equations (75).

From (75) it follows that r13 = G ’ 
~b~

12 
~~~

“2
- The bias drift variations are supposed to be small, so

for solving ru for i ~& 1 we put r 1j = 0 in the last three equations of (75). In this way the values of
the elements o~ R and the feedback coefficients can easily be calculated.

For the y—system we have to substitute 1 for G in (75) and the power density spectrum of the course measure-
ments for the power density spectrum of the acceleration q5.

11.3 CALCULATIONS FOR THE FILTER OF SECTION 7

The system matrices A , P , C and ~ of the S-system of section 7 substituted in (3) results with — 0 in
ten equations for the ten independent elements of the symmetric matrix A.

0 —  —r14r24 +çr 11
0 — — r 14r23 +çr 12
0 = - r 14r44 + q ~~ G r 13
0 — —r24r34 + q~ r13 + q~, r22 

760 — —r 24
2 + 2q~ r 12 + q~, ~r

0— - r 24r44 +çr 14 + q ~~G r 23
0 = — r34

2 + 2ç r23
o = —r 34r44 + q~ r24 + G r33
0 — —r44

2 + 2q~ G r34 + q~ Pt

From the first equation we find r 14 = ~b
’ q l/2 The bias drift variations are supposed to be small , so

is small. For solving n j  for i ~& 1 we may put r 1j = 0 in the last 6 equations. By eliminating variables
these equations are reduced to

— 

r44
4 

+ 2 + 
r44 ~~v r  

— — 772 2 p a  1/2 3/2t v  ~~~~~ ~~
1/2r44 8Gq~~Substituting 1/2 — Z and 3/2 = d

~~~~~ Pt

we get z4 — 2 z 2 — d z + 1 = O  (78)

or d — (z
2 - ~~2 

-

For d >> l is z >>Iand z3 = d , so

r44 — ( p )
1’2 d1’3 — 2G~

’3 5/6 
r’r

1”6 (80)

The values of the other elements of A and the Values of the feedback coefficients can now be calculated.
They are given in section 7.

The a-system differs  from the S—system only in the element a43 of the matrix A , which is -.0 instead of G.• The same equation (77) is obtained. The elements r14, r24 and r34 of A and the feedback coeff icients
and k3 change their signs.

T1~e 1-system of section 7 is the same as the 1—system of section 5 and thus the calculations of 11.2 are
valid. —

11.4 CALCULATION FOR THE FILTER OF SECTION 9

The matrices A , C , P and ~ of the BX—system of section 9 substituted in (3) with — 0 results in 15 equa-
tions for the 15 independent elements of the symeetric matrix A.

(r 15 — ~ r 13) 2 
— c ~ b (81.1)

(r 15 — ~ r13) (r25 — ~ r23) = ~~ r11 (81.2)
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(r15 — 2 r~~) (r35 — 2 r3~) — ~r r 12 
(81.3)

(r15 — 2 r13) (r45 — Z r34) = G r 13 
(81.4)

(r15 — S r13) Cr55 — 2 r35) = q
1 
r14 (81.5)

Cr 25 — 2 r23)
2 — 2ç r12 + 

~~ ~r 
(81.6)

(r25 — 2 r23 ) (r 35 — 2 r33) — q Cr 13 + r22 ) (81.7)

Cr25 — 2 r23
) Cr 45 — Z r34) = q Cr14 + G r23

) (81.8)

Cr25 — 2 r23) Cr55 — Z r~5
) = q Cr 15 + r24

) (81.9)

(135 — 2 r33)
2 

— 2q r23 
(81.10)

(r 35 — Z r33) (r 45 — 2 r34 ) = q (r 24 + G 133) (81.11)

Cr35 — 2 r33) Cr55 — Z r35) — q (r25 + r34) 
(81.12)

Cr 45 — 2 r34)
2 — q (2G r34 + (81.13)

(r45 — 2 r34) Cr55 — 2 135 ) = q (Gr35 + r44
) (81.14)

(155 — 2 r35)
2 = 2q~ r45 

(81.15)

Bias drift  variations are supposed to be small , ~ ° ~b is small and for solving ru for i ~ 1 we put r 1j — 0
in (81.6) to (81.15).

We renumber (81.6), (81.10), (81.13) and (81.15) as

- 2
Cr25 — S r23 ) — 

~r 
q (82.1)

Cr35 — 2 r33)
2 = 

~~~ r23 
(82.2)

Cr 45 — 2 
r34)

2 = 
~~ 

(2Gr 34 
+ (82.3)

Cr 55 — 2 r35
) 2 = 2q r45 

(82.4 )

These values are substituted in the remaining equAtions after quadrating right and left hand sides

22Pr r23 — r22 (82.5)

p (20r34 + = 132 r23
2 (82.6)

r 22
~r 

r45 = r24 
(82.7)

2r23 ( 26r 34 + p
~
) = (Gr 33 + r24)

2 (82.8)

4r 23 r45 — Cr 25 + r34 ) 2 (82.9 )

2r 4~ (2Gr 34 + = (Gr 35 + r44)
2 (82.10)

As from these 10 equations the 5 equations (82.1), (82.3), (82.6), (82.7) and (82.9)  contain only the 5
variables r23, r24, 125, r34 and r45, they can be solved from these equations. First we eliminate r45 from
(82.3) and (82.9) using (82.7) and we substitute in (82.3) the value 2Gr34 + Pt 

from (82.6).
This results in

- 2
(125 — 2 r23) = 

~r ~~ 
(83.1)

2 - 1/ 2 1/2
r24 — 2 2 

~r r34 — 2G r23 ~r ~~ 
(83 .2)

(~~ r34 + 
~~~ 

= G2 r23
2 (83.3)

2r 23 r24
2 = 

~r Cr 25 + r 34
) 2 (83.4 )

We eliminate r24
2 f rom (8 3.2 )  and (83.4). This results in

Cr 25 + r34)
2 - 4 2 r23 r34 = 4G r 23

2 pr
_ h / 2  1/2 (84)

In this equation we substitute
1/2 1/2 - 1 2 —1 1 —1r25 — p q + Z r 23 and r34 

— 
~~

- Gr23 ~r 
— 
~ ~t 

G

as obtained from (83.1) and (83.3). The result is a 4th order equation in r23 :

r23
4 G2 

~r
2 

— 4r 23
3 Z Gp~~~ + 4r 23

2 (_ 3~~r
_ 1

~
2 1/2 

— 
~ ~r

1 
~t 

+ 22,

+ 4r 23 ( 2Z pr~~
2 q 112 

+ 2 G~~ p~ ) + 4
~r ~~ + 13

~2 ~,2 
— 413~ 1 

~~~~~ q1
1”2 

~~ 
— 0 (85)

Dividing the left hand side by 4
~r 

q and then introducing the dimensionless variable u so, that

— r
23~ 

(8o)

results in
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U
4 

— U3 2~”~ 2 13 1/2 pr
1
~

4 q1
la~4 +

U
2 (—6 — 13~ 1 pr

_ l /2  q _ 1/2 
Pt + 2 2

2 
G

1 
p
1
112 

q1~
112

)

+ u (2 3/2 Z G 112 p1~~
’4 

~~~
‘14 + 2 1’2 Z G 3”2 p 114 q1

3/4 
Pt ) 

(87)

+ ( 1 + ~ ~r ~~ 
- ~ E~ 

q
1 P~~ 

= 0

Introducing the dimensionless variables

[a = G
1 
pr

_1/2 
q

_1/2~~~~ and b = /2 ~ 13—1/2 

~r
1”
~ 
q1~~

’4 (88)

we get

- 2bu3 + (b2 - 2a — 6) u2 + 2b (1$-a) u + (1—a) 2 = 0 (89)

The root of this equation p is a function of a and b and is given in the table of section 9. The values of
the various elements r u of R can now easily be calculated .
With

Iwo = 13h/’4 pr
1
~
8 

~~~~~~~~~~ (90)

we get

r11 = q A a
0
8 G 2 (91.1)

112 ~ 
A a 7 G 2 2~”~ 

1/2 (91.2)

113 = q A a 6 G 2 2 1~’2 P (91.3)

1
j4 

= A a 5 G~
’ 2~~’~ lL_ 1/2 (p 2+bp+1—a) (91.4)

r15 = q
1 

A a
0
4 G

1 (bw.-1) (91.5)

r = q a ~ G 2 
~~~~ p 1”2 (91.6)

22 r o
= 

~~~~ ~~
6 13•~2 21~’2 p (91.7)

124 = ~~ 13~ l 2~~~”~ 
~~—l~’2 (p 2+bp+ 1—a) (91.8)

125 = lI~~ W 13 1 (bp+1) (91.9)

r33 — ~~ 
13~2 2~~’~ p

1/2 (3p 2—bp—1+a) (91.10)

r34 = 13~ 1 (p2—a) (91.11)

= q a0
3 G~~ 2—

~”~ ~
—~‘2 {3bu2 + (4—b2)p  + b (a—I)) (91.12)

144 — ~~ 
a 3 2~~’~ ~—i/2 (2p 3 — bp2 + (b2— 2a — 2) + b (1—a)) (91.13)

145 = q1 a0
2 2

_1
~
’2 (bp 2+2p—ab) (91.14)

155 = ~~ a0 2~~’~ p~
1
~
’2 {(2+3b 2 )p 2 

+ b C6—b2)p + ( 1—a ) (2—b 2 ) )  (9 1.15)

The feedback coefficients ki can be calculated from (3), which for this case has the form

= Cr15 — 2 r13) q 1 (92)

The difference between the al-system and the BID-system is only in the elements a43 of A and c3 of C. They
are -G and +2 for the al—systeB and 4.0 and —2 for the BX—system . It can be vetified directly from the equa-
tions (81 ) ,  that the solution for the al-system is obtained ftom the solution of the AX-system by changing
the signs of the elements 

~~~ 
with i 4 3 and j  ~ 4 and then from (92) it follows that also the coefficients

with i 4 3 change their sign.
The y-system of section 9 is the same as that of section 7 and 5 and calculations of 11.2 are valid . The
z-system is a simple second order system. The matrices A, C, P and ~ of this system as given in section 9
substituted in (3) results in

r212 =

112 122 = q
1 

r 11 
(93)

r222 = q
1 

r 12

These equations can easily be solved:

111 
— 21/2 ~,3/4 ~~1~4 112 — ~t

”2 ,~~1/2 r22 — 2 1/2 pt
1,4 

~i1
3
~
’4 (94)

The feedback coefficients of fig. 9 are obtained from (94) and (3)

k
9 

— ~~~~~ ~~—1/2 k10 — 2
1
~~
2 
pt
1’4 ~~~~~~~

— - -
~~
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____s___ _=~_~~~ —— — -=
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DIGITAL SIGNA L PROCESSING TECHNIQUES
IN A MONOPULSE TRACKING RADA R

U . FaziO, F. Ambrosioni , C. De Bonis

CONTRA VES ITALIANA
Via Tlburtina 965
00156 ROME

ITALY

SUMMARY

Thi s paper describes a special—purpose Signal Processor, the development and real ization of which Is , at the present
time , well underway . Since the Processor is highly flexible , it can be applied in a wide range of modern ground or
ship—borne tracki ng radars , such as , for instance , Fire Control Rada r for rockets or for conventional artillery
(ground or ant i-aircraft),  Ins trumentation Rada r , Tracking Radar for Command to line -of-eight missik guidance.
Here in are illustrated the three main functions of the processor , considered as being associated to a fully—coherent
monopulse radar: signal enhancement based on an FFT (Fast Fourier Transform ) algorithm , tracking errors com pu-
tat ion and system logic control. Along with this , a detailed description is given , especially as regards the FFT part,
of the practical realization of each block , based on a wide use of the most modern digital techni ques and of micropro-
grammed controls in particular, that have enabled high flexibility and growth potential to be obta ined. In the descrip-
tion , it can be seen how the design trade-off costs/performances has led to the predominant use of well-known tech-
nique s and widely used electronic circuitry, excluding custom components.

1. INTRODUCTION

Recent advances in radar techniques and associated technologies (in both the field of microwaves as well as that of
electronic components , and digital components in particular) have led to the realization of improved tracking radars,
as regards performances , reliability , and easy operation , whilst costs and overall dimensions have remained within
the limits normally compatible with tactical use , even in the case of mobile ground or ship-borne systems. In addi-
tion , the ever wider use of minicomputers for the handling of output data from the radar itself has enabled greater
and/or further advantages to be obta ined , as compared with what has been possible until now , in the use of trscking
radars for guiding and controlling, thereby expanding the field of application.

In this light , the design and construction of standardized functional blocks In the radar, the use of microprogrammed
controllers and of distributed microprocessors enables “basic” tracking radars to be realized that• with modifications
mainly to software and firmware, can be transformed into different custom-tailored systems: in other words , hard—
ware today can be so flexible and multipurpose that it can be re-arranged in several different special-purpose radars
covering,  al together, a grea t number of requirements in the field of guiding and controlling. In thi s respect, a parti-
cular example is given herein of a radar , presently unde r development , which was designed in this way: special atten-
t ion will be given to the video digital signal processor functional block since it is the one that best illustrates the funda-
mental role played by modern digital technique s in problems common to all radars in the above category . Therefo re .
although ‘ce shall not be expressly talking about what is “before” (radar sensor) or “after” (tracker servo system) the
signal processor , we shall mention here the major applications envisaged for the system, which , it will be note d , do
not require exceptional accu racies or transmission power . Such applications are :

a) Fire Control Rada r , for ground or ship-borne applications , to be used in connection with conventional artillery;

b) Tracking Rada r , for the control of Surface-to-Air-Missiles using the Command to line —of-sight method , in both
‘beacon ’ and ‘ski n ’ mode

c) Instrumentation Radar , for detecting data of coope rative or non-cooperative targets, such as aircrafts , drones,
artillery shells, etc. ;

d) Tracking rada r , for control and correction of conventional field artillery or rockets.

We will now take a brleI b o a  at the main features that such a tracking radar must have In the applications seen:

- It must be based on very narrow pulses, of the order of tenths of a microsecond at least , in order to have high range
resolution;

- it must be able to eliminate ground- and weather-clutter with at least 4 0dB above the useful signal, in order to mini-
m ize the negative effects of clutter ~nv lronment on tracking performances;

- It must have a transceiver and video signal processor capable of working with staggered Pulse Repetition Frequencies
(PRF) in order to be able to receive optimal Information from targets with a wide range of possible velocities (up to
Macli .‘
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- it must have high sensitivity and wide dynamics, In order to handle tracking range errors of the order of one metre ,

and angular errors of the order of one tenth of a milliradlan , and for targets of very different sizes;

- It must be able to Incorporate , both in the transceiver and in the video signal processor , a large number of ECCM
(Electronic Counter Counter Measures) devices , to be employed quite elastically according to the application and
to the foreseen ECM threat;

- the munbe r and level of automatisms must be such as to be easily handled by the human operator , even in the case
of quite complex or sophisticated procedures;

- it must be able to carry Out smoothing, filtering and data compression operations, In order to link up efficiently
with an ‘external, In telligent’ system (host computer, data collection system, etc.), as well as have a simple but
powerful Interface;

- it must be very flexible and powerful, so that it can be easily modified or expanded upon , especial ly in the field
of adaptive digital techniques both as regards environment (f. I. clutter locking) and as regards targets (f. i. velocity

tracking, multipath effect reduction).

In the case we are Illustrating, these requirements have been taken into account , as regards the radar with the

adoption of a monopulse tracking system, of a fully coherent transceiver and of an antenna-transmitter system able to
guarantee the required range performance.

As far as the signal processor is conce rned, the key features, that will be illustrated in detail later , are as follows :

- clutter elimination using a doppler filters bank , chosen on account of its well-known features of good signal matching

and of intrinsic flexibility and growth capability: the filters bank is a processor that uses the algorithm E 1) Fast
Fourier T ransform (FFT); a weighting operation , in the time domain, of input samples, with Dolph-Chebychev 123
type window, reduces the filters frequency sidelobes , and by simply acting on its weight coefficients , enables the
clutter cancellation ratio , desired for each application , to be obtained;

- vectorial calculation of the tracking errors and handling of the processes associated thereto by means of a high speed
bit-slice microcomputer , chosen to achieve major potentiality as compared with conventional special purpose hard-
ware ;

- control based on microprogrammed logic , that handles logic , t iming and interfacing among the various units and

between the system and the outside; this has enabled study costs and the amount of hardware to be kept down , even
though timing sequences and complex controls have been realized for a large variety of radar operative modes and
PRF ‘a.

2. SIGNAL PROCESSING ARCHITEC TUR E

We shall now describe the Signal Processing unit applied in the tracking radars as Illustrated above: th is unit receives
the input video signals from the radar receiver Phase Sensitive Detectors circuits; such signals are of the I-Q type ,
that is , they come from a phase -quadrature type demodulation 13) . The Signal Processing hardware architecture
(ref. block diagram, FIg. 2.1) considered here Is made up of:

- “Data A cquisition System”: unit that converts the radar video signal from analog to digital and reorders data for the

- “FFT Processor”: special purpose processor that carries out FFT algorithm on radar data and supplies the results

to an:

- “FFT Post Processor” : special purpose processor that carries Out processing to detect the presence and position
of any targets (target acquisition), extracts the most significant data of the tracked targets and generates signals
for vide o display of the radar signal (target tracking). Data pertaining to the detection of any targets or to the
track ing of already acquired targets are sent to the

- “Radar Data Processor” : high speed general purpose microcomputer that , by carrying out mathematical/logic
operations on such data , supplies the outside with information on the target , controls the range axis and modifies the
parameters of the various radar units in order to optimize acquisition and/or tracking. All the radar units (trans-
mitter , receiver, etc.) are codnected to each other and to the Signal Processing by a digital bus controlled by an
8080 type microcomputer. Such unit , called

- “Logic Data Processor” handles medium speed informatIon exchange among the various rada r units , carries out
supervision of the system status and controls the var ious test points and execution of the BIT E (Built-in-test  equip-

ment)programs .

The following paragraphs briefly describe the various units that make up the Signal Processing System , with part icular

attention to the “FFT Processor”, the general characteristics of which will be Illustrated, together with its signal
filtering behaviour , problems connected with the type of realization chosen , the prototype main characteristics and
the results of the tests carried out on It.
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In addition , we shall look at the advantages and potentiality of microprogramming in the development of the Radar
Data Processor unit.

3. DATA ACQUISITION SYSTEM

In th is sub-unit , the quadrature and phase components of the bipolar radar signals are sampled in range-gate order
with high speed S/H ’s and are digitalized at 8 bits with a max. rate of 100 ns per conversion; as regards the tracking
error channels, since more accuracy La required , conversion is carried out with 12 bIts at lower speed. Once the
data have been sampled and conver ted, they are sent in FIFO (First-In-First-Out) circuits that act as interface with
the FFT Processor block.

The converters are of a hybr id (medium speed-high precision) and monolythic (high speed) type, the latter being
realized with triple diffusion (3D) bipolar technologies.

The timer , under the control of the Radar Data Processor , governs the range axis , generating trigger pulses for the
S/H ’s, for the A/H , for the FIFO and for the other system units , and on account of the high speeds involved , is partly
realized with ECL logic suitably interfaced with TTL logic.

4. FFT PROCESSOR

4. 1 FFT Algorithm

The DFT (Discrete Fourier Transform) is an efficient means for filtering noise immersed signals and can therefore
be applied for radar signal processing. The YFT algorithm enables the number of o’perations needed for DFT computa-
tion to be reduced quite drastically. As is known 14) DFT is a digital operator that transforms a time sequence of sig-
nal samples into a sequence of an equal number of samples that , once suitable sampling conditions have been met ,
represent the signal frequency spectrum samples. The DFT of a sequence of N complex samples , equally spaced at
T seconds, Is defined as:

x(k)  = ~ 14
nk k—0 ,1,. ~~N l  

- 

(4.1 .1)

where:

w 
-j2TT/N j=(-l)112 (4.1.2)

The spectral samples X(k) are frequency spaced at 1/NT Hz. Direct computation of a DFT requires N2 complex
multiplications and N(N-1) complex additions. When N is a power of 2 the FFT algorith m radix 2 require s a number
of elementary operations (1 complex multiplication ~ 2 complex additions) equal to:

P(N) = N/2 log2
N (4.1.3)

Such elementary operation is normally called ‘butterfl y ’ and It is shown graphically in FIg. 4. 1 (where A . B. W , A’ , B’
are complex numbers) for the DIT (Decimation-in-Time) version that is the one we have adopted. As is known , an
‘In place ’ implementation Is possible for such version , that is , with a number of memory cells equal to N . without
the need for further memory locations for the storage of intermediate results. FIg. 4 .2  shows , as an example , the
flow diagram of the FFT radix 2 for N = 8, using the above DIT technique .

4. 2 Behaviour of FFT Processor and its application In doppler fi l tering

It Is known that the FFT can be considered equivalent to a parallel bank of passband linear f i l ters that have the same
shape but with frequency shifted transfe r function. It is shown pictorially In FIg. 4.3.

It 18 due to this property that the FFT algorithm is Interesting In many radar signal processing applications and be-
comes preferable to traditional MTI filtering realized with analog or digital high-pass f ilters. The FFT’s Intr insic
flexibility enables mobile clutter , in particular , to be eliminated as long as this has a different doppler frequency from
that of the target. Figs. 4 .4  and 4. 5 show this situation analysed with a single band MTI filter and in comparison with
the FFT: with the former, clutter that has entered in band cannot be eliminated; with the FFT the filter or filters
that contain it have to be merely excluded.

Here below are briefly summarized the main advantages of the FFT as compared with conventional filte r in doppler
processing:

- improvement of the signal/noise ratio due to coherent integration ;
- Improvement of the signal/interference ratio for wide band interference:

only the disturbance that falls in the doppler filter matched with the target speed can affect the signal;
— major flexibility of the filter shape;
- possibility of carrying out velocity tracking;
- own motion compensation for radar systems mounted on mobile units.
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4.3 Choice of the type of realization

Solutions along the lines of the Array Processor (that has N/2 log N elementary units) or partly along the lines of the
Array—Iterative Processor (that has N/2 arithmetic units) or Pipe~ine Pro~—essor (that requires log

2N arithmetic units
cascade connected by multiplexer) have not been taken Into consideration since they were deemed to be too complex
and costly. Rather, a serial solution has been adopted that has a single arithmetic unit that carries out In sequence
all the FFT elementary operations (butterfly). The type of elementary operation is A±WB where A and B are data
(complex) and W is a weight (complex). The real and immaginary components of the complex numbers for the DIT
butterfly are expressed as:

A ’R =A E
+B

RWR
_ B

I
W
I

B’R = A B ~
BRWR + BIW

I -

A’1 
= A

1 + B~W1 
+ B

IWR 
(4.3.1)

B’1 
= A

1 
- B

RWI 
- BI
WE

A direct approach, completely along the lines of the DIT butterfly realization requires (see Fig. 4.6):

- 4 real multipliers
- 6 real adders
-4 RAM (Random-Access-Memory) for data
- 2  PROM (Prograniznable-Resd-Only-Memory) for the weights.

The butterfly processor in this case would be very speedy but very bulky and It would be difficult to insert It in a
single mean—size electronic board on account of the high number of components and Input-Output sIgnals.

Instead, we have used a microprogrammed serial approach : in fact , the butterfly is carried out using a sequence of
steps, each of which is controlled by a microprogram memory.

In other words, the controls needed (e. g. read-write commands, enable clock, select multiplexer , etc. ) in the various
processor points (memories, arithmetic logic unit , latches , etc. ) are not generated by combinations of suitably con-
nected gatesand fllp-llope but are obtained from a memory In which they were previously written in a pe rmanent way
and their read-out addresses are generated sequen~ aUy’ [53 . Xn this case , the following are necessary for reali-
zatIon (see Fig. 4.7):

- 1 real multiplier
- I real adder
- 1 RAM for data
- 1 PROM for weights
- 1 PROM for controls (micro-program memory)
- 1 sequencer.

It Is clear that with this philosophy, the major effort is that of obtaining sequences of microinstructions as short as
possible so as to minimize the time required for carrying out the operation so as to be compatible with the hardware
that we want to use.

4.4 FFT Processor Description

The sampled and converted videos taken from the output FIFO of the Data Acquisition System are memorized in bit-
reversed order in an FFT block memory governed by an acquisition controller. The processor incorporates a Doiph-
Cbebychev smoothing window that reduces the amplitude of the sidelobes in the FFT transfer function to the desired
level . The window is applied in the time domain by means of multiplication during loading of data Into the acquisition
memory: this technique was chosen rather than the equivalent frequency windowing, since it is simpler and more
flexible. Once the data have been acquired in the memory, the latter Is handled by a processing controller while , at
the same time, another memory stores the new data; once processing has been completed, the two memories are
exchanged so that the process Is continuous and without Information loss.

To reach the ve oclty required in the FFT processor , a simple and flexible parallel architecture has been used: the
basic Idea arises from the observation that the signal filtering is identical in all the range gates, so that , while the
memory and calculation units must be parallel , a singl e control un it is sufficient; therefore , the FFT processor is
made up of several identical memory and calculation units handled simultaneously by a common control unit . In our
appl ication , there are 8 processing units working simultaneously. The concept Is Illustrated in FIgs . 4.8 and 4. 9.
In the latter , which shows the FFT processor block diagram , It should be noted that there is a BITE block that enables
automatic testIng of the sub-units to be carried out in order to obtain rapid replacement of faulty circuit boards. 
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Through the use of commercially available Large Scale Integration (L. S. I . )  components (multipliers , accumulators .
RAM , PROM, etc.) It has been possible to insert the calculation unit that Implements the butterfly and the 2 memory
banks (each having 1K words capacity of 12 bits) in a single board measuring 273 x 151 mm. : the two memory banks
are sufficient for memorizing the quadrature and phase components of a number of range-gates equal to 512/N (where N
Is the number of signal samples).

Table 4. 1 below summarizes the more salient characteristics of the FFT Processor; as regards flexibility, it should
• be noted that:

— It enables processing of sequences of length N variable from 8 to 64 for a corresponding maximum number of range-
gates from 512 to 64;

- It enables the realization of scaled-down version (I.e. with fewer range-gates and/or N samples) simply by excluding
some of the memory and calculation cards .

Type of algorithm FFT , Radix 2 , Decimation in Time , In Place

Type of arithmetic 12 bits for weights and for data , fixed point (24 bits for complex
words)

Butterfly time Butterfly cycle: T
B 

= 3.2/is

FFT processing time TFFT 
= ~ (log2N) . T~~; N = 32_

~~
TFFT = 256/Is

Number of printed boards 8 calculus and memory (identical)
(multllayer) 1 time weighting and data acquisition controller

1 processing controller
1 B. I .T .E.  (Built In Test Equipment)

Dissipation Average 12 W per board -

Possibil ity of working with N = 8, 16, 32 , 64 for a maximum of

Fle ibIl~t 
512, 256, 128, 64 range gates respectively.

X 1 Y Possibility of working with a reduced number of calculus boards
without changing the hardware.

Table 4.1: FFT processor main characteristics

Fig. 4.10 shows a photograph of the memory and calculation unit realized by us. The following digital components
were used: SSI (Small-Scale-Integration), MSI (Medium-Scale-Integration) of the TTL Schottky or Low Power Schottky
type and various LSI (Large-Scale-Integration) circuits , both bipolar (multIpliers , PROM , FIFO, sequencer) and
N-MOS (1K x 4 statIc RAM’s).

4.5 Laboratory test results

The FFT Processor unit has been completely realized as a bread-board; it was checked by using the BITE itself and
above all by using logic state analyzers : the aim was to check the hardware and to carry out functional tests. The
tests carried out at the nominal clock frequency have closely agreed with theoretic results: FIg. 4.11 shows the
behaviour of the amplitude response ob ta ined th rough experiments.

5. FFT POST PROCESSOR

The main blocks are made up of:

- a modulus extractor that calculates, for each range-gate , the modulus relative to the N spectral samples, supplied
by the FFT block in the form of I-Q components;

- a threshold detector rep.lized with a range cell averaging C .F . A . R .  (Constant False Alarm Rate) circuit [6) operatIng
on each spectral sample. The CFAR processing is carried out according to a mask that excludes the clutte r frequen-
cies , thereby carrying out the MTI function.

Further circuit blocks are used for memorizing tra cking error signal spectra l components and for surveying statistical
data on the noise that is present. In addition , there are Interfaces for two possible Indicators, the PPI which receives
the two level output of the CFAH detector and the A -R Scope which receives the frequency averaged outputs of the
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modulus extractor.

All these functions are put into effect by an assembly of 8 printed circuit boards, 273 a 151 mm, which Include the
control units and the BITE unit. The components used are of the same type as those employed In the FFT Processor.

6. RADAR DATA PROCESSOR -

6.1 Tasks and functions

All the signals and main data that have been prevIously processed or prepared by other units of the Signal Processor
pass through thIs unit for final processing, Including any necessary arithmetic or logic correlation with each other.

In particular, whatever the specific application (see paragraph 1), operations of the following kind are carried out In
the Radar Data Processor:

- handling of the range axis during the various radar operative modes (acquisition, tracking, etc. );

- vector calculations of the tracking angular errors, starting with the signals supplied by the FFT Post Processor;

- adaptive determination of the radar receiver gains and , In particular, of the Automatic Gain Control signals;

- handling data flow with the outside.

In addition, depending on the particular application, the processor may have one or more additional auxiliary functIons ,
such as, for example :

- multiple time-around radar tracking capability;

- choice of the optimal Pulse Repetition Frequency sets;

- determInatIon of the anticlutter filtering mask (to be applied to the FFT Post Processor);

- anomalous tracking status detection (e.g. : jamming, multipath , etc. ) and any appropriate countermeasures.

Since the functions carried Out are numerous and varied, It can easily be understood how the choice, as regards pro-
cessor Implementation, has had to be that of a solution based on a general -purpose microcomputer, with enough speed
to cover the radar requirements described above.

6.2 DescriptIon of the Radar Data Processor Implementation

As has already been stated, such unit is a general-purpose microprogrammable processor (microcomputer), designed
with the bit slice 2900 series of low power Schottky LSI bipolar integrated circuits, originally Introduced by A dvanced
Micro Devices company and now produced by many other companies , on account of its success on the market. It has
the following main characteristics:

- 16 bit fully pipellned architecture;

- 64 K words memory, directly addressable, with 10 addressIng modes;

- 8 levels of priority interrupt ;

- microprogram memory of 512 words each of 72 bits.

To give an idea of the machine’s execution speed, it can carry out a register-to-register addition in about 300 nano-
seconds or a memory-to-register addition in about 900 nanoseconds, throughout the whole military temperature range.

The heart of this microcomputer is the Am 2903 circuIt, a 4-bit expandable bipolar microprocessor sllce(7] . Four
slices are connected to each other to form the 16-bit structure of the ALU (Arithmetic Logic Unit) and of the 16 connec-
ted general purpose registers. These four chips provide for the major data-path requirements with a minimum number
of external control circuits. The moat Important of these support circuits Is the control unit. It determines the pro-
cessor InstructIons set power and the CPU fl exibility.

A control unit has been built , completely microprogrammed with the Am 2910 microprogram controller circuit connected
to 9 bipolar 512 x 8 PROM’s.

F As has already been stated , the result is a control memory of 512 words of 72 bits that enables single-phase micro-
instruction with hIgh operation parallelism that Increases speed and enables microprograms to be carried out with
flexibility and simplicity. —
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Microinstruction pipelining, Instruction-stream pipellning , auxiliary logics for address computation and overlapping
of decoding and of carrying out an InstructIon have been the techniques used to efficiently match the memory and the
ALU with the control unlt.[ 8)

The Central Processing Unit is contained in a printed-circuit board 273 x 151 mm. ; the high speed memory for the
program and the data Is on two printed boards. A further two boards contain the high speed serial Interfaces for
Radar Signal Processing External Computer and the parallel interfaces for the other Signal Processing sub —unIts.

7. LOGIC DATA PROCESSOR

Thi s, too, is a general purpose microcomputer designed, however , with the LSI N -MOS circuits of the 8080 family
originally introduced by Intel and now supplied by many other manufacturers.

The CPU printed board includes a Multimode DMA (Direct Memory A ccess) Controller with memory-to-memory data
transfer capability. This characteristic speeds up data interchanges in a 12-bit control /data bus (8 bit : data/address,
4 bit: controls). This bus joins together all the radar units (A ntenna , Transmitter, Low Power RF , Signal Processing,
Control Panel) and allows exchange of data relative to the status of the individual units and to the system operative
modes.

The CPU , the memory and the Interfaces are contained in 8 printed boards , 170 x 150 mm.

8. CONCLUSIONS

This paper has described a Digital Signal Processing Unit which is quite flexible and therefore could be applied in a
wide range of monopulse tracking radars. The unit is characterized by wide use of advanced digital techniques, such
as microprogramming and time overlappi ng of memory/arithmetic operations.

The various sub-units , made up of microprogrammed blocks , some special-purpose others general-purpose , have
been described from a functional and structural point of view , pointing out the advantages that the above mentioned
techniques have yielded. As regards the sub-unit that implements the FFT algorithm , the test results obtained on the
bread board (See Fig. 4.11) have been given.
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• III’I ASSFSSMEMT OF AND APP1t)ACH ‘IU ThE
VALI[WL’ICli OF DIGITAL FLIQII XNTIOL SYSTEMS

by
D. B. Mulcare and W. G. Ness

Lodtheed-Georgia Company
Marietta, Georgia 30063 , US

SL1I’iARY

Digital flight control systems ( DECS ) present unique and increasingly demanding validation problems
which challenge the capability of existing assurance methods and practices. Pouted largely in the nature
and scope of the flight software, these problems are beasning core urgent nwing to the trends tcMard sore
f l ight-critical functions and sore extensive system integration. P0th of these trends tend to cause
increased complexity , which already is a matter of significant concern. Future systesm, moreover, ~hose
requirermnts will reflect substantial departures fraTI current nystens, add another d ixmnsion to system
validation because of difficulties of ill—defined user needs.

An expanded role of system engineering, oriented tc~ ard the purposeful incorporation and
confirmation of quality, is viewed as vital to the timely and econconical deplc,yment of future DF~~. An
integrated methodology which judiciously blends flight control engineering experience and software
engineering initiatives is therefore advocated. This methodology depends heavily on simulation ,
ccsplementsi by definitive analyses, fran the conceptual phase onward.

INTFOCIJCTICtl

Cost and performance benefits , actual or projected , have motivated the rather widespread transition
to digital mechanization of flight control systems ( FCS). Furthermore, rapid advances in digital
implementation technology and expanding system requirements render analog mechanization of many system
functions impractical and in some cases infeasible.

An increasingly intense operational environment and crucial aircraft performance or maintenance
related functions, as si.uTumarized in Table I, are expected to result in quite substantially revised systemi
architectures and flight crew interfaces. These new architectures will likely be more airplane
dependent , as contrasted with current autopilot functions, which are merely adapted to particular
airplane configurations.

This is projected largely on variations among active control technology (ACT ) functions , which are
not simply add-on systene , but which cost be tailored to very specific airframe characteristics. System
f unctions and criticality will tend to vary appreciably among airplane configurations, and hence a
corresponding variation among system architectures is anticipated. Compu ter subsystem architectures and
system interfacing options, moreover , will tend to facilitate variations among system configurations.
Other factors which indicate the need for more pa’~ rful and flexible validation methods are presented in
Table II.

Background

It remains rather prevalent to equate verificat ion and validation (V&V) with testing. Also, the ~- -
tendency persists to view V&V activities as strictly after—the—fact evaluations of completed sof tware
products. In both of these instances, such oversimplifications can significantly limi t the capacity to
realize a quality DFCS product within a reasonable expenditure of resources.

Practical limitations on testing have long been recognized in both military and civil sectors of
aviation. For example, MI L,-F—9490D (R ef .  1) states that ‘“b the maxiirun extent feasible, compliance with
quantitative requirements of the FUS specification shall be demonstrated by tests.” In a more explicit
instance, FAA Advisory Circular AC—20—57A (Ref. 2) discusses the generation of a statistically
significant nuirber of autoland simulations, which ~~uld be unachievable in flight testing. Additionally,
it addresses the correlation of the simulation data with flight testing. —

A similar adcnc~ ledgement of the limitations of testing is applicable in the case of DFCS software.
Basically, the problem lies in the infeasibility of exhaustive testing, which becomes even more
formidable as the effects of various hardware faults are considered as well. While some examples of
~~~tenporazy DF’CS software exhibit only a modest degree of complexity, this will not generally apply to
future DFUS mechanizations. Thus, the software engineering techniques to address cosputer program
cxsiplexity are of t imely interest.

Modern programming methods seek among other things to alleviate software Ixeplexity thrcogh
constraints on control transfer decision logic (Ref. 3). Furthermore, the resultant sof tware is rendered
more amenable to analysis because of the order imposed on the construction of the computer program (Ref.
4 ) .  The fundamental thrust of both of these sof tware engineering initiatives has been to produce more
reliable sof tware whose quality is easier to confirm.
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Terminology

Software used in om*lputers which perform specific systes functions (e.g. , fligh t control ) apart fran
those associated with general purpose computer facilities is termed embedded software. Desirably, it is
the product of software engineering, which is the practical and methodical application of science and
technology in the design, develo~ment, evaluation, and maintenance of computer programs. Establishing - -

and confirming that this software properly fulfills its intended purpases under ~aulted and fault—free
ounditiors is realized through the proper application of assurance technology. This is largely achieved
through the V&V process; distinctions between validation and verification are noted in Table III • Note
that not only is it possible and camonplace to validate a system, but a concept or a control algorithm
as wall. Similarly, it is normal to verify software specifications, test requirements, and modules as
wall as the complete carplter program.

Problem

The basic problem addressed herein is that of validating flight—critical DFCS functions in the - -

context of farther-term implementations. This focuses upon quality and safety associated with more
ccsplex flight software as might result fran fault—tolerant, highly integrated, modern control oriented
system implementations. The intent is to anticipate and address future assurance technology needs such
that the V&V process for advanced DFCS can be sufficiently developed and purposefully accommodated in
future system engineering methodologies.

Resolution of these V&V problems for flight-critical DFUS will be~~ ie increasingly urgent because of
concerns which previously have not applied to autcznatic flight control systems for production aircraft.
Previously, an aircraft axild be delivered and deplcyed with discrepant functions disabled , as for
example an irthibited autoland capability. In the case of a pure digital fly—by-wire (DFReJ) system,
i’~~ ever , disabling its function totally disables the aircraft. Thus, the penalties for failing to
develop and validate a DFCS are becxxeing muds more severe.

Dexsipositios of the basic problem yields a seemingly iui—consequential one of opting to adapt or
develop selected software engineering techniques to flight control design practices, or to tailor the FUS
develoçzient process to the use of repertoires of general purpose software tools. The former course is
pursued here because full understanding of the application needs has repeatedly been found vital to the
success of software implementation projects (Ref. 5). This should hold for specialized software
techniques as wall, at least with regard to analytical FCS engineers who routinely develop and use
autanated tools. The essential problem then is for flight control engineers to employ more pseerful
software engineering methods oriented tcMard DFCS needs in a systematic manner, and to leave the more - 

-
general or esoteric issues to ~xsputer scientists.

Goals and Challenges

In susmiary form, the follcx,ing elements of the general problem are seen as pivotal in achieving a
software engineering based validation process which is capable of adequately fulfilling the assurance
requirements levied on flight-critical DFUS:

o User Acceptability — projected integrated flight stations with riultif unction displays and
autanated crew assist functions for future operational environments pose user interface validation
problems of substantial concern. Simi lar type problems in mission avionics have previously been
found to be quite formidable (Ref. 6) .

o Conclusiveness - establishing umpliance with quantitative safety and mission reliability
requirements such as those of MIL-F--9490D remains an unresolved issue. Although such analyses lie
outside the DFC$ ‘IsV process in the strict sense, system validation cost support such analyses and
confirm system safety under faulted and fault—free conditions.

o meunded Effort - increased flight criticality necessitates higher assurance levels, and hence a
more intensive validation effort. For a practical Df~~ development, however, there must be

F realistic bounds on the efforts and resources expended. Not unrelated to conclusiveness, bounding
of effort must be based on measures of the scope and significance of the validation activities.

o Minimal Risk/Schedule Span — reduced risk indicates the need to emphasize the front-end activities
in the development cycle. Viability of system concepts and availability of the enabl ing
technology are most important. Schedule is also favorably affected by front-end priorities and
planning relative to technological resources.

o Life Cycle Support - changes to DECS seem inevitable, both during development and operational
service. Responsiveness in effecting and confirming software modifications is imçortant then,
especially in achkving the cost/performance benefits which to sale extent motivate digital
mechanization.
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PEPSPECFIVE

As previously suggested, the perspective employed in this paper is that accruing from flight
controls experience, yet tempered by acknowledgement of software engineering techniques. This view
espouses a V&V methodology not radically different fran current D~~S practice, but one which is holstered
to accommodate more demanding validation requirements. Consider then how traditional FCS practices can
be augmented or enhanced by certain software techniques as a means of upgrading DFCS assurance
technology.

Traditional FCS Practice

Analyses and testing are central to conventional FtS development efforts. Performance analyses
usually focus on the control laws , and safety analyses on the organization of the system. Tosting is
performed in a sequence of activities which initially focuses on control laws and increasingly on the
total system mechanization. Such practices continue to be effective for current digital mechanizations
for several reasons:

o System requirements are well understood

o System configurations are relatively straightforward

o Criticality of automated functions is quite limited.

Projected DI~ S Practice

To meet ti~e needs of future DFI S, it is projected that traditional F~S engineering practices will be
augmented in the following ways. Note that increased system integration is presi.mmd, as discussed in
1~ ferences 7 and B, and that the front end of the system development cycle is accorded due emphasis.

o Hardware considerations will be subordinate to software decisions — the “software first” approach
described in Ref. 9 will be necessary to accommodate new or ill-defined user requirements, to
validate system concepts, to develop crucial algorithms, and to define computer subsystem
requirements. User interfaces and real—time interaction will be dominant concerns.

o More assurance features will be designed into flight software — a variety of fe~atures which foster
quality or assurance thereof will be designed into software. ~.Sost are based on modern programming
practices which render software more testable and analyzable. Others relate to integral
redundancy which foster consistency or reasonableness checks (Ref. 10).

o Software analysis will be performed extensively — analysis of flight software will be widely
employed because of its cost effectiveness and its value to an integrated methodology.

o Higher order language (HOL) s 11 continue to be increasingly ilTçor Lant — the need for machine
independence, i.e., software portability, in the “software first” approach and the capacity to
design in assurance features will both further underscore the value of HOLe . This will not,
however, preclude assembly language coding of target machine related functions.

o Testing will be designed to elicit definitive and conclusive information — careful formulation of
requirements and software analysis will be employed in determining optimal test strategies of
pre—established significance. Several d imensions of test coverage will be employed to facilitate
quantitative indices of test conclusiveness. Of the projected practices listed here, this is the
most formidable in terms of requisite technology advances.

Software Enyrieering Initiatives

A concensus of distinguished leaders in software engineering concluded that there is “an
increasingly urgent need . .. ( for).. .testing and evaluating the many software engineering ideas and
techniques that have been put forth” (Ref. 11). For reasons differing from those of the panel members ,
who wish to see the results of their research put to practical use, flight control engineers might well
concur. The most cxmpelling reason is simply that of the need for more p~.ierful methods and tools to
cope with increasing software complexity and flight criticality.

The cost and efforts involved in selecting and adapting software engineering assurance methods not
only appears to be a matter of necessity, but one justified by the economics of not obtaining new
methods. It should be noted that the methods for Dt~S need rot be elaborate or universally applicable.
Ra ther they should respond to the specific needs of DFCS software, and to a surprisingly significant
extent , these methods might be disguised or expanded versions of technology previously employed in flight
controls. Development of a V&V approach will hopefully clarify this correspondence.

-— —- ~~~~~~ - -~~~~~~~ --  - —. ——- — -~~~~~~~ - - — - - “— .-- __________
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APPRW~ I

The approach to DFCS validation developed in this section is not a review or restatement of V&V
methods or methodology. References 12, 13, and 14 already provide excellent surveys of the basic
sof tware assurance technology, especially with regard to verification techniques. Rather the intent here
is to address far—term DFCS validation needs mainly from a flight controls background, yet from a much
broader perspective. Thus, the approach formulated does not hesitate to incorporate sof tware engineering
type concepts so long as they promise to contribute to stated needs.

Recall that contemporary DFCS, e.g., digitized versons of prior analog systems, are not at issue;
existing assurance technology is considered adequate to accommodate them. Of interest then are
fault-tolerant Dt~S performing augmented FEW and active control functions while interfacing with the
flight crew via an integrated flight station. Thus, validation is addressed in terms of reconfigurable
flight—critical systems whose arch itectures are not preconceived or restricted.

Hence the needs to focus on the front end of the system development process and to acknowledge the
need for technical planning cannot be avoided. The emphasis, iuQever, is on the essential technology and
its proper utilization rather than on system management practices. Quite briefly then, the issues
addressed here are how might the DF~S validation problems of the far-term be addressed and resolved, and
what enabling technology remains to be developed?

System Development

In developing highly reliable systems of even moderate performance complexity, the confirmation of
user acceptability must be considered from the ootset along with performance and functional design
issues . This is consistent with the old cliche that quality and reliability cannot be added after
system design. Not only must quality be designed into the system, but ideally provisions for confirming
quality and reliability should be devised and effectuated at appropriate steps of the develcc*Tent
process. it is helpful, then, to consider the development process with emphasis on those activities
which most significantly affect system validation.

A basic system development process compatible with Air Force Regulation 800—14 (Ref. 15) is depicted
in Figure 1. This diagram emphasizes the software tasks and indicates several software verification
steps. The process illustrated is considered quite acceptable in dealing with contemporary systems. In
dealing with far—term DFCS, however, rather significant elaboration is essential. In this context, the
Conceptual , Definition, Test & Integration, and Validation Phases are of particular interest.

Figure 2 is a simplified version of the system development process which highlights the activities
of primary interest. For a truly advanced DFCS, the most crucial and challenging activity is usually
that of defining system requirements which are realizable and which suitably support fulfillment of the
mission requirements. In the Conceptual Phase then, a feasible conceptual system must be formulated to
respond to evolving system requirements. At this point it is essential to ascertain that a practical
system can be implemented which meets user needs.

During the Definition Phase, those requirements must be refined and finalized, but this can be
deceptively difficult  to do. First of all , the user needs may not be adequately determined, and
secondly, they may be hard to express properly. Note that the substantial problems currently encountered
in the form of changing requirements tend to became quite amplified for the type DFCS under
consideration . Factors which can impede the determination of system requirements include: ill-defined
f light crew roles , needs, and interfaces; inadequate airframe models or mission scenarios; and
ill-def ined or unsatisfactory interfaces with other systems. Where certain aspects of system
requirements cannot be resolved, accommodations should be made for projected options, which must not
presume that all problems can be resolved later through software changes.

Once proper ly defined, the system requirements must be stated in such a way that meaningful
determination of compliance can ultimately be achieved and that they can be readily used to develop the
requirements for the software and various hardware components. Unfortunately, difficulties with system
requirements, which can arise from erroneous , inadequate, or ambiguous provisions , tend to propagate to
the component specifications. These types of deficiencies are all too common, and their correction
relatively costly.

~ihift ing to the output end of the development process, consider next the nature and problems of
system validation. Note that software verification constitutes an inner loop function to be carpleted,
along with system integration and development testing, prior to the initiation of the validation
activity. System validation relates directly back to the system requirements, and if the Definition
Phase has been properly concluded, validation normally proceeds much more mioothly.

System validation does involve getting the user back in the loop, normally in a much more tangible
manner. Thus, serious problems in user acceptability may arise, if only because more data are available
to the evaluators. But the prerogative to demonstrate compliance with the ~inalized system requirements
should exist, and addressing this problem is a technical netter of immediate concern.

- - -~~~~~~~~-~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~



20.5

Basically, the intent of system validation is to confirm that a DFCS satisfactorily performs all of
its intended functions without asy undesired side effects. The term system is construed to encompass
hardware, software, flight crew, and procedures as they interact over the range of ~~ nissable flight
conditions. Demonstrating proper operation of explicitly described functions is clearly a more
straightforward undertaking than confirming that under no untoward circumstances might the system e,thibit
undesired behavior. This is particularly true for digital mechanizations, where the structure and
organization of the software is relatively cxeplex oompared to analog equivalents. In a~ ’ event, system
validation must address these t~~ aspects of system operation, normal and anomalous, and do so in a
efficient and conclusive manner.

Ir ~egrated Methodology

An integrated V&V methodology is one in which the various assurance methods contribute in a timely
and complementary manner to provide adequate overall coverage. Defining and evaluating coverage,
however, is a significant problem in itself , as is a meaningful interpretation of its significance
relative to system acceptability. Once an approach to coverage is formulated, the methodology should
provide an optimized strategy for enhancing coverage for the tine and effort expended. This in turn is
based u~rm software analyses and automated testing.

Such a methodology is xmpatible with the development process depicted in Figures 1 and 2. The
course then is to develop in more detail certain aspects of the process. Unfortunately, existing
technology has not been found adequate to effectuate the overall methodology , so the associated research
needs are identified in this section and discussed in a subsequent one.

As noted in Figure 2 , the concept and the system validation activities are of pr imary interest here.
Concept or control 1a,, algorithm validation is undertaken to minimize risk t~y clarifying and defining
system requirements and implementation decisions at the front end of a project. Both involve simulation,
possibly of a very substantial extent. The associated technology however, is not unavailable. The
crucial issue is the recognition of the need or value of this stage of validation, which is not often
pursued adequately, and the resultant allocation of resources.

Ironically, the system validation activity, which is rather custc*nary, is considered to be in -

appreciable need of technology advances to accommodate future DFCS. Again, simulation is seen to be a
vital part of the process, owing in part to the more important role of the flight crew in validating
innovative configurations. Table IV summarizes the attributes of these three types of validation.

As a prelude to further consideration of system validation, assume the following scenario:

o System requirements are documented

o The embedded software is designed well and is verified

o Design assumptions are clearly identified

o DFCS integration and development is completed.

The overall objective of system validation can then be expressed in somewhat more detail by the
following expression:

VALI t~ TICt~ = (P1~~ RAM (DVER~~E) (METHOEB RELIABILITY) +____________ —I

Affirm Acceptability

(~~ RDR ccNEPP~ E) (PRXMW4 WVEIW3E) (METHOEE DEPF~ r~rnLITy )

Confirm No Arxxnalies

This expression indicates the twofold nature of validation. In the first case, rather strong
conclusions regarding system acceptability are sought. This is very challenging, even where testing is
supported by suitable analyses. Increasing the likelihood of detecting software errors constitutes the
thrust of the second aspect. This involves prior assessment of the types of potential software errors
and of effective testing means of determining actual occurrences. Note that both aspects of system
validation are basically test oriented, as appropriate to questions relating to externalized phenomena,
such as user environment and procedures. Strictly analytical means are considered more germane to
software verification.

In this context, the approach is devise test strategies which purposefully elicit software error
manifestations when applied. Note that although software receives special attention, the basic emphasis
is on the acceptability of the total system. Here software performs system functions through
interactions with hardware and the flight crew, and these functions must fulfill  the stated system
requirements. These in turn, then, must be translated into explicit test procedures which properly
acknowledge details of the DFCS implementation . Figures 3 and 4 summarize this process, which presumes
the availability of the various validation methods to determine the test sequence.



~~~~~~~~~~~~~~~~~~~~~ 
‘
~~~~~

‘ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~ - -

20-6

This type of process is not incompatible with recent software engineering research. One such
initiative of particular relevance has sought better ways of relating the input domain and sof tware
structure to test case generation strategies. While basic theoretical work has been done in this area
(Ref. 16), meaningful extension to practical methods remains to be achieved. The promising benefits of
improved test coverage, conclusiveness, and efficiency continue to motivate interest. The cases most
easily dealt with are those of discrete—valued input domains. In fact, when the number of possible
combinations of input values is relatively emall, exhaustive testing of all possibilities is a
potentially realizable approach to verification or validation.

Test case generation strategies are not well—develcped, however, for input domains encompassing a
large number of discrete—valued variables or even a small number of continuous variables. Better methods
could substantially reduce the huge number of simulations often required to gain confidence in the system
over the flight envelope.

Figure 5 represents a re~ imended approach toward developing those software engineering techniques
which are considered vital in attaining assurance levels to cope with flight-critical functions. These
techniques center largely on software analysis techniques, and those associated with the negative (error
detection) aspects of validation presently seem relizable for given implementations. Those associated
with the aifirmative (proof equivalency) aspects merit considerably more applied research attention.
()uantitative measures of program coverage and the determination of test significance are of pivotal
importance. These vital issues are examined further in a subsequent section.

Optimized Testing

Testing can be optimized through improved test procedures , facilities, and termination criteria.
Properly stated requirements and software analyses constitute the basis for improved procedures as
indicated in Figure 3, but further consideration needs to be given the nature of the software analyses.
Facilities to enhance testing include automatic stimuli insertion, execution monitoring, and results
processing. These are all based on suitable internal access to the flight computers during program
execution; the major concern is to interpret the stimul i correctly and not to affect normal operation in
any unintended way. Table V indicates the similarity of this sof tware testing technology with prior FCS
technology. In the case of termination criteria, software analysis again provides the basis for the
decision.

Software analysis plays a vital role in DFCS testing, because black box type functional testing is
inadequate to exercise the flight sof tware properly. Through careful examinat~-’n of the program,
analyses can provide meaningful test strategies. A thrust of affirmative testing is confirming the
absence of specific potential deficiencies, rather than just exercising the system over same portion of
its input domoin. Collectively, these test cases confirm the absence of errors.

Affirmative testing must consider the input domain, the design of the implementation, and the
functional requirements related to the domain. Consideration of the input domain is essential in that
all of the input possibility are germane to the formulation of meaningful test cases. This must include
the inpu t variables and the range of possible values of each , as well as the combinations of values which
are possible in the operational environment. For DFCS, the input domain includes Boolean variables, such
as the node or validity signals, and sensor inputs which are discrete valued as a result of
analog—to-digital (A/D) conversion.

The functional requirements defined on the input domain are essential in that these tend to provide
a starting point for partitioning the input domain as well as to form the basis for evaluating the test
results. The Boolean variables , at the system input level , are generally used in the selection of
internal flow paths, and so the partitioning effect is usually evident. Aff i rmat ive  tests set up on such
variables are formu] mted to confirm that the desired paths are in fact being selected internally.

Certain sensor variables, such as altitude or Mach , are also used in flow path selection. Examples
of this are in functions, e.g. , gain scheduling, which are different over certain ranges of altitude or
Mach. The threshold values of such sensor variables also provide insight into meaningful partitioning of
the input domain. The affirmative testing must confirm that the path selection logic correctly uses the
values fran various regions of the partitioned input domain.

The internal structure and design of the implementation must also be used in partitioning the input
domain. Singular points resulting from the compu tational algorithms are of interest , as well as flow
path selection which occur in the case of a non—linear gain schedule function represented by several
piecewise approximations. The external definition of the schedule might be by a table giving selected
values. The table itself would give no indication of the internal logic involved in determining the
gain; in this example, the selection of the proper piecewise approximation.

As mentioned previously, affirmative testing must also relate to the functions performed on the
input domain, so test cases are required which confirm the generation of the acceptable outputs. The
confirmation that the outputs are acceptable for the input test cases considered is fairly
straightfotm~ard; establishing the freedom fran any undesired effects is somewhat more challenging.

~~~L ~~~~~~ j - - - . -  ~~~~~~~ -~~~~ --~~~-~~~ -
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This type of testing is rather ~~mon programming practice wherein special tests are devised to
specifically verify some portion of a program, such as a complex segment of control logic. Frequently
this is done on an intuitive or informal basis, without rigorous analysis or documentation of the types
of errors that the test would reveal. Nonetheless, the test is oriented toward affirming correctness,
and it is devised with the program design very much in mind.

Tests of large computer programs tend to be oriented som€what differently. The nature of the input
dceiain and the functional requirements are considered in generating test cases, but the software design
may have reduced influence on the test cases selected.

A challenge for F~~ engineering, then, is to utilize the software engineering contributions to test
case selection. theory, and to extend and adapt then to systems applications. Table VI lists an
integrated collection of methods which night be employed during DF~ S validation, and indicates their
intended pur~~~es.

~~~~~~~~~~~~~

o User acceptability of farther-term DFCS will increase the importance of simulation, both on the
front end and the tail end of the development cycle.

o Determination of detailed DFCS requirements will be much more important than a formalized
expression of them.

o Full—time flight criticality and increased xmplexity will cxiipel the adoption of software
engineering based assurance methods.

o Software analyses will play a vital role in defining DRCS test strategies and procedures.

o Software engineering issues of program coverage, test conclusiveness, and termination criteria
should be further investigated in the context of DFCS needs.

o Flight software error data bases should document the specific V&V measures which the respective
errors have evaded.
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TABLE I. MOTIVATING FACTORS

Trend Need Solution 
[ 

Remarks

Increased Demands Reduced Crew Auto mate/Optimize Cock pit Two-Mon Crew Comp licates Problems
on Crew Workload Activities

Denser Airspace Improved Air Enhanced Pi lot/Controller Cockpit Disp lays/Procedures Affected
Uti lization Traffic Contro l Interact ion

More Precise Position Fixing Global Position System Reference
Airborne Co llision Avoidance System Must be Operat ionall y Practi ca l

in Cockpit

Unacceptabi lity of More All—Weather All-Wea ther Take-off/Landing Microwa ve Landing System Options
Weat her Delays Capability Improved Weather Info rmation Weather Updating and Disp lay

Severe Win dshear Avoidance Winds hear Detection and Warning

More Economica l Fuel Conserva — Active Contr ols Multi plicity of Functions
Operation s tion Optimal Energy Management Guidance Reth/Thrott le Settings

Better Dispatc h— Automat ed Maintenance Sophisticated Self—Test Capability
abi l ity . . .Better Resource Uti lization System Fault—To lerance and Recon-

figuration

Environmenta l Noise Abate- Selected Climbout/Descent Guidance/RNAV Considerations
Concerns ment Profi les

Emissions Engine Monitoring/Tuning Maintenance/Performance Implications
Contro l

TABLE II. IMPLICATIONS OF ADVANCED CONFIGURATIONS

RESULTANT NEEDS

PROSPECT CONSEQUENCE SYSTEM METHODS

Extens ive Deployment of Higher Iivels of Safety More Reliabl e System More Powerful
Flight-Critical Functions Asiwonce Required Mechanizations Assurance Methods

Tailored System Archi— Complex Executive Improved System Engi- More Versatile
tectu res Programs n..ring Practic es Assurance Methods

More Functional list.- Compl.x Applications Improved Software More Powerfu l
grat ion Programs Engineering Practices Assurance Methods

More Intense Operationa l Increased Pilot More Pilot Ass ist Human Factors
Environinint Workload Functions Work load Metho ds

Integrated Flight Slation Information Manage- Computer Processing Human Factors
mont Distillation and Forma tting for Communication Methods

Dhploys
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TABLE III. DISTINCTIONS BETWEEN VAL IDATION AND VERIFICATION

CHARACTERISTICS VALIDATION VERIFICATION

Scope Total System Computer Prngram

Reference System Requirements Software Requirements

Emphasis Overall Acceptabil ity Log ical Correc tness

Focus on Software Externalized Behavior Internalized Details

Environment User or simu lated Test or Ahatract

IMPLEMENTATION ASSURANCE
ACTIVITIES ACTIVITIES MILESTONES

ESTABLISH VERIFY
PERFORMANCE PERFORMANCE
REQUIREMENTS REQUIREMENTS

CONCEPTUAL
PHASE

DEVE LO P VALIDATE VALIDA TE D
CONCEPTUAL SYSTEM SYSTEM
SYSTEM CONCEPTS CONCEPTS

FINALIZE VALIDATE VALIDA TED
SYSTEM CONTROL CONTROL
REQUIREMENTS LAWS LAWS

D E F I N I T I ON
PHAS E

PREPARE VERIFY
SYSTEM SYSTEM
SPECIFICATION 3FECIFICATION

DEFINE VERIFY
COMPUTER COMPUTER
PROGRAM PROGRAM
REQUIREMENTS REQUIREMENTS

ANA LYSIS
PHASE

PREPARE VERIFY
COMPUTER COMPUTER
PROGRAM PROGRAM
S PECIFICATION SPECIFICATION

FORMULATE VERIFY
DESIG N I COMPUTER COMPUTER
PHASE I PROGRAM PROGRAM

DESIGN DESIGN

=~ [ ~~~~~~~
PHASE [ 

PROGRAM SOFTWARE

REFI P~ VERIFY VERFIEDCOMPUTER C%M SOFTWARE

— TEST A
INTRGEAT ION
PHASE

INTEGRATE &
DEVELOP
SYSTEM

VALIDATE
SYSTEM IN

— 
SIMULATOR

VAL IDATI ON
PHASE

SYSTEM IN 
VA LIDATED

FLIGHT TEST SYSTE M 4

_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  - -
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DEFINITION PHASES CODING & CHECKOUT PHASES AN VALIDATION PHASES

Figure 2. Simp lified DFCS Development Process

TABLE IV. TYPE S OF VALIDATION

TYPE PHASE INTENT APPROACH COMMENT

Concept Validation Conceptual - Establish Viability Large-Scale Host “Software First ’
of Innovative Machine Simula- Approach
System Concepts tion

Control Law Validation Conceptional Establish Feasibil- Host Machine Top—Down/Bottom-
or Definition ity Simulation Up Software Develop-

ment

System Validation Validation Confirm Sys tem Target Machine Usually Intended
Specification Simulation and Sense of Validation
Comp liance Flight Testi ng

MISStON

I D(FINITION ANALY S IS , DESIGN, TEST & VALIDATION
PHASE T AND CHECKOUT r INTEGRATION ~ 

-. 
PHASE

I I & CODING PHASES I PHASE

~~~ Flgur. 3. Test Proc.dure Generation Overview 
~~~- --- -- --“--‘- — -j - - - - -  - - ---- ~~~~~~~----“-- ‘ - -~~~~~~~~~~~~~~~~~~~~~~
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] 
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______(
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Figure 4. Detailed Test Procedure Generati on

SOFTWARE
ASSURANCE
STRATEGY

I _ 
_ _  _ _

SOFTWARE PROGRAM ANALYTICAL [ ETHODS 1
PHENOMENA ~~~~~~~~~~ 

TR ACTABILITY 
[

~ ONCLUSIVENESS

• INHERENT CHARACTERISTIC S • TYPE • USABILITY • RELIABILITY
• APPLICATION - EFFECTS • QUANTIFICATION • SCOPE • AFFIRMATIVE VALUE
• IMPLEMENTATION Et FECTS

_ _ _  I _ _ _

ERROR [ COMPUTER METHODS
DETECTION PROGRAM VALID lY &
COVERAGE COVERAGE CONCL USIVENESS

I 

_  

I

IDENTIFIED
VALIDATION

Figure 5. Validation Technology Approach
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TABLE V. SOFTWAR E TESTING COUNTERPARTS

TRADITIONA L
TEST METHOD COUNTERPART COMMENTS

Test ,Driver FCS Self Test Exerci ses Hard—wired Dig ital P~ogrcirns in Analog FCS

Execution Monitor FCS Self Test Assessment Hard—wired Dig ita l Programs in Analog FCS

Execution Monitor Flight Test Instrumentation Comparable Instrumentation of Software

Assert ion Checker Operat ional Mode Monitor- Malfunction and Performance Monitori ng
ing

Test Result Simulation Data Reduction Utilit y Programs for Statistical Data Anal ysis
Processor

TA BLE VI. DFCS VALIDATION METHODS

PHASE METHOD CONTRIBUTION

Conceptual Large—Scale Host Machine • Determination of Conce pts Feas ibility
Simulator e Def n ti on of Flight Crew Interface

e Rei ement of System Requirements
• Definition of Computer Subsystem Requirements
e Development of Applications Software

Definition Tradeoff Anal ysis • Substant iation of Design Decisions
Host Machine Simulation • Determination of Control Law Acceptability

• Develo pment of Applications Software

Validation Structure Anal ys is • Anal ys is of Data and Contro l Structure
Symbolic Execution • Test Path Generation and Anal ys is
Testcase Selection e Optimum Choice of Test Cases
Test Driver • App lication of Test Sequences
Execution Monitor e Acquisition and Comp ilation of Test Data
Assertion Checker • Confirmation of Prior Anal yses
Test Result Processor • Summarization of Test Results

. -

~

—-
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LOGICIEL !WI ON I Q UE:

EXPERIENCES PRATIQUES D’UNE METHODOLOGIE

J. PER IN

E L E C T R O N I Q U E  M A R C E L  D A S S A U L T

9 2 2 1 4  S A I N T — C L O U D

F RAN CE

RESUME Cet exposé décrit l’organisation et Ia méthodologie appliquees pour la rEalisation

des logiciels implantés dans les calculateurs principaux des avions MIRAGE F l  et

MIRAGE 2000.

L’ accent eat p lus particulièreinent mis sur l’importance fondamentale des phases de

definition et de validation des prograulnes.

Des exigences de s~retC de fonctionnement élevCes , ~.1liées ~ de sévères contraintes

industrielles ne permettent pas de prendre des risques considérables en expérimentan t

“R chaud” des méthodea non confirmées.

C’est pourquoi is caractCristique principale du développement de ces logiciels a été

Ia else en oeuvre de techniques et d’outils traditionnel s dans Ic cadre d’une

méthodologie rigoureuse et par un personnel ~ tort potentiel .
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CHAPITER I

INTRODUCTION

L’ELECTRONIQUE MARCEL DASSAULT (EMD) eat spécialisée dans l’étude, le développement et la fabrication
d’équipements électroniques de pointe , tant dana le domaine militaire que dana le domaine civil.

L’effectif de l’EMD est de 2500 peraonnes , don t 1400 ingénieurs et cadres. L ’informa tique aérospatiale

(calculateurs , bus numériques, systèmes- digitaux, logiciels de base et d’application) constitue une des

[ activités principales de I’ELECTRONIQUE MARCEL DASSAULT : 20 a 25 % du chiffre d’affaires est rdalisé dans
cc domaine.

Depuis 1965, époque a laq uelle l’ EMD a concu le premier calcula teur embarqué eurcpéen utilisan t des

circui ts intCgrés , les missiles balis tiques français sont équip és de caicula teura unIversels EMD, puis

EMD—SAGEM a la suite d’accords de cooperation signés entre les deux sociétés.

En 1976, l’accroissement des besoins en matière de puissance de calcul conduit l’END a promouvoir en France
de nouvelies technologies de composants et de circuits pour créer une nouvelle génération de calculateurs

universels

— 1084 pour les missiles balistiques,
— M182 pour l’avion MIRAGE Fl ,
— 2084 pour i’avion MIRAGE 2000.

Le système de t ransmission des informat ions numériques a bord de ces missiles et avions a iui aussi été

développ é par END c ’est le bus numdrique GINA.

L’EMD realise egaiement tous lea logiciels de base et , sous la maitrise d’oeuvre de ses clients , Ia
plupart des logiciels d’ app lication concernant sea propres caiculateurs aérospatiaux. L’introduction de Ia
nouveile gCnCration de calculateurs END en tant que caiculateurs principaux des avions MIRAGE Fl et
MIRAGE 2000 développe considérablement cette activitd logiciei le volume des programme s a définir et a

réaliser dana les trois domaines des logiciels de base , des logiciels d’app lica tion , des logiciels de

validation a nCcessitC la constitution progressive d’un groupe d’environ 60 ingénieurs.

Une méthode de travail extrCmenient rigoureuse a été misc en place pour gérer l’ensemble de ces projets .

Avant de dCcrire lea grands principes de cette organisation , les enseignements pratiques resultant de son

application depuis plus de deux années et les ameliorations a y apporter , ii est indispensable de préciser
le contexte general de cette exp erience méthodo iog iq ue par

a) un bre f rappel des fonctions du calculateur principal dana un système d’armes avionique ,

b) is description soimnaire des différents logiciels,

c) un aperçu des contraintes industrielles de ces réalisations.

L _ _  _ _ _
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CHAPITRE II

CONTEXTE DE L ‘EXPERIENCE METH000LOGIQUE

2. I. FONCTIONS DU CALCULATEUR PRINCIPAL DAMS UN SYSTEME D’AIENES AVIONIQUE

La système de navigation et d’atcaque (SNA) d ’un avion de combat mode rne peu t étr e trés schémat i—
quement illustré, dans son principe general, par la figure suivante

POSIES DE VISUALISATION

écran viseur
tCte basse téte haute POSIES DE COMMANDES

I _ _ _ _ _ _ _ _

I _ _  _ _  _ _  _ _

générateur poste de [poste de poste de

~ I de coninande commande comandea symboles radar navigation armament

BUS NUMERIQUE

radar

( centrale
I aCro—

C [d~namicue
A
P~~
E
UR
S

centrale 1I
a 

~~~~~inertie

-
~ BUS NUMER IQUE

~~~~~~ ,p_. ~pi~ p ~~~~~~~~ _ ~~~~~~ ~•#
- 

~~~~~~~ — — ~d. 
~~~~~~~~~~~~~~ ~~~ ~~~~~ ~d~p ,- ~P -, ~~~~~~ ~~ d ~/ 1A

calculateur ~~t1té ‘ l~~~~~
’ts armaments

[PrinciPal ] seCOfldaire j 
Ibombes missiles

CIRCUITS O~ARMEMENTS
Parmi lea principaux equipements du SNA , on distingue

— des capteurs : centrale R inertie , centrale aérodyn enique , radar , e tc . . .
— des postes de visualisation écran t~ te—ba sse , viseur tate—haute , e tc . . .
— des postes de commande pour la navigation , l’ armemen t , le radar , e tc . . .
— dee circuits d ’armements : pour bombes , canons , missiles , etc . . .

Bien que touC ces équipementa comportent une part de plus en plus grande d’électronique numCrique ,
c ’est A dire de processeurs sp~cialisCs et trAs intCgrés au materiel , les calculs ef fec tuCs  y sont de
nature diffCrente de ceux du calculateur principal : ils sont spCcifiques de l’Cquipement , contr ibuent
directement A sea performance s et ne t ra i tent  gCnCralement que des donnCes locales.
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Au contraire, le logiciel du caiculateur principal intervient au niveau global du système de façon

relativement indCpendante des caractCrietiques particuliCres des équipements. II assure deux types

de foactions

— des fonctions de Zestion centralisée (echange s d’information, surveillance du fonctionnement

d ’ensemble)

La schema fa i t  apparaltre le r~ le part iculier du bus numérique ou “di gibus” auque l son t connectCs

la plupart des équipements du système d’armes. Lea informations échangées entre ces Cquipements

transitsnt sur cette liaison sous forme numCrique et suivant un mode de multipiexage t emporel a
haute fréquence. Las liaisons directes entre équipements sont de plus en plus rares : il en subsiste
encore quelques unes pour différentes raisons (survivance de techniques analogiques, debit d’infor—

mations, sécurité).

La ges tion du bus numérique est assurée par le calcuiateur principal. La système peut aussi étre

équipe d’une unite secondaire de gestion (USG) qui gère le bus en cas de défailiance du calculateur

principal

— des fonctions o~~ratjonne11es : I par t i r  des donnéea élaborCes par les capteurs et des ordres in—
troduits  manuellement sur les posIes de commandes par le pilote , le calculateur principal effectue
un certain nombre de traitements permettant d’assurer lea missions opérationnelles de I’avion
navigation , attaque Air—Sol , attaque Air—Air ; suivant la mission , cer tains résul tats de calcuis

son t adressCs a des équipements connie las ci rcuits d ’ armement, d’autres informations sont présentees
au p ilote sur lea postes de visualisation. Dans q’- ~ques cas , une par tie de ces trai temen ts est

effectuée par des calculateurs impiantés dana le radar ou le viseur par exemple. L’un i té de ges tion

secondaire (USC) peut égaietnent assurer certaines de ces fonctions opérationnelies et jouer ainsi le

r~ le d’ un deuxième calculateur principal.

2.2. DESCRIPTION SOMMAIRE DES LOGICIELS

Outre lea logiciels d’ application , dont les fonctions ont été sommairement décrites dans le paragraphe

précédent , ii a été nécessaire de développer des logiciels de base et des logiciels de validation in—

dispensables I l’écriture et a Ia mise au point des programmes.

2.2.1. Logiciels d’application

II s’agit des logiciels implantés dana lea caicuiateurs principaux des avions MIRAGE Fl et

MIRAGE 2000.

La tableeu ci—dessous donne le type des cal cuJ a teurs  END , les fonctions assurées par le

logiciel et le langage de programmation re tenu.

Syst ème d ’ arme s Calculat eur logicie l
pr inc ipa l  -Fonctions Langage

let type MIRAGE Fl M 182 a) ges tion centralisée

b) Naviga tion + Air—Sol Assemble ur

2ème type MIRAGE Fl 11182 a) gestion centralisCe

b) Navi gation + Air—So I Assembleur

Ic r type MIRAGE 2000 2084 a) gestion centraiisée 
LTR

USC 284 b) Navig ation + Air—Sol
+ Air—Air

2Cme type MIRAGE 2000 a) gestion centraii~~.~
b) Navigation + Air—Sol LTR

I + Air—Air
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2.2.2. Logiciels da base

Ont ét é rCalisés les log iciels de base suivants

a) 
~~~~~~~~~~~~~~~~~~~~~ 

: assembleur , comp ila teur LTR (le LTR est un langage évolué
temp s reel défini  en France par le Cen tre de Progranination de Is Marine des 1969 et qui a
pour vocation d’ Itre le langage de progranmiation temps reel conanun aux trois arme s Terre ,
Mer , Air) , slmulateur . chalne d’ a rchivage at de gestion des bibliothèque s de programmes.

b) 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 

assembleu r local , moniteur temps reel
mu l t i—t lches , p rogramme s d’ aide a la misc au point du log iciel d’ application , prog r ammes

de tests  et de recette du mater ie l . . .

2 .2 .3 .  Logiciels de validat ion

Ces logiciels sont imp lantes dans Ic calculateu r d ’ un materiel appelé “Baie de Validation du
Logiciel ’ (8VL) . Ce t te baie est utilisée pour tester dyn amiquement et valider las logiciels
d’ app lication avan t 1 integrat ion e f fec t ive  du calculateur principal dan a son environnement

opCrationnel.

Cat outil particulièrement performant simule les equipements reels constituan t le système

d’ armes , non pas au niveau de leur fonctionnement intrinsèque , mais I celui de leur interface
avec le caicuiateur emb arqué , en respectant scrupuleusement las aspects temporela , information—
nels et interactifs. La conception et les possibilités des Baies de Validation du Log iciel”
développées par END sont prëcisees dans le chapitre suivan t (paragraphe 3.6.6).

Ia log iciel qui a été réalisé comporte un tronc commun (20 K mots) et une partie plus pro—

premen t spécif ique des équipeme nts I simuler qui peut atteindre 35 K mots pour les sys tèmes

de naviga tion e t d’ attaque 00 Ic r~le du calculateur principal est le plus important.

2.3. XINTRAINTE S INDU STRIELLES

L dtude et le développement de tous ces log iciels se sont déroulés dans un contexte caractérisé par un
cer tain nombre de contraintes dont certains aspects ont déjà été evoques

a) les délais Ctaient très courts environ un an entre le debut de l’élaboration des specifications

et les premieres iivraisons de logiciel au ban c d ’intégration du système d’ armes. Dc cc fa i t ,
i’Ctude , la fabrication et la misc au point des calculateurs devaient s’effectuer simultanément I
Ia dCuinition et au développement du logiciel.

b) les interfaces étaient d i f f i c i l e s  a définir parce que beaucoup d’équipements devaient ètre modifies
ou u~ me dCveloppés pour les besoins specifiques de ces systèmes avioniques.

c) l ’ out i l de validation du logiciel (SVL) était entiCrement a concevoir et a reaiiser , tant au point
de vue materie l que log iciel.

d) Un certain nombre de logiciels de base étaient A développer coniplétement moniteur, compilateur

LTR , chaIne d ’ archivage.

Si ces contrainte s rendaient lea proj ets d i ff i c ile s , par contre il existait un certain nombre
d ’élCnient s favorables

a) nous disposions des 1977 d ’ un ensemble de service s logiciels regroupan t au total plus de 150 jeunes
ingénieurs possédan t une bonne experience dane lea domaines du log iciel de base , du log iciel
d’ applicat ion temp s reel et ayant de p lus une formation generale en éiectronique , automatisme ou
sCronautique . Cet te  reserve de potent iel  humain a f ac i l i té  Ia muse en place rapids d ’Cquipes
impo rtantes et comp Cte ntes.

hl1_ i _ ~~~~ —- — - — -~~~ — ~~~~~~~~~ _~~~~~~~~~~~ — ~~~~~~~ -- .~~~~~~~~~~ — -~ - - .. —~~~~
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b) d’ assez nombreux points commune existaient entra las diftérants systèmes avioniquas, ce qu i , an
ap écialisan t quelque s ingenieurs sur des problèmes precis, a pen is un certain trans tert de per-

sonnel en t ra las proje ts en fonction da retards ou de difficultés technique s imprévus.

c) Ic fai t d ’avoir confié la réalisa tion du bus numériqua , des calculateurs , des logiciels et de

leurs ou tils de production et de test a la méme societe a penis d’ at té nua r lea d i f f i c ul t é s
inhérentes a toute mise au point simultanêe de matériels et de logiciels.

CHAPITRE III

LA METHODOLOGIE

3. I . O8JECTIFS

Dc nanièra gènèrale , Ia uiét’nodolog ie apparai t comma une forme d ’ organ isa t ion techniq ue , humaine et
adminis trative du travail perinettan t de

— déf in i r , répartir , coordonner lea ac tivi t~ s d’un personne l nombreux ,

— prévoir , mes urer , con tr6ler  las dé la i s , les cotits , i’ avancement at Ia qualite des travaux.

No tre methodologie a été plus particulièrement orientée vers la production d’ un log icie l de grande

quali te répondan t aux trois objactifs suivants : maintenabi lité , fiabili té , optimisation.

En e f f e t , les caracteristique s du contexte qui viennent d’étre évoquées Iaissaient entrevoir qua le

Iugiciel serai t livré de facon partielle et progressive , que las adaptations apportees aux spécifi—

ca tions i ni tia les  se raien t nombreuaes , s ’étendraient sur toute Ia durée des projets et devraient étre

prises en cotnpte rapidement. C ’est pourquoi ii fallait que le log icie l sit une excellente m ái nten a—
bilit é, et donc qu ’ii soit structure da façon I étre facilement modifiable dans des délais relati—

vement courts sans r~mise en cause de l’ ensemble des programmes.

La iog iciel devai t évidement posséder une trés bonne fiabilité pour assurer une bonne sécuritd de

fonc tionneman t du sys tème avioni que.

E n f i n , comine dans tout logiciel temps reel embarqué , l’ optimisation du logi c iel  d ’ app lica t ion en

charge de calcul et encomb rement mCmoire devait ètre assez pousaee .

Ces trois objectifs (maintenabilité , fiabili té , optimisation) ne son t d ’ai ll eurs pas compatibles

en par ticuli- r , Ia main tenabilité ne peut Itre obtenue qu ’au detriment de l’op t imisa t ion des pro-

grammes. Un certain coinpromis est I étabiir , variable suivant lea traitements a effectue r : nous

avona pnis comma regle que le coOt en mémo ire  de is str~ ~~u r a t i o i i  modu la i r e  des programmes ne devait

pas dCp asser 10 Z et que le coti t en charge de ca icul  deva i t  ras ter  in f ér i e u r  1 3 1.

_ _ _ _ _ _ _ _ _  ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ -—~~~~~~~~~- --~~~~~~~~~~~~~~~~ -~~~~~~~~~~~ -— ~~~~~-~~~~~~ --- - -~~- —--~~~~~~~~~ ~ - - .-~~~~~~-
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3.2 .  PRINCIPES GENERAUX

Des exigences de s~ire té de fonc tionneme n t élevées , alliees I de sévères contraintes industrielies ,

ne permettent pas de prendre des nisque s conaidérables en expénimentant ~ chaud des mé thodes no n

confirmées. C ’est pourquoi Ia caractéristiqua principale du développement de nos logiciels a été Ia

misc en oeuvre de technique s at d’outils traditionnels dans Ic cadre d’une mé thodolog ie nigoureuse
at par un parsonna l a fort potentiel.

Las rincipas généraux appliqués ont été las suivant s

a) decomposition des travaux en étapes caractérisées par des responsabilités clairamant définies

et des points de contrMe permettant d’an mesurer I’avancament.

b) écri ture d’ une documentation préalablemant I toute rèalisation importante , une misc a jour  étant
faite en fin d’étape an fonction du travail réellemant eftectué.

c) pour chaque equipe , interdiction de comancer une etape tant qua Ia précédante n ’est ~~55 terminée.

d) procedures de test et de validation trèa poussées.

a) archivage et gestion des bibliothéques de programmes aur ordinateur.

f) contact permanent avec Ic maître d’oeuvre du système d’arme s a f i n  de lever las ambigui tés ou

imprécisions des specifications au fur et E masure qu ’alias sont détectéas.

g) a tout moment , possibilité de modifications I condition qua cette prise an compte se fasse au p lus

haut des niveaux concarnés (par example specifications système , analyse informa tique, coda ge de s

p rogrammes , etc...) quel qua soit le degré d’avancement du logiciel. Cette procedure est indis-

pensable pour garde r l ’ homogeneité de la documentation.

La méthodologia a etè appliquèe aux trois types de logicials qua nous avons précédamment distingues

log i ciels d’ app lication imp lantés dans le calculateur princi pal , logiciels  de base , log iciels de va-

lida tion. Pour rester dans le cadre des sujats abordés au cours de cc symposium , is sui te da ca t

exposé traitera uniquement du développement du logicial d’app lication .

3.3. PHASES ET ETAPES

L’ensemble des taches logiciel a été decompose en quatre phases , corr espondan t a des ac t ivi tés a t des

responsabili tes assez différentea chaque phase comporte elle—méme plusieurs étapes. Le coOt du logi—

ciel  d’ application a été ventilé en fonction de chacune de ces etapes (Ic pnix du matér ia l  de tests
a t de valid at ion n ’a pas ete pris en compte).

lère phase DEFINITION

éta2e l .l . definition globale

éta2e l.2. definition deta illee  14 Z

2 ême phase PLANIFICATION

réexa men de Ia faisabi lité technique ]
réexamen des besoins I

~ ta~ e 2 .3.  : réexarnen des coOts at des plannings J

-~~~~~~~~~~~~~ -
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3ème phase : REALISATION

~ta~e3 .I. : analyse globale 10 %

éta2e 3.2 . : analyse dCtaillée 20 %

éta2e 3.3. : codage at tes ts  unitaires  20 Z

ëta2e 3.4. : integration at  teats  statiques 5 1

éta~e 3.5. : tests dynamiques et validation 30 1

100 1

4ême phase : EXPLOITATION ET MAINTENANCE

— essais operationnels au sol

— essais opérationnels en vol

La fabrican t du log iciel n ’in tervenan t pas dans la definition giobale du système , ce tt e étape n ’est

pas, pour lui , generatrice de coOts . Par ailleurs , las travaux da Ia quatrièma phase n ’on t pas été

évalués isolément mais répartis sur l’ensemble des autres phases ; ils resultant an affat d’adap—

tations apportées a la definition du logicial at sont la source de coflts de mèma nature qua ceux
découlant directement des specifications initiales.

3.4. PHASE DE DEFINITION

Cette premiere phase est primordiale, lea ins uf f i s a nces I cc niveau peuvent ètre Ia cause essentielle

da dépassements en coOts at délais , queu e que soit Ia qualité des travaux ulténieurs. En particuliar,

las moyens da validation du logicial ne sauraient en aucun cas pallier las lacunes at ambiguités des

specifications. Dans tous las proja ts d ’une certaine complaxité , la souplesse du logiciel , c’est ~
dire sa facilité apparente da modification comparéa I celia du matérial , ea t plus souva n t un dange r

qu ’un avantage, car d I e  conduit trop fréq uemmen t I considérer ‘ qu ’il ea t toujours trop t6t pour

déf in i r cc qua I’on veut er jatnais trop tard pour modifier ce qui exiata ’, comae l’s écrit Monsieur

VANDECASTEELE , responsable des probièmes d’intégration de systèmes d’armes aux services techniques

aeronauriques de l’aninée da l’air francaise.

Cette phase da definition si fondamentale a ete placée sous la responsabilite du maître d’oeuvre du

système avionique et réalisCe en étroita collaboration avac les équipamentiers ; y ont Cgalemant

participé pour avis ou approbation lea pilotes d’essais at les clients.

Dana la premiere étape, les fonctions operationneules globales du sys tème d’ armes on t été déf in ies

dane une optique “utilisa taur ’ ; elles donnent lieu A un document de “specifications globales du

sys tème”.

La deuxième etape , oO Ia participation du fabnicant du log icie l a eLe extrèmement impor tan te , a eu

pour objet d’analyser at de décrira sans ambiguité las trai teme n ts I effectuer par le calcula te ur
pr inc ipal .  Cette description a été conduite dana une optique de decomposition fonctionnelle plus

qu ’opérationneile. Ces travaux Se sont concrétisés par Ia redac tion de “specifications détaillées du
logiciel” , document contractual du fabricant du logiciel via a via de son client.

Apr Cs coup, ii eat apparu que cette phase de definition devait ètre structurCe de façon différente

introduction d’une Ctape intermCdiaire de “specifications détaillées des fonctions opérationnelles” .

Cat aspect sera développ C u lt énieurem ant , dans Ic cad re des ameliorations apportées 1 la méthodologie.
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3.5. PHASE DE PLANIFICATION

Cette dcuxième phase , placée soua la responsabili te du fabricant du logicieI , a été de courte durée ,
ca r las travaux objat s  da ces trois étapcs ont été naturellamant abordés des Ia premiere phase bian
qu ’ils n ’an cons tituen t pas l ’ activité principalc. Ii s agissait d’en faire une synthèse et d’aboutir

1 des conclusions , fo rmalisées dana uric série da documents. Préalablement a toute réa lisat ion , cet te
phase a donc consisté  en un réexamen I vocation definitive de plusieurs éléments

a) Ia faisabilité du logicial , notamnient en ca gui concerne Ia taille mémoira at les charges dc

calcul , a étè revue ; pour chacun des systemcs d’armes , ii s eat  avé ré par Ia suite qua lea esti-
ma t ions fa i tes ~ cc stade I partir des ‘specifications detaillees du logiciel ’ avaien t une bonne

precision (j 5 % ) ,  mais qua par contra d ies étaient sur certains points notablement supérieures

aux estimations initiales établies I partir des specifications globales du système avionique .

La materiel  ayant été largement dimensionné des sa conception , ce tte augmentation de taille
mémoire des p rogrammes n ’a pose aucun problèma at en particulier n’a P55 eu d’influence sur las

délais de livraison des calculatcurs .

b) La recensement des besoins en personne l, matérial , iogiciel nécessairas I la rèalisation des

programmes opérationnels doi t ètre effectué a nouveau avec Ia maximum da rigueur au cours de cette

etape. L’accen t sara p lus particulièrement mis sur las besoins en materials dont les dèlais de

rëalisation Sont lea plus incompressibles. En particulier , c ’est I cc stade qu ’on t ete  décri tes

lea specifica tions da la “Bale de Valida tion do Logiciel’ (BVL) dont l’importanca fondamcntale a

déjà été mentionnée.

c) Un réexamen approfondi des cotits at des plannings achève cette deuxième phase dite de “planifi—

cation” . En a f f e t , cc n ’est qu ’une fois las étapes précedantes effcctuées qu ’il est possible de

determiner avac une cartaine precision les cotits globaux (l ogic ie la  de base ma tér ia l  a t log iciel

de validation compnis) at le planning de la phase de réalisa tion des log iciels  operationnels.

Nous avons assez bian su maltriser floe délais un retard paut se combler au mom s partiellement

par une augmentation de personne l des qu ’une organisation suffisamment structurée a été misc an
place . Las plannings du logiciel operationne l ont ete établis en tenant compte da deux types

d’im pératifs

basoins du maître d’oeuvre en matièra d’intégration du système d’ a rine s au sol et d’ essais en vol ,

date de misc a disposition des mo~ens de developpement , de misc au point ct de validation (cc

s~’n t cas dates qui ont constitué le chemin critique).

CaB con traintes ont Cté extrémement severes at nous ont conduit a effe ctue r des Iivraisons par—

tie lla s de log icial.

3.6. PHASE DE REALISATION

3.6. I. Structure du logiciel

La phase de réalisstion eat évideninant da Ia rasponsabi lité entiè re du fabrican t de log icial .

La petit groupa d’ingéniaurs qui a psrticip e 1 Ia phase de definition (étapa 1.2) a naturel—

lenient Cté conduit I jouer un rele predominant dans las deux premi Craa étapes de cette troi—

sième phase. Alors que la phase da defini tion prCcissit l’ aspac t opCrstionnel at la structure

fonctionnalia du logiciel (“que faut—il faire ?“), l’analyse globsie at i’analyse détaiilée

(étapes 3 .1 et 3.2) an precisent l’aspac t infommatique et la structure orgsnique (“commen t

résli ser ?“).

L. ~~~~~~. - - -- —
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Cette structure fait apparsitre trois notions correspondan t A trois niveaux hiCrarchiques
diffCrents

- tlche
— module
— pièce

[ Mcuiteur } logicial de ba se

/ \
t lche 

[
~Iche 2

logtctel
module I moduie 2 [ module 3 module 4 j module 5 d’applicstion

l’~ : pièce -

Cette architecture moduisira presante one csractéristiqua fondamantala

— tous les problèmes complexes I predominance informstiqua et iiCs 1 Ia gestion du temps en
general sont traitCs su niveau hiérsrchique supériaur (tlch~), las autras nivaaux (module at

pièce ) lea supposent résoius. Las tIches sont elles—mèmas axécutées sous Ia contr6le du
“Moniteur Temps Reel” , qui ac t on logiciel da base général , caracté n istique du calculstaur et

non de l’appuicstion .

— tous lea problème s I predominance fonctionnaila , c’ast I dire Is partie algorithmique pro—

prement dite , qui constituent 95 1 des specifications du logiciel at sun lasquals 99 1 des
modifications ont porte, sont traités so nivesu hiérarchique inférieur (pièce).

La pièce eat l’unité ClCmentaire et ~ondsmentale de is prograimnation c ’est le “composant ” du

logiciel , La brique de l’edifice ; sa tailla est volontairement réduite, de façoa A Itre faci—

lement maitriaable. Chaque pièce peut ~tre considérCe comma one botte noire, dont lea interfaces

et lea fonctions sont parfaiteniem t définies ; par pnincipe , chaque pièce eat individuellement

compilable , tes table at archivab le.

On module eat constituC par uric suite d’instructions qui na font qu ’appeler des pièce s ayant

toutes lea mémes contraintcs d’activa tion et dont le regroupetnent concourt A uric seule fonct ion
par exemple , un module ne fera appei qu ’l des pièce s a ’exCcu tan t I Is frCcuence de 50 Hz et

relative s au guidage de l’avion . Certaine s p ièces particu liCres peuvent Atre appelCes par
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p l usieurs modules. Si Ia p ièce ea t Ic “colnposant’ du logicie l , la module en eat Ic ‘sous—

ensembie” . Chaque module a egaiement été défini en tant qua “bolta noire” , avec ses entrées,
ses sorties et sea propre s jews de tests.

One tlche est constituéa d’une suite d ’appels I tous lea modules ayant las mImes contraintea
d’activation, que l qua soit laur rIle fonctionnel ; sinai , tous lea modules devant Ctra exécutés

A one fréque n ca de 5 Hz seront regroupès dane one seule tlche mIme s’ils remplissant des

fonctions trés diffCrantes. Par ailleurs , c’est au niveau des tRchas qua aont agaieni~ ~it regrou—

pees toutes lea operations d’entrée—sortia , de tella sorte que les modules, at r l”~ précisément
las pièces, ne travaillant qua sun las infonmations prCsantes en ménioira, sans svoir I as pré—

occuper de leur transfert avac la milieu extCrieur.

L ’archi tecture du logicial telle qu ’ella es t dCfinia jusqu ’ici , a son nivasu hiérarchique le
p lus ClevC ne rend pas coinpta du découpage fonctionnal at opérstionnel - système d’armas

chaque fonction (locaiisstion , designation , etc...) eat répartie entra differentas tIches,

une dizaine environ .

Pour remCdier A cet inconvenient , ii a ete introduit la notion da “chalne”. Las chalnes sont au
mIme niveau hiérarchique que lea tIches ; cu es consistent égaiement en un regroupement da mo-

dules, mais effectué cette fois I partir de cnitèras fonctionnels at non plus infommatique s

l’ensemble des modules assurant la localisation da l’avion , qual le  qua soit leur condition

d’ activation (5 Hz, 50 Hz , etc..), constitue Ia “chalne localisation”.

Coesne le montre is schema ci—dassous , un module as t i’élément common entre uric structure da

log icial Ctablie scion des critères informstiques (qui aboutit ~ is notion da tIche) at une

structure établie scion des cnitères fonctionnals (qui sboutit 1 la notion de chaina).

I logiciel de base
Moni teur j

tlche I tlche 2

_ _  _ _ _

module I module 2 module 3 module 4 module 5 log iciel
____________ _____________ _____________ _____________ _____________ 

d’appuication

~~~~~~3 P ~~~~~~E5~~~~~~~~~~~~~~~~~
8 P 9

4
~~~~~I l 2

— CHAINE I CHAINE 2

pièce
Exeisp le de tlches

— Travaux exCcutCs A Ia frCquance de 5 Hz ,

— Tnavaux exCcutCs A Ia fréquence de 100 Hz,

— Travaux exécutCs après one coupure d’aiimen tation ,

— Travaux exCcutés au démarrage du système ,

L — Travaux non prio nitaires exécut és lorsqu ’il rca te du temp s dispo nible (autotest , surveillance),

— etc...

-- -
~~~~~~~~~~~~~~~~~~~~~~~ --- -— ~~~~~~~~~~~~~~~~ ---~~~~~~~~~~~~~ 
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Exemple de chalues

— “Logique système” : assu re la choix d’ un mode de fonctionnement du système d’armas en fonction
des coimnandes du piLate et de Ia disponibilité des équipements concernes.

— “Cestion des echanges” : assure le dialogue entre le calculateur et is raste du système.

— “Localisation” calcule les paramétres instantanes determinant l’avion par rapport so aol at

I l’air en fonction des infonmations fournies par diffCrents capteurs du système.

— “Designation” determine at inémonise las coordonnCes d’un point designé par le pilots.

— “Cuidage” : éiabore isa éléinants nécesssires au guidage da l’avion vans one destination

I partir d’informationa issues des chaines de localisation , de designation at de posIes de

coirenande.

— etc...

Lea specifications detailueas de chsque chaine sons defin es dans l’Ctape 1.2.

3.6.2. Et~pe d’analXse g lobaIe

L’ snslyae global e (étape 3 .1) consista I

— décomposer lea chalnes en modules ,

— identifier lea diverses tlches par regroupement de tons lea modules syant lea mImes conditions

d’activation,

— ddcomposer las modules en pièces ,

— specifier les traiteinents I affectue r par chaque pièce ,

— attnibua r I chaque pièce des objectif s  de taille mImoire at de temps de traitament ,

— identifier las pièces conirnunes.

C’~i9t au cours de cetta etapa qua s’effactuent lea compromis antre lea contraintes de msintana—

bilitC et d’optimisation du logiciel ; one attention touta psrticulièra sara portée A Ia défi—

nition des Cléments qui diminuent is modulanité des programmes au bénCfice de Ia tailie mImoire
et de la charge de calcul (données psrtagées).

3.6.3. Eta2e d’ ana~~5 e d étai11ée

La Structure interne de chaque pièce est defin e dana l’étspa 3.2 (analyse dCtaillCc) oil sont

prCcisCes lea donnees traitees en consultation at misc I jour a t  øü sont Ctab l is  lea organi—
grannies détaillCs. Chaque pièce devant Itre muse so point isolémant , une fiche de test unitaire
eat rédigée, coinportant des jaux d’asaais statiquea et lee résultats thCoriques correspondants.

3.6.4. Eta~ede coda8e et de tests unitairce

L’Ctape 3.3 (codage et tests unitsires des pièces) est sssez triviale at quelque peu fastidieuse .
En cc qui concerne Ic logiciel MIRAGE 2000, I ’amploi do langsge CvoluC temps real LTR a penis
tine cettaine diminution de Ia dunCe de cette Ctape.

3.6.5. ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

L’étape 3.4 (integration et tests atatiques) a pour objet de rassembler lea pièces en modules

et las modules en chaines conformCinent A Is structure dCfinie par l’anatyse globale. II s’agit

là encore de contrlles staciques, de mIme nature qua las tests unitaires appliqués aux pièces ;

ils ont pour but d’Climiner lea arreurs d’interfsces entre pièces at entre module~ . Ils soot
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~~~~~~~~~ 

—p 
~~~

-—



- 

—
~~~~~~~~~

-- — 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~

-

~~

-—,-

~~~ 

I— 

~~~~
- - ‘T  ~~~~~~~~ 

-_
~

--

22-13

effectuCs confommCment I des cahiers de tests rCdigCs prCalablemsnt pour chaque module at cha—
cuna des chalnes.

3.6.6. Eta~~~de tests d~~ainig3~ea et validation

L’Ctape 3.5 (tests dymamiques et validation) est fondaniantale ii s’agit de tester dynami—

quement lea différentes chaises, dont l’étspe prCcCdente a pen is de s’sssurar du bon fonction—

nement scatique , puis de las integner et de valider sinai progresaivement l’ensemble do logiciel

opCrationnel. Cette etape, dont is colt en heures ingCnleurs a atteint pour chaque système

d’anmes environ ie tiers ~le tou te la phase de rCalisation , s’est effectuée grIca aux outiis de
simulation et da misc au point psrticulièrement efficaces qua constituent lea BVL (Mica de

Val idation du Logiciel).

Connie Ic montra le schema de principe ci—dessoua , la BVL eat con çua autour d’ un calculateur qui
simule les interfaces de tous les equipements diaioguant avec le calculateur principal dams Ia

système d’ammes. Gette simulation me porte pas stir Ic fonctionnement complet at exhaustif de ces

équipcments , mais uniquement sur lea fonctions nCceasairea at suffisantes pour raconstituer

l ’ environnament operationnel du cslcuiataur principal at da son logiciel.

rubsn cassette
perforC 

~mprimanta

icran/c lavieij

~~~

~ I

EMBARQUE

La calculateur cia la baie est on calculateur EMD M 182 identique aux calculateurs embarquCs, cc

qui a pen is i’utiiisation do mIme logiciel dc base (système d’exploitation , moniteur, pro-
gramme d’aide A Ia misc an point).

— Las échanges d’informations entre lea Cquipementa aimulCs at Ic calculateur principal s’effec—

tuent sur lea liaisons opCrationnelies du système d’arma’s (bus GINA, liaisons directes analo—

giques et évcntuellement nunieniques) at dana lea fonmes dCcnites pan lea specifications dCtailiCea

du logiciel (lea formats, lea codagea, Ia nature des signaux discrets sont raspectCa).
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I.e calculataur de is baie utilisa deux sources d’infonmstions

— one bande magnCtique contansnt tous lea paramètres d’un vol accélérations , vitessea ,

position et angles d’attitude de l’avion, cap gyromagnetique , cap vrai, altitude radiosonde ,

altitude banomCtnique , Mach, distance at gisement do but, etc... etc... Cette bande ast pré—

alabianient gCnCrée sun ondinateur universal par simulation en centre de calculs. - -

— un terminal Ccran/clavier penmettant la representation graphiqoa des poates da commandes

et de viaualisation grlce I us photostyle , on clav ien cia fonct iona at un claviar alphanu— - -

inéni que , lea act ions do pilotc et lea pannes d’Cquipeinents peuvant Itre raproduitas an temps

red .

Outr e son rIle de simulation proprement dit , la BVL posaède cia nombreuses possibilitCs faci—
litant lea tests dymamiques du logiciel on peut bien entendu observer Ic comportament global
du SNA sur le terminal Ccran, comma la ferait le pilota sur sea postes de visualisation , avac

is restriction fondamentale que seuies las infonmat iona t ra i tCas  par ie calculataur principal
sont visualisCss ; on pent egalement arrIter Ic calculstaur I la fin de chsque cycle court ,
fonctionner en pas I pee , fonct ionner en ralenti , visualisar lea evolutions du contenu de
toutes ias mCmoires , Cditer ces valaurs sun impnimante , las aont i r  sur cassette I Ia damande
00 de façon automatique ; on peut visuaiisar tons lea Cchanges d ’infonmations sa déroulant sun

le bus at lea liaisons directas. Une liaison dc commande assure Ia pi lotaga do calculateur
embarqué par le calculateur bsia at tons lea Cchanges d’informations non opCrationnals nCces—

saires aux tests.

Dens tons ces modes de fonctionnemant , oil ic calculateor ainbarquC cat volontsiramant ralenti ,
Ia temps reel est entiCrament simulé de façon 1 respecter scrupuleusemant le synchronismc du

logiciel I validar cet aspect eat Cvidenunent aasentiei pour comserver aux tests dynamiques

leon conformitC temporelle avac le fonctionnament opCrationnel du caiculateur.

L’outil fondainentsl qua represente one BVL penme t cia s’sssurer cia la conformitC qussi—totale
du logiciel d’application I sea specifications ; l’~ tapa 3.5 s’schève par une venicabie nacelle

osine du logiciei implanté dana son calcuiateur, avant livraison au maitre d’oeuvre du syctème

d’armas at integration effective dams l’environnement opérationnal qua constituent lea Cqui—

pemanta reels du bane SNA.

Sun un ensemble cia 35 Iivraisona partiellas ou completes de logiciels, seulemant une trentsine

de non—conformitCs tout I fait mineures ont etC dCtactCes ; silas ont nécassitC Ia modification

d’I pai ne ISO mots. Cetta f i ab ili tC  tout I fa it  reniarquable a accClCr C at considCrsb lement
fscilitC lea travaux dc Ia phase ultCricure (integration do ,ystèina d’armes au aol at essa i s

en vol) .

D ’un point de vue mCthodologique , las tests dyn ainiqua s ont etC conduits de façon systematique
et svec beaucoup cia rigoaur : un document dCcnivant avec precision b u s  las contrlles 1 affec—

tuer dens us ordne chronologique impose a Cte Ctabli pour cheque chalne de programme . Lea

rCsui ta ts  obtenus ont etC consignee dams Is mIme document.

3.7. PHAS E D ’EXPLOITATION ET DE MAINTEN ANCE

A l’issue de is recette usine, le logiciel eat retnis an maître d’oeuvre qui vs pouvoir procCder pro—

gresaivement 1 I’integration cm système d’snmes. Une documentation accompagne chaque livraison ; elle

precise en part icul iar  lea modifications de specifications qui y soot incloses.

La logiciel ant ra alors dam s une nouvelte phase de vie comportant deux Ctspes las essais so aol at

lea essais en vol. Cas deux Ctapes sont de l’entière reaponaabi li tC do maître d’oeuvre do système
d’annes et, pour catte raison, me relèvent pea de Ia inCthodologie de production du logiciel . — 
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En fail, cea assais an environnement opérationnel constituent una phase d’exploitation at da msinte—

nance des progrannias au Coors de laqualle des adaptations d’importance diverse sons damandCas. En
effet, si is logiciel a etC validC par rapport I sea specifications détaiilCes ions des tests dyna—
miques sor BV - cea specifications su es—mIme s ne sont validCes définitivament par rapport aux

baso ins vérit i  lea qo ’ au cou rs da i ’intdgrat ion du système (“A—t—on bian damandC cc qu ’ui fallait 1).

Gas adaptations induisant des retours sun les etapes prCcédentes salon las pniucipes déjl mentionnés
(paragraphe 3.2.g). Eilas sont rCalisCas da la mIme manière qua ias modifications intervanant avant

la livraison do iogicial at en particuiiar donnent lieu I tests dynamiquea at vaiidation .

L’cxploitation at is maintenance des programmes ne constituent donc pas one phase psrticulièra de la

mCthodologia misc an place mais sa dCcomposant , cia par laur nature mIme, an chacune des autres phases.

CRAPITRE IV

CONCLUSIONS

Dc façon gCnCrale , Ia mCthodologia appliquee a donné satisfaction ; ella a pen is d’ atteindre l’ obj ec t if

pnionitsire la qualitC do iogiciel livrC au banc d’integration do SNA. Caste qualitC n’a pas Ctè obtanua
so pri x cia netards umportants par rapport au planning ; le logicial n ’s pas conati tuC Ia chamin Cri tique

des systemes d’armes.

Cela na veut pss dire pour autsnt qua des ameliorations na sont pas I apporter I is structure misc an place.

Elles concernent assantiallament Ia phase de definition ; in des ob jec t i fs  I at t e indre  eat  de réduira le
nombre d’adaptations apportéea aux specifications du logiciel pendant lea phases da réalisation et d’ex—

ploitation ces modifications aont en effet on des paramètres importanta du colt final du logiciel.

Si l’experienca acquise eel sans aocun doute on Clement da progrès. ii n’ast pas question cia s ’en contanter.

L’Clsboration des specifications dCtail lées do logiciel (Ctape 1.2) s’eat effectuéc I par t i r  d ’ un document
dCfinissant Ia système d’armes globalament soos son aspect opC rat ionnal , dens one optique d’ u t i i isation.
A ce t i t re , les fonct ions des diffCrenta équipements n’avaient pas nécessainament I y Itra dCcn ites de
façon très prCcise , opera tion par opera tion.

C’eat prCcisCmen t cetta Ctape intermCdiaire de “specifications dCtailiCes des fonct ions opC rat ionne i les”
do sys tème qui aembie nCcessaire avan t d ’en treprendre ca qui daviendrait Is troisiCme etape , celia dc is

defi nition dCtaiilée du logicial.

S’ app uyan t sun lea “specifications globalas du système” établies an coors cia is premiere étape, catts

seconde Clapa aurait pour objectifs de prCciaer dans ie detai l chacone des fonctions op Cra tionnelies do

syatIme en y dCfiniasant le rIle et lea interfaces de chaqoe Cquipsment. On y procCderait operation par

operation , toujouns dam s use optiqoe “ut ii i sat eur ” ; ce la condo ir a i t  probabietnant A one excellente cohC—

rence des traitamante I l ’ in tCr iaur  d’ une mIme fonction opCrasionnelie at A one s t ructure  de document plus
comprehensible et inieux adaptec aux basoins des responsables de I ’ intC grat ion du système aur is banc SNA

L ies fonctiona Iogicisl do calculateur principal y apparai tr aient sous une forms plus op&r ati onn. l1s.
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fonctions opCrationneiles (Navigation , Air—Sol , Air—Air...)

0
1 ~2 

03

El

— future Claps 1.3

E2 ~~ ap Ccifications dCtsi ilCes
do logiciel (decompoat tion
en chatnas)

Cquipements — — — — — —

(radar , calcu— —

lateur princi— ~~ E3
pal , centrale
A inertic , vissur, — — — — — —
etc...)

E
5

future Ctape I .2

specifications détaillCes dea fonctions opCnationnelles du système

L ’€tapa 1.3 con~ sterait  toujours an on travail de synthèse aboutissant I una decomposition fonctionneile ,
en chaIne (cf. paragraphe 3.6.1), dee specifications dCtailiCes du logiciel. L’aspect definition do sys-
tème n ’y serait P55 nul puisque cetta synthèsa mattrsit inevitablement en Cvidenca cartaines incohCrancea
dana las interfaces entre fonctions opCrationnalles, cc qoi induirait des modifications au nivaau cia

i’Ctape prCcCdents, qui cu es—mImes pourraient avoir des consequences au nivaau cia l’étape an Coors.

Ce rebouclage entre one definition dCtaillCa opCrationnella (Ctape 1.2) et una definition détailiCe font—

tionnells (Ctape 1.3) devrait sboutir I des specifications de iogiciel mom s Cvoiutives en phase de rCa—

liaation.

Dana one parspective A moyan terms, nous moos intCressona par aillaurs sux diffCrants travaux manes actual—

lenient cur lea langagea cia specifications at lea systemes d’aida A is definition do logiciel.

Sur bias d’autres plans, des renseignements intCrassanta 051 pm Itre tires cia ces experiences mCthodolo—

giques. Nous nous limiterons I Cvoquer id deux points

a) LTR eat un excellent langage CvoluC Ia partie temp e rCei y est très complete. La partie aigonithmique

eat bien orientCe vans one programmation structurCe , Clement de fisbilitC at dc clartC ; c u e  pennies da
traitar en outre Un grand nombre da types cia donnCea. Nous utilisarons de pius en plus cc langage pour
nos applications futures.

Ii ma faut cependant pea oublier qua i’empioi de tout langage evolue exige de dimeneionner Is materiel

en tailia mCmoira et puissance cia calcul de facon A tenir compts du taux d’expansion du conipilateur dont
Ia maintenance dolt par aiileurs Itre assurCa par on personnel motive et coapCtent.

~~~ Ii me faut  pas non p lu s surest imer Ia reduction do coi~t direct da production epportCe par on langaga

CvoluC ; cc gain n ’est sensible qua pour is partie “ codage at tests unitaires ” (Ctape 3.3)  qoi n ’s re—

pras.nt& qus 2O 2 du coGt &ota~~di 4öv.lopp. n t d m o s Lo1~~isLa.~~~~~~~~~~--- -~~~ 
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Pan con tra , si una maintenance des programmes s’avCre nécessaire sur una très longue pCriode , is

meilleure lisibilitC des listings constituara on avantage certain, car cc se ra en quelque sorte one

assurance con t ra une quauitC mediocre de Is documentation .

b) Dens le domaina avionique , ie personnei logiciel doit Itre de haut nivasu ; ii doit pouvoir coopCre r
Ctroitament avac las concaptaurs du syatème at ies rasponsablas des divers equipements. Un excellent
profi l  ast ie jaune ingénieur I fort potential, cia formation genéralc en élactronique , automatisme ou
aCronau tique , eye d one spCciali te “log icial” a t one experience prstique de progra inmation da qualque s
annCes.

MIme avec cc type cia personne l , des effor ts constants doivant Itre consacrés I i’enseignemen t at I Ia

bonne percep tion da Ia inCthodologie. Celia—ti ma doit pea Itre ressantia cone use panop lie de reg les
pesan tes at contrai gnsn tes , mais connie us ensemble harmonieux cia directives , indispensables I la

production d’un logiciel de quslitC dams des conditions da dClaia at cia colts contrlilables.

La mC thodoiog ie me doit pea Itre un frein I is crCativité individueiie , au contraira ella doit consti—

tua r un moyen d’intCgre r des hoimaca dens une structure au sam da laquella ils se aantant plus effi—

caces.
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EXPER IENCE IN PRODUCING SOFTWARE FOR THE GROUND STAT ION
OF A REMOTELY PILOTED HELICOPTER SYSTEM

J. P. WEBBY
P. L. WESCOTT
M. I. TUCKER
H. M. SMITH

Westland Helicopters Ltd., Yeovil , Somerset , England

The production of a plan symmetric unmanned helicopter piloted remotely from a
ground statio-i required the setting up of a computer system within the ground station to
control the aircraft , produce graphic displays and handle received data from the air—
~r a f t.  This paper out l ines  the software system produced and describes the experience of
the two cortractors in meeting both cost and time schedules for the system using the so
called Modular Approach to System Construction , Operation and Test (MASCOT) written in
CORAL 66 language. The paper describes in some detail the overall design of the soft-
ware and the methods used to test the complete software system in isolation from the
total environment within which it was to be embedded .

1. Introduction

Wesniand Helicopters Limited ( WHL ) and Marconi Avionics (MAy) are jointly engaged
in designing and developing a remotely piloted helicopter system to a requirement laid
down by the United Kingdom Ministry of Defence.

The system consists of an aircraft and ground station . On board the aircraft is a
sensor. The ~jircraft sends video signals and data to, and receives data from the groundstation via an aerial and tracker. The aircraft is plan symmetric . In flight the
aerial and tracker are automatically slaved in alignment. Within the ground station
there is a pilot’s station and an image interpreter ’s station. Figure 1 gives a
diagrammatic representation of the system .

During the feasibil i ty study it was decided to instal l  a computer system wi th in  the
ground station principally to :-

(a) Shape the demands from the pilot~ s controls for onward transmission to the aircraft.
(b)  Monitor data from the aircraft to the ground station.
(c) Display relevapt information at the two work stations.

It may be noted that difficulties were encountered trying to implement these
requirements using conventional hard—wired logic. In addition , the use of a digital
computer gave the designer greater flexibility for changing control shaping functions
and display forma.ts.

Section 2 of this paper describes the function of the computer system in greater
detail.

Section 3 describes the computer system architecture chosen to perform these
functions.

Section 4 is a short note on system integrity .

Section 5, which represents the main bulk of the paper , describes how the computer
software was designed , produced and tested by both WHL and MAy. Particular reference is
made to the use of MASCOT (Modular Approach to Software Construction Operation and Test).

Section 6 draws some conclusions from the work.

2. Functions of the Ground Station Computer System

It was decided at an early stage in the project that , in order to deal with the
complexi ty of the envisaged system in the way that would allow the maximum flexibility
during development , some form of computational facility would be required in the Ground
Station . The computer System as developed is to be used both for pre-f light ground
station hardware checks and throughout the aircraft mission to control the vehicle,
generate suitable displays and handle data re- eived from the aircraft.

2.1 Pre-flight phase

The computer system is required to check its own status and to monitor the various
peripheral s connected to it for any m a l f u n c t i o n s .  This is achieved by loading the
various software device handlers connected to a printing device for status and error
reporting.

When these checks have been completed the software system is loaded and various

L 
mission pla’ining and environmental parameters are entered. When these have been entered

1 - - 
the computer sy tea a ready for the f l ight phase to be entered .

- - - - -- - —--—-~~~~~- __  - - -——--S
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2.2 Flight Phase

The various functions of the computer system during the aircraft mission are
detailed below.

2.2.1 Control and NaviQation

It is beyond the scope of this report to describe fully the philosophy adopted for
the control and navigation of the aircraft. Such information may be found elsewhere
(Ref . 1). However a brief outline is given here to give an appreciation of the com-
plexity of the task required of the computer system .

The aircraft is required to operate in two distinct modes, each requiring conflict-
ing methods of control , For take off and landing and observing areas of interest in
remote locations a fine degree of control in order to achieve a stable hover is required.
For navigating over long distances between areas of interest high speed and large
changes in direction are required but with only coarse control . In order to reconcile
these aims three flight modes can be engaged viz, a take off/landing mode, a navigation
mode and a surveillance mode. Mode changes am requested by pressing buttons on the
pilot’s console and managed by the software system.

For the take off/landing mode the pilot has available a cyclic pitch control joy-
stick for translational control of the aircraft, wo trim wheels acting on the two
control axes to fac i l i t a te  ‘ hands—off ’ hovering and a collective pitch control slider
for positioning in height . The aircraft Will normally be in sight of the pilot during
this mode and the axis of orientation of the joystick is the line of sight between the
pilot and the take off point  of the a i rc raf t .

The surveillance n~ode allows the same controls but the authority of the joystick is
limited in application by software. In this mode the pilot’s control reference is the
received video picture and the cyclic controls are thus oriented with respect to this
view. -

Navigation mode is selected when it is required to fly between areas of interest
at relatively high speeds. The areas of interest are defined as a set of way points and
selected using buttons on the ‘pilots console. In this mode the pilot uses a speed
control and heading control. These control demands are filtered through a first ord~~
lag and limited , the limit for t h e application of heading demand being dependent on the
currant speed demand. The lags are applied using a numerical integration routine , the
time step for which is calculated b ‘~Y~luatinig the elapsed time since the last pass of
the code. This time step must be ‘-small enough for the response to be smooth and should
be fairly constant throughout a mission . The pilots operation of the heading control is
performed with reference to instrumentation , indicating bearing to fly to the next way-
point which is displayed on a

During a mission the aircraft may be required to fly at different heights. Since
setting the collective control alone cannot maintain a fixed flying height the aircraft
itself contains an automatic height hold system. The computer syst€- n is required to
send the given flying heights to the aircraft lagging the application of these demands
appropriately to attain a smooth response. The height demands are entered into the
computer at the start of the mission and are applied as requested by button press on the
pilot~~s console.

It should be stressed that the concept of differing flight modes is known only to
the ground station computer , the aircraft itself receives the same set of commands
throughout its mission. It is the responsibility of the software to resolve all the
inputs into the appropriate format.

2.2.2 Data Monitoring

Data defining the status of the various aircraft parameters is transmitted from the
aircraft to the ground station tracker. This data is smoothed and reduced by the tracker
microprocessor system and sent on to the main processor which monitors all the infor-
mation. Suitable messages are displayed on a CRT in the event that any of these para-
meters should become critical . Any breaks in transmission will be noted by the computer
and again a warning will be displayed.

2.2.3 Displays

The computer system is required to drive two CRT display s, a plasma panel and X-Y
plotter. There is a CRT at the pilot~ s station and image interpreter ’s station . The
computer system is required to generate one of three display formats for the pilot and a
fixed display for the image interpreter. Both operators may overlay the generated dis-
play with the sensor image.

The three display formats correspond to the three modes of flight. In the take-off/
landing mode a range safety envelope and tracker limit are drawn with the superimposed
posi t ion of the aircraft (denoted by a small sq’i~ re). In the navigation mode , suitable
instrument-type displays are generated giving speed , course to fly to waypoint , present
heading demand and heading control position . There are also indicators for the ground
speed and range to waypoint. In the remote hover mode, a square boundary representing
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a fixed ground coverage is shown which would usually be super-imposed with sensor image.
All three display formats show the speed and position of the aircraft , currently
selected waypoint and height demand .

2.2.4 Driving Peripheral eguipment

The computer system is required to suppl y elevation angles to the tracker system
sthe tracker derives its own bearing and aircraft range from the locked—on signal froth --

the aircraft’s aerial. This information is then supplied to the computer along~,with  the
housekeeping data.

in order to monitor the progress of the aircraft during flight an X-Y plotter and
plasma panel display draw the aircraft track from positional information supplied by the
software at fixed intervals.

3. The Ground Station Computer Architecture

A Ferranti Argus 700S minicomputer was chosen to perform the central processing
within the ground station .

This  machine was to be augmented by:

(a) an Intel 8080 microprocessor system to smooth the incoming data from the aircraft.

(b) a microprocessor-based display system to draw the display s on the CRT. This device
could store the three display formats referenced in section 2.2.3 thus minimising
the load on the 700S and reducing picture change-over times.

The computer system architecture is shown in figure 1.

This paper concentrates on the development of software for the 700S. Two further
700S minicomputers were procured for software development; one to be sited at WHL, the
other to be sited at MAy. Software was to be transported between these machines and the
machine for the ground station , termed the target machines, using magnetic cassette
tapes. The development machines included facilities for program development such as a
teletype, line printer and CORAL 66 compiler that were not needed with the target machine.

4. System Integrity

The computer system is required to recognise, as far as is possible, any malfunction
in hardware or software. Within the 700S minicomputer , a hardware malfunction is
detected by Built—Tn Test Equipment procured from Ferranti. Software malfunctions are
detected , wherever possible, by traps written into the softwa’-

Should a malfunction be detected , an external relay is set causing pilots control
commands to by—pass the computer system .

5. Software

Previous experience , both in the U.K. and overseas , of software—based systems for
defence have not been entirely satisfactory , (ref. 2). Frequently, software development
has exceeded time and cost estimates by wide margins and the end performance has been
less than satisfactory . In addition , it has been found difficult to perform in-service
modifications.

Many of these problems have been traced to inadequate control and managernarit of the
software. This in turn was due to an ill-disciplined approach to the software design
and the fact that few if any standards had been imposed on those producing software. To
resolve such problems, various techniques have been proposed (ref 5. 3, 4, 5). - 

-

One such technique is MASCOT (Modular Approach to Software Construction Operation
,n~I T e s t ) ,  which WHL and MAy have adopted for the project considered here. The def i-
nitio n of MASCOT is given in reference 6.

The next Section explains how MASCOT has been used to develop the software for the
F.~rranti 700S minicomputer. It may be noted that certain features of MASCOT (e.g.
t.’.4turPS of a MASCOT evolutionary system ) have not been used within the project to date.

- Software Development using MASCOT

l u.- L t f e  cycle of a software system can be considered as consisting of a number of
- . f r - an the issue of a requirement specification to in—service support.
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This concentrates on three stages:

(a )  Overall design of the software system .
(b)  Implementation of that design. This stage consists of the detailed design of

individual modules defined in the first stage and the coding of those modules.

(c)  Testing of the software.

It should be stressed that there was no clean boundary between these stages. For
example , even after the overall design s t ructure  had been ‘chilled ’, the design was
changing in detail as a result of deficiencies found during stages (b)  and ( c )  and
changes in the functional requirement of the software.

In addition , due consideration was given at the earliest stage of this project of
the way in which the software was to be tested.

5.1.1 Overall Design

Once the requirements of the software had been understood , the software design team
created a network diagram describing the overall design of the software. Before des-
cribing this network diagram it should be stressed that the production of such a diagram
represented a considerable amount of effort, particularly as WHL and MAy had no previous
experience of MASCOT .

Figure 2 shows the network diagram of the overall s t ructure  of the software for
this stage of the Supervisor project. In the paragraphs below, those words that have
particular MASCOT meaning are underlined. —

In Figure 2 the square boxes represent hardware peripheral to the 700S minicomputer.
These are appropriately labelled . The arrowed lines represent flow of data. With a
larger diagram these lines can be labelled with all the names of the data items being
transmitted. The circular boxes are activities representing single processes which the
software is required to perform. Conceptually all the activities are running in parellel.
Data is passed between activities via channels (denoted I) and pools (denoted ). The
storage of data within a channel is inherently transient; a piece of data read from a
channel is removed and cannot be read twice. A pool is used to store non—transient data
(e .g .  data in a table or directory ) .  Reading an item of data from a pool does not
remove it. The distinction between a channel and pool is made to aid the thinking of
the designer.

MASCOT provides mechanisms, termed access procedures that allow an activity access
to a channel or pool. Access procedures hide the detailed structure of a channel or
pool from an activity and ensure an orderly and sustained flow of data between activities
and between activities and peripheral hardware. In this implementation of MASCOT, data
is passed from peripheral hardware to an activity and vice—versa, via a special channel
termed a virtual interrupt and denoted

A brief description of the funct ion of each activity and the data flow is given
below.

It can be noted that there is an overall flow of data from left to right .

The GSCS activity is responsible for the bulk of the control and navigation functions.
pilot’s control demands are passed to it in a suitably ordered manner via a pool from the
Control Monitor activity. Data describing the current position and state of the aircraft
are passed to the GSCS activity via the Mission Control pool from the Data Distribution
activity . The Command Assembler activity assembles the shaped control demands together
with other data (e.g. undercarriage up/down) in a suitable format for transmission to the
aircraft. The Display Manager activity has the task of generating and updating a number
of different displays. The Watchdog Timer activity checks that the Data Distribution
activity is being sent data sufficiently frequently, i.e. the radio link to the aircraft
has not been lost .

Software used in the pre-flight phase for testing hardware consisted of e i ther  a
suitably modified subset of the flight software described above or proprietary diag-
nostic software supplied by Ferranti.

The network diagram gave the design very good visibility and provided an effective
focal point for discussions at design review meetings. It was also found that , fully
labelled , the diagram could be appreciated by senior engineers with only scanty corn-
puting knowledge.

5.1.2 Implementa t ion

The next stage involved designing and coding the software implied in the network
diagram . The software was divided in to  three d i s t inc t  par ts:

(a) The MASCOT ‘kernel ’
(b) WHL software
( c )  MAy software

__ _ _s_ .—- -~— - — - ----- —~~ 
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L As r~~ -~ been stated , the activities in the MASCOT network diagram are conceptually
running in parallel. However , the Argus 7005 has only a single central processor.
This apparen t contradiction is resolved by the fact that an activity will process a
piece of code then wait for new data to become available via a channel , pool or virtual
iri t~~rrupt. Alternatively, it may wait for a specified time period . The MASCOT ‘kernel’
handle, the orderly scheduling of the activities and the inpu t/output. A software house
was tasl.ed with providing a MASCOT ‘kernel’ to the projects requirements.

The MASCOT network diagram divides the overall software into a number of function—
51’ ’- separate modules with well defined interfaces between them . WHL were tasked with
pi - r.wunin~ those activities in the top half of the network diagram and MAy tasked with

‘mm :ruj those in the bottom half.

-he programming language CORAL 66 (Ref. 8) was used and found to be sufficiently
p’--~~-r Lul in all but a few isolated cases when in—line assembler code was used. CORAL 66
i-~ the United Kingdom Ministry of Defence (MOD) standard programming language. By
standardisation the MOD hope to significantly reduce software maintenance costs. The
l anguage was new to both the WI-IL and MAy software team . Its ability to incorporate
structured programming principles probably led to code being produced more reliably
t han would have been the case if, say , Fortran IV had been used.

5.1.3 Testing

The software was tested ‘bottom-up ’. That is, initially individual activities were
tested in isolation. Then certain groups of activities were linked together and this
process expanded until finally the whole software system was tested . This is generally
accepted as being the desirable approach to testing software (Ref. 4). The adoption of - 

-MASCOT made such an approach easy to implement. —

Thus , initially, software was produced that is designed to test an individual
activity. This test software loads relevant channels and/or pools with data and ensures
the activity under test processes this data and outputs it to the required channels
and/or pools correctly. An important consideration is that the activity must work
correctly when operating on all the extreme values of the input data. It may be noted
that activities connected to peripheral hardware via virtual interrupts can be tested
independently of the peripheral hardware by programming the test software to stimulate
the virtual interrupt .

Once individual activities had been rigorously tested , groups of activities were
tested and the process continued until all the WHL activities and all MAy activities
were working correctly together.

The complete software system is tested by embedding the software in a simulation of
the ground station and aircraft such that the software is in an identical environment
to its environment in operational use. Thus the overall software system can be tested
by running missions in a realistic environmen t.

This system is Outlined in Figure 3. Instead of the Command Assembler activity
sending data to the transmitter , the data is sent to a PDP 11/55. Similarly, the PDP 

—

11/55 sends data defining aircraft parameters to the Data Distribution activity. The
PDP 11/55 is programmed to simulate the response of the aircraft to control demands.
The response is only defined for f l i g h t  dynamic parameters. Parameters such as engine
temperatures assume a set of fixed in—range values unless a switch on the PDP 11/55
console is set when the selected parameter is sent to the Argus 700S out—of—range. The
PDP 11/55 includes a graphic display showing the aircraft movement as viewed from a
window in the ground station.

5.2 Timescales

The software system was fully tested , using the powerful simulation facility,
within fourteen months of software design work commencing. This was achieved using a
small team unfamiliar with either the Ferranti 700S, MASCOT or CORAL 66 (though
specialist consultancy and guidance was provided by an MOD establishment).

The software design , coding and testing of individual activities took ten months.
The remaining four months were needed to successfully integrate the WI-IL and MAy
activities. This delay was not due to any significant deficiencies in the original
software design but because the 700S minicomputer was initially incapable of running the
activities with the required performance. However , by introducing one or two new data
paths and by ~tuning ’ the priorities with which activities were scheduled , a satisfactory
performance was eventually proved .

5.3 Quality

The software developed for the Supervisor ground station is directly responsible
for the safety of the aircraft, As such it must be subject to quality control procedures.

WHL and MAy are implementing quality control procedures that the MOD define as
mandatory for software for  operational real—time computer based systems. The software
design , coding and documentation is required to come up to approved standards (Ref 5. 9,
10).  Adequate testing procedures must be seen to be defined which are capable of being 
run as an~~when personnel concerned with quality require. strict configuration control 

~~~~ I
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procedures relating to the storage, release, amendment and modification of softwal?e must
be implemented.

6. Conclusions

This paper has been principally concerned with describing the approach used to
design, code and test a relatively complex real—time computer system . This approach
has been based upon MASCOT.

The main advantages of MASCOT have been

- it has enforced a well-disciplined, modular approach to the software design which
allows quality control procedures to be readily implemented ;

- the network diagram produced at the design stage has provided a description of the
overall software structure that can be quickly and easily assimilated;

— it has provided mechanisms whereby real time software developed by different teams
at d i f f e r en t  sites may be integrated successfully.
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SIMULATION USE IN THE DEVELOPMENT AND VALIDATION OF HiMAT FLIGHT SOFTWARE

: Albert Myers
Aerospace Engineer

NASA Dry den Flight Research Center
P.O. Box 273

Edwards . California 93523
U.S .A .

SUMMARY

This paper describes the synthesis and use of real-time simulation in the development and validation of flight
software for the highly maneuverable aircraft technology (HIMAT) remotely piloted research vehicle (RPRV).
Four simulations were interfaced with varying amounts of actual flight hardware to produce dynamic system opera-
tion . How these simulation systems are used as a fundamental tool in the HiMAT development process is discussed.

INTRODUCTION

Under a joint progr am of the National Aeronautics and Space Administration (NASA) and the United States
Air Force , two highly maneuverable aircraft technology (H1MAT) remotely piloted research vehicles (RPRV ’s)
were built under contract and delivered to the NASA Dryden Flight Research Center (DFRC) . These aircraft will
be flow n at DFRC to develop advanced technology applicable to fighter aircraft of the future . The HiMAT vehicle
was designed to test advanced technology in the areas of aerodynamics . advanced composite and metallic structures ,

r digital fly-by-wire controls , and digitally implemented integrated propulsion control systems (IPCS) . An overview
of the HiMAT RPRV program in terms of the various new technologies to be investigated is given in reference 1.

The HIMAT RPRV (fig. 1) is a 0.44-scale version of an envisioned full-scale fighter aircraft . The maneuver-
ability goal for the RPRV is the ability to sustain an 8g turn at Mach 0.9 and an altitude of 7620 meters (25 .000 feet) .
Figure 2 is a three-view diagram of the HIMAT RPRV with the control surfaces indicated . The canard flap s can be
moved symmetrically for longitudinal control or asymmetrically for side force control ; the ailerons and elevators
are used for roil and pitch control , respectively ; the elevons may be commanded asymmetrically for roll control
or symmetrically for pitch control~ and the rudders may be commanded collectively for yaw control or differentially
asaspeed brake.

The operational concept for the HiMAT RPRV is illustrated in figure 3. The 1530-kilogram (3370-pound)
vehicle will be air launched from a B-52 aircraft at 13 ,700 meters (45 , 000 feet) and will carry 286 kilograms
(630 pounds) of fuel for the J85-2l engine. The mission is to be flow n under the control of a NASA research test
pilot located in the ground-based RPRV facility cockpit. This facility has been used for flight test of other RPRV ’s
at DFRC as described in reference 2. The flight test activity will be monitored on the ground by use of downlink
telemetry. The vehicle will be equipped with landing skids for horizontal recovery on the Edwards dry lakebed.

All the flight control laws for both primary and backup operation will be implemented by the use of airborne
and ground-based digital computers . This paper discusses the development and flight qualification of the software
for these computers . Real-time simulation , involving varying amounts of flight hardware, has been a fundamental
tool in the development and qualification process. Approximately 1800 hours of closed-loop simulation has been
completed at DFRC in preparation for the first fli ght of the HIMAT RPRV.

H1MAT RPRV FLIGHT CONTRO L SYSTEM

Primary Control Mode

The HiMAT RPRV control system operates in two principal modes , primary and backup . An overview of the
HIMAT control system is show n in figure 4. In the primary mode of operation , aircraft sensor data are transmitted
to the ground by means of a pulse code modulation (PCM) telemetry downlink . The downlinked information is used
to drive the ground cockpit instruments and is input to the ground-based control law computer . Figure 5 is a
photograph of the HiMAT ground cockpit , which contains a standard three-axis pilot input control system consisting - -

of a stick , rudder pedals , and a throttle. Pilot commands are input to the control law computer by way of an
analog-to-digital converter (ADC) interface . The control law computer combines the pilot input commands with the
aircraft sensor data in the execution of the HiMA T control laws and formats a servo actuator command for each of
the ten HiMAT vehicle control surfaces. These surface commands are output to the uplink encoder system and
transmitted to the aircraft. The vehicle responses are then fed back to the ground-based RPRV system . Because
the basic HIMAT aircraft has an extremely negative static margin , even a brief interruption of the augmentation
provided by this system would cause the vehicle to depart longitudinally . The design considerations in the devel-
opment of the HiMAT primary flight control law s are discussed in reference 3.

Backup Control Mode

Because control augmentation Is critical to flight safety , a backup control system (BCS) Is provided by the
HIMAT onboard computer to fly the aircraft in the event the ground-based RPRV system is lost. The BCS , which
can take control of the vehicle either automatically or by way of ground pilot command , is designed to recover the
vehicle from any unusual attitude and cause the vehicle to orbit at a preselected altitude. Using a BCS control
panel , a controller can issue drone-type commands to the HiMAT vehicle from either the ground cockpit or from
a second panel in the back seat of the TF-104G chase aircraft . These commands include climb , dive, increase
speed , decrease speed, turn left , and turn right. Using these commands , the controller can fly the 1-IIMAT
aircraft back to the Edwards dry lakebed and then select the BCS landing mode , which will provide automatic
pitch control for landing while the pilot provides heading control.
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HIMAT COMPUTE R SYSTEM S

Ground-Based Compute ra

The ground-based RPRV facility control law computer , a Var ian V-73 , executes the HIMAT prim ary controlsystem (PCS) software . The V-73 control law computer is a gener al purpose minicomputer with floating pointhardware , writable control store , and 32 , 768 words of 330-nanosecon d • 16-bit semiconducter memory . The V- 73computer has numerous peripherals which include a cathode ray tube (CRT) terminal , a magnetic tape drive ,a line pr inter , a card reader , a magnetic disk stora ge system • and a paper tape reader /punch . In addition tothese input /out put (I/O) devices • the computer has a number of real-time data transfer devices . including an8-channel ADC , a 16-channel digital -to-analog converter (DAC) , 48 input discretes • 48 output discretes , adigital I/O bus interface with the V-VT telemet ry decoinmutat ion computer , and a digital output interface withthe dual uplink encoder system . These interfaces are depicted in figure 6.

In addition to executing the HIMA T PCS control law s . the V-73 computer is programm ed to compute the cockpitdisplay data that are not directly available from the telemetry downlink . From the downlinked static pressure ,dynamic pressure . and free-stream air temperature data • the V-73 computer determines the pressure altitude ,rate of climb • calibrated airspeed , Mach number , dynamic pressure • and the total vehicle energy deriva tive .In addit ion , the V-73 computer contains the ground-based portion of the HIMAT redundancy manag ement and faultdetection . This computer is also prog rammed to execute a preflight tes t sequence that automatica lly determ ineswhether each of approx imately 100 predetermin ed tes t results falls within expected tolerances . A complete summaryof these test results , including a pass/fail indication for each test step . is pr inted at the end of the prefli ghttest sequence.

With the exception of the I/O routines , the V-73 computer is programmed in Fortran W . The V-73 softw arecontains both real-t ime inte rr upt-driv en code and non-real-time software . For the most part , system initialization
: is performed in the non-re al-time portion with the actual flight control law software being executed in real time.Since the entire HiMAT flight software program cannot be contained simultaneousl y in memory , the pro gram isover laid—that is , a portion of the program is read into main memory from disk storage as required . No overlayactivity takes place while the computer is operating in a real-t ime mode • how ever . The entire HIMAT V-73 flightsoftware prog ram conta ins approximately 9700 source statements of Fortran IV and 1800 statements of assembly

language code .

The V-73 computer is interfaced with a Varian V-77 general purpose minicomputer containi ng 32 , 768 wordsof 660-nan osecond , 16-bit semicond uctor memory . This computer contains no floating point har dware and is notas fast as the V-73 computer . The V-77 compu ter performs subfr axne PCM decommutat ion and passes the requireddownlink data to the V-73 computer . In addi tion , the V-77 computer decodes the information contained in seven
downlinlc status wor ds and drives the master caution warning panel which provides status information about the
health of the various systems on board the HiMAT aircraft. The V-77 softwar e , like that of the V-73 • is primarilywritten in Fortran W. The software is deve loped on the V-73 computer system • which is software compatible
with the V-77 computer , and is cross-link loaded into V-77 memory . For this reason , the V-77 computer has only
a minimal set of peri pherals. The V-77 program consists of approximately 1700 lines of Fortran N source codeand 700 lines of assembly language code.

Airborn e Computers

There are two computers contained in the HiMAT onboard computer system , one designated prima ry and the
other backup . A HIMAT subcontractor designed and built the computers and provided the initial programming.The computational and memory capacities of the two computers are identical; only the I/O interfaces differ . The
two comput ers communicate by way of a seven-word intercom buffer. The computers oper ate in parallel, asyn-
chronously . In the event of a failure in either computer , the system is designed such that the alternate computer
will operat e in a degraded mode , allowing safe recovery of the flight vehicle . The princi pal functions of the
prima ry computer are: (1) uplink processing , (2) down link processing, (3) fai lure detection for the comput ers ,
sensors , servo actuators, and power systems (for both backup anti primary flight control modes) , and (4) degradedintegrated propulsion control if the back up computer fails . The principal function s of the backup computer are:(1) uplink processing, (2) Integ rated propulsion control • and (3) backup flight control law s , active only if theaircraft is in the backup mode of operation. Each onboard computer contains 22,528 bytes (8 bits) of erasableprogrammable read only memory and 1024 bytes of ra .-~dom access memory . The softwar e for the onooard computerIs written entirely in Intel 8080 assembly language . The prog ram for the prima ry co.-nputer contain s approx imately19 ,000 lines of source code , and the backup computer progr am contains approximately 18 ,000 lines.

HiMAT SIMU LATION SYSTEMS

The HIMAT simulation systems are made up of elements from variou s facilities at the NASA DFRC . The Cybercomputer facility contains a Control Data Cyber 73-28 computer . The simula tion facility contains V~-73 and V-77computers and a cockpit , all of which are functionally identical to the hardwar e existing in the RPRV facility.The RPRV facility contains the ground-based data link transmitters and receivers , V-73 and V-77 computers , andthe cockpit from which the H IMAT vehicle Is actually flown; hence , the equipment in this facility Is construed asflight hardware. The HLMAT vehicle Is an airborne facility and contains the onboar d computer and airborne datalink electronics .

There are four simulation systems used In support of the development and valldstlon of the var ious HIMAT softwaredr iven systems . Each system has distinct characteristics tha t are necessary for t ir e overall developm ent andqualification of the flight software. In the order presented, each succeeding system uses more actual HIMAThardware In the simulation than the previou s one. Table 1 provides a summa ry of these simulati ons and lists someof the uses, advantages , and disadvantag es of each . Each system requires a pilot to operate the controls In a
cockpit. The H IMAT vehicle responses are computed as a result of pilot (control) Inputs using the Cyber 73-2 8
computer . Electronic signals that represent these responses are fed back Into the system so that closed-loop
responses can be analyzed . The use of real-tim e simulation to detect any anomalous behavior of the flight softw ar e

~~ at the various stages of development and validation has been the key to the flight qualification of the HIMAT iof$-wape .
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In addition to these quantitative tests , several hours of piloted evaluation are conducted in each of the simulation
configuration s . These piloted sessions involve both general handling qualities assessments and the development
and practice of the detailed flight plans .

The Cyber 73-28 is a large -scale computer which has been modified to run in a real -time mode under the control
of a hardware real -time monitor and contains the following elements of real-time I/O: 64 DAC channels , 32 ADC
channels , 128 input discretes • 128 output discretes , an output digita l inter face with a V-77 computer that simulates
the PCM decommutation interface , and a digital input interface which simulates the uplink encoder system . Not
all of this I/O capability is used in each of the four HiMAT system simulations described.

The Cyber computer , to compute the HiMAT vehicle dynamics , contains a complete nonlinear model of the
HIMAT aerodynamics (including flexibility effects) that cover the entire HIMAT flight envelop e . The }IIMAT
equations of motion are generally integr ated at a 20-millisecond rate using a pseudo second-order Runge -Kutta
integrator . Generation of the nonlinear force and moment coefficient ter ms is done at the integ ration interval
rate by means of table lookup and linear interpol ation . The most complex of the coefficient terms is the pitching
moment , which is computed from the sum of 32 te rms , each of which is a function of one to three variables . In
each of the simulations , the Cyber computer is used to model the performance of the HiMAT IPCS system as a
function of throttle command and flight condition .

All-Cyber Simulation

The H iMAT all-Cyber simulation is illustrated in figure 7 . In this simulation , the H IMA T vehicle servo actuator
system , the backup control system (which is executed by the onboard computer ) , the ground-based prima ry control
system , and the uplink and downlink systems are all modeled , along with the HiMAT vehicle dynamics , using the
Cyber 73-28 computer . This simulation is inter faced by way of the Cyber compute r ’s real -time I/O system with
the HiMAT simulation cockpit . Care is taken in this simulation to maintain strict code transportability between the
PCS software running on the Cyber and that which will run on the V-73 control law computer ; this can reasonably
be done since both are programmed in Fortran N . The ECS software implemented in the Cyber computer is pro-
grammed in Fortran N from precisely the same detailed flowcharts that are used to produce the assembly language
code which Implements the BCS in the onboa rd computer . This simulation is the principal tool in the design and
development of both the BCS and PCS software . Propo sed designs can be thoroughly checked out in a dynamic
environment before they ar c implemente d in the computer s to be used for flight . Because the Cyber is a fast ,
large-scale machine with high-speed peripherals, its use as the principal design and checkout computer greatly
speeds up the development process. This simulation is the least complex to use from an operational standpoint
and is the simulation most often used for pilot training and flight planning.

Cyber-Varian Simulation

The simulation facility V-77 computer is digitally interfaced with the Cyber 73-28 computer in such a way as
to simulate the RPRV facility V-il computer interfaced with the PCM decommutation system . The simulation facility
V-73 computer is interfaced with the Cyber computer to effect a simulation of the RPRV facility uplink encoder
system . These interfaces are such that the software for the Simulation Facility V-73 and V-77 computers is totally
compatible with that for the RPRV facility computers . The I{iMAT simulation cockpit is interfaced with the V-73
computer just as the corresponding V-73 computer is interfaced with the cockpit in the RPRV facility. This simu-
lation configuration , which is shown in figure 8, allows much of the HIMAT PCS software to be validated in the
simulation facility with a computer identical to that used in flight and with a full simulation of the HIMA T vehicle
dynamics .

CASH Simulation

The computation and simulat ion of HIMAT (CASH) system goes a step further than the Cyber -Varian simulation
just described. Ii , this simulation • an actual HiMAT onboard computer is interfaced with the Cyber and simulation
facility V-73 computers . This simulation is illustrated in figure 9. In this configuration , the V-73 computer is
interfaced with an uplink encoder system which is hardlined to a decoder system (bypassing only the transmitter/
receiver radio frequency link) . The decoder system is then interfaced with the onboard computer , just as it would
be in the flight configuration.

This simulation also contains a high fidelity electronic model of each of the I-IiMAT servo actuator channels .
Each of the models is interfaced with the onboard computer , just as the onboard computer would be interfaced with
the vehicle servo actuator electronics . The Cyber computer monitors these servo actuator models for the vehicle
control surface positions and computes the corresponding vehicle response . In this configuration, the HiMA T BCS
is executed in an actual flight computer . This simulation is a principal validation tool for the BCS software.

Iron Bird Simulation

Each of the simulations described previously will be active throughout the design , development , and flight test —

activi ty of the HIMAT program . Iron bird simulation , however , will be operational only during specific test phases .
Thi s simulation configuration (fig. 10) makes maximum use of actual flight hardware and • in fact , has the actual
HIMA T RPRV flight vehicle in the loop . This configuration represents the most sophisticated of the HiMAT ground
test phases . With the HiMAT vehicle in the hanger , the PCM downlink is hardlined to the RPRV facility , as is the
uplink command system to the vehicle. All the vehicle control loops are active . The simulation of flight is accom— - -

pu shed by the addition of system interfaces with the Cyber 73-28 computer. Vehicle control surface positions , as
measured by the servo actuator feedback linear variable differential transformers (LVDT’s), are trunked to the
Cyber computer . The simulated vehicle response and air data system outputs are trunked to the vehicle , summed
with the actual vehicle transducer outputs . and Input to the flight test Instrumentation system PCM downlink system -

In this configuration , the aircraft and RPRV facility systems can be made to work as if the HIMAT vehicle were
in fli ght .

-- _____ — -.- —.--- ~~~~~~~~~ as - —
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HIMAT FLIGHT SOFTWARE QUALIFICATION

All the HIMAT flight software undergoes two types of testing during the fli ght qualification process: verification
testing and validation testing . Verification is the process by which it is determined whether the software performs
exactly as specified . The verification process is accomplished by devising specific tests for each software task ,
conducting the test • and observing whether the task was accomplished according to specification . While verification
testing may use one or more of the computer systems from a HiMAT simulation , much of it can be accomplished
without simulating the dynamics of the vehicle . Validation is a broader task which seeks to determine whether
the system , of which the software is a part , performs adequately to accomplish the flight requirements . Therefore ,
much of the validation testing requires simulation of the vehicle dynamics . The final stage of software qualification ,
~ismg the iron bird simulation in ground testing of the full H IMAT RPRV system in a dynamic environment , allow s
identification and correction of system problems prior to flight.

Primary Control System Software Qualification

Once the preliminary version of the PCS control laws have been designed using linear discrete systems analys s ,
these control laws are coded in Fortran N for evaluation in an engineering design version of the all-Cyber HIMA T
simulation . Using this simulation as a major tool • the design and evaluation of the control laws are finalized . The
PCS is then formally specified in a project document . The software is first implemented in a controlled version of
the all-Cyber simulation . After initial verification is complete , the software is then programmed on the V- 73
computer . Once the program is operational the qualification process begins and the code is verified, element by
element , to be in conformance with the specification .

Validation tests involve both quantitative and qualitative evaluations . For the validation of the first-flight
HiMAT PCS software, 22 specific flight conditions were selected within the defined flight envelope . These
conditions are listed in table 2. Table 3 summarizes 93 specific validation tests performed at these flight conditions.
The complete sequence of validation tests is conducted on each of the four HiMAT simulation configurations . Any
anomalies and any differences in test results from one configuration to the next must be accounted for and resolved
as a part of the valiaation process . If , during the CASH or iron bird simulations , a discrepancy is found as a
result of validation testing on the flight software or hardware, the problem is described in a written report and
its resolution is tracked as a part of the HIMAT software configuration management system . Figure 11 shows the
recorded time histories from the execution of a PCS validation test run using each of the HiMAT simulation
confi gurations .

Backup Control System Software Qualification

The development and qualification procedure followed for the ECS flight software is similar to that used for
the PCS . A developmental version of the BCS software is written in Fortran IV from a set of detailed flowcharts.
As the BCS is developed , the detailed flowcharts become the software specifications for both the Fortran IV
implementation in the all-Cyber simulation of the BCS and the Intel 8080 assembly language implementation in the
HiMAT onboard computer.

The BCS software validation tests performed for first-flight qualification are shown in table 4. These validation
tests cover two general areas: tests concerned with transfers from the PCS mode to the BCS mode, and those con-
ducted entirely in the BCS mode . The entire sequence of 26 tests is performed using the all-Cyber , CASH • and
iron bird HIMA T simulations . All anomalies and discrepancies between tests run in each configuration must be
accounted for and resolved prior to completion of flight qualification . All discrepancies detected as part of the
BCS validation tests are reported and tracked as discussed for the PCS testing .

CONCLUDING REMARKS

The highly maneuverable aircraft technology (HiMAT) remotely piloted research vehicle (RPRV) uses consid-
erable sophisticated and complex real-time flight software. Several real-time simulation systems have been used
by NASA to design and validate this software - These simulations have been developed in such a way as to enhance
the effi ciency of the software development process and to simultaneously minimize the time for which the RPRV
facility and the HIMAT vehicle are required to be dedicated to the development and validation process. The use
of real-time simulation to detect any anomalous behavior of the flight software at the various stages of development
and validation has been the key to the flight qualification of the HIMAT software . The final stage of software
qualification , using the iron bird simulation In ground testing of the full HiMAT RPRV system in a dynamic environ-
ment , allows identification and correction of system problems prior to fli ght.
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TABLE 1. —FIiMAT SIMULATION CONFIGURATIONS

Confi gurations Advantage Disadvanta ge Use

Beat simulation for control law de- Requires lengthly computation time
sign .

Least complex System (uses onl y one Gives optimistic evaluation of acs
computer in realtime) performance since vehi cle sensor

All Cy ber imperfections and resolut ions are PCS and BCS
not modeled

Easiest aystem on whi ch to develop
software - 

-

Best verification and validation tool Does not operate in acs mod e
for PC S software

Cyber-Var lan Uses identical V-73 /V - 77  system Upli n k and down link system interfaces PCS
Without impacting RPRV facility are simulated
system

Beat validation tool for BCS software Difficult system to use for control
law or software design

Best tool for validation of PCS -BC S Hi ghly complex system
CASH interaction FCS and BCS

Gr eatest use of flight-identical Down link not simulated at fut I rate
hardware without Impact ing RPRV
facility or HIM AT vehicle

Makes maximum use of actual flight Most complex system
hardware

Iro n bird PCS and BCS
Requires dedicated use of RPRV faci lity

and HiMAT SPR y

TABLE 2. —FIRST-FLIG HT STANDARD
TEST CONDITIONS

Test Ma ch Alt i tude.
conditio n number m (ft)

0-68 13.7 00 (45. 000)
2 0. 90 13,700 (45 . 000)
3 0 . 82  12.200 (40 .000)
4 0 .74  10,7011 135.000 )
5 0 .90  10.700 (3 5 .000)
6 0 .80  1.600 (25 .000)
7 0 . 60  7.600 (25 .000)
8 0 .70  1.600 (25 ,000)
9 0 .83  7.600 (25.000)

10 0. 62  6 .100  (20.000)
11 0 .36  3.050 ( 10,000)
12 0 .43  3.050 (10.000)
13 0.50 3 .050 (10.000)
14 0 .63 3.050 (10,000)
15 0 .33  1.525 (5 .000)
16 0.40 1 . 5 25 ( 5 .000)
17 0 .58 1.525 (5.000)
18 0.25 760 (2 , 500)
19 0.40 760 (2 .500)
20 0 . 3 3  3.050 (10 .000)
II 0 .60 10.700 (35 ,000)
22 0.90 6.100 (20 . 000)

TABLE 3. —PCS VALIDATION TEST SEQUENCE

Teat Mach Speed. Altitude . Test conditions Comments
number number knots m (fI ) 

___________________________ _____________________________

Normal launch
Launch wi 0 . 9  rn/ Sec Record separ at ton profile

2 0. 68  - - 13, 700 (45. 000) (3 ft /see) rms turbulence from H 52 aircra ft
Each surface offset 52” from

3 launch condition
Trim points and step responses .

4 to 26 22 stand.t ’d teat condition s Nominal gaIns 2-second trim inputs

27 to 49 2 standard tea conditions Maximum gains Step responses

50 - - - 250 1 , 525 ( 5 . 000)
- - - 250 3.050 (10 . 000) Mili tary power acceleration to

52 - - - 250 6.100 (20 . 000) 350 knots , after burning
83 - - -  250 9. 150 (30 . 000) acceleration to 350 knots
$4 — - -  250 13 . 200 (40.000)

55 0 . 0  - 12.2 0 0 (40.000 )
56 0.0 - 9 . 150  (30, 000) Speed brake - ( l5- secon d )

- - ~~~~~~~ ~~~~~~ 
deceler ation 

Hold constant attitude

L. h ____ -- 275 $,~~ce.eO ) 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ - - -
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TABLE 3. —C ontin u ed

Test Mach Speed . Altitude . - -
number number knots m (f t )  Test conditions Comments

Maximum aileron roll
Full rudder step

60 to 02 22 standard test condtions 2g to 3g turn
P ull up to 10~ angle

of attack and release
83 - -  250 1.525  (5 .000)
84 - - -  250 915 (3 ,000)
85 - - - 215 1 , 5 2 5  (5.000) Gear extension
86 - -  - 215 9 15 (3.000)
67 220 1 . 525 (5 .000)  Pull up to 12” angle of attack
88 - - - 220 1 , 52 5 (5 . 000) Full aileron Input to 90~ Gear down

_________ 
bank angle

89 - - -  220 1.525 (5.000 ) Full rudder input 
____________________

90 - - - 200 915 (3 000) Mil i tary  acceleration to 350 knots and Timed runs to
climb at 300 knots 6 , 100 m (20,000 Cl )

91 - - - 200 915 (3 000) Military acceleration to 350 knots anr ~ - - -

__________ __________ ___________ 
climb at 350 knots

92 0 . 8  - —-  9 , 150 (30 . 00 3 )  -
93 0 .8  - --  6 , 100 (20.000 )  3~ turn Three axis pulses

TABLE 4. —BCS VALIDATION TEST SEQUENCE

Test Ma v r Wei ght . Altitude . Mach Speed . cnumber 
_______________— kg (Ibs) m (I t) number knots ommen a

I Launch 1589 (3503) 13 ,700 (45 .00 0)  0.68 180
2 Recovery 1589 (3503) 12.200 (40.000)  0 . 7 5  226
3 I 1440 (3173)  7 .000 (25 , 800) 0 . 7 8  292
4 $ 1440 (31 13)  

- 
6 .100  (20 .000) 0 .62  285

Altitude hold 1589 (3503)  10. 700 (35 .0 0 0 )  0 .80 
- 

272
6 144 1 (3173)  6 .400 (2 1 . 0 0 0 )  0 .80 366
7 1440 (3 173)  5.800 19 .000)  - - - -  300
8 1381 ()043) 2 . 758 (9 .000)  -- - - 300

9 
— 

Orbit 1440 (3 173)  7 .600 ( 2 5 , 0 0 0 )  0 .80 330 Dive to orbit
10 I 1440 (3173)  7 .600 (2 5 . 0 0 0 )  0.00 338 Climb to orbit
11 I 1381 (3043) - - - - 30~ Orbit at 3050 m (10 .000  It)
12 1381 t3043)  - — - -  240 Orbit at .5) 5  m (5 .000 01)
13 Turn 1440 (3 173) 7.600 25 .000)  0.00 338 Lea and right teens
14 I 1391 (3043) 3 .050 (10 ,000)  - - - -  300 Left and r ight turns
15 1589 (3503) 3.050 ( 1 0 .000 )  - - - -  300
16 4 

1391 (3043) 1 . 5 2 5  ( 5 .0 0 0 )  — - - -  240
17 ClImb/dive 1440 (3173) 9 . 150  (30 .000)  0 .80 304
18 1440 (3173) 0 .80 373 Climb from 0800 w ( 19 . 000 00 10 6400 m

(21,000 f t ) . t h en  dive to 5000 m (11 .000 It )
19 138 1 (3045) - - --  300 Dive from 5800 m (11 ,000 01) (0 2750 w

(9.000 ft( , then climb 10 5800 m (11 .000 It)
20 Powered landing 1590 (3503) 2 .225 (7 . 300) - 300
21 I 130 1 (3043) 2, 225 (7 , 300) - - -  300
22 I 1381 (3043) 2 . 22 0 (7 ,300)  - - - -  300 Abort 01 15 m (50 01)
23 $ 1301 (3043) 2 , 22 5 (7 ,300) - -  - 300 Radar altimeter failure at 610 m ( 2 , 000 It)
24 Engine-out glIde 1440 (3 173 ) 6,100 (20 .000) - - - - 285 Engine failure, transfer to BCS
29 EngIne-out landing 1440 (3173)
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Figure 1. HIMA T RPRV on Edwards dry takebed.
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• ABSTRACT

This paper is based upon work performed under U. S. Navy contracts to analyze , structure and build
modular digita l missile guidance and control systems using standard industry microprocessors/micro-
computers and associated memory and input-output interface components.

The types of missiles considered were air-to-air , ship -to-air and ship-to-ship, while the guidance
and control functions analyzed were: target seeker si gnal processing, seeker head control and stabili-
zat ion, state estimation, guidance laws , autopilots , ram-jet engine throttle control, warhead fuzing,
telemetry and self-test.

Federated microcomputer systems were found to support hardware modularity at the system level .
and a set of “macro-function” microcomputer modules provided the desired flexibility at the component
level. Software modula r ity, although readily definable , has been traditionally difficult to maintain dur-

• ing the development process , particularly in single computer systems. Super-federation, by assigning
one microcomputer per major functional al gorithm, e. g., estimation, guidance etc ., provides a means
of enforcing software modularity through fixed , standard hardware interfaces .

A basic federated microcomputer system was built using standard-industry microcomputer modules
integrated via high-s peed programmable interface modules . The system constitutes the “hardware-in -
the-loop ”, of a real-time missile simulation facilit y designed to evaluate the performance and flexibility
features of next-generation , microcomputer based missile systems.

INTRODUCTIO N

Six years ago the Office of Naval Research became concerned with the inherent drawbacks of analo g
missile guidance and control (G&C ) systems, namely: ri gid /inflexible designs , li m ited perfo rmance and
poor component commonalit y. To take advantage of the new trends in digital technology, e, g. , micro-
pr..~cessors and digital signal processing, a study program was initiated to analyze the functional char-
actes-istics of the entire range of air -to-air missile G&C systems and determine the computer design
requirements. ~~3 More recently, the Naval Surface Weapons Center initiated a similar follow-on stud y
to address the requirements of multimission ship-to-shi p and ship-to-air missiles, and furthermore, to
fabricate a test-bed, federated microcomputer system. Throughout both studies , strong emphasis was
placed on modularity, in hardware and software , since th is was v iewed as the key to achieving sys tem
functional flexibility at all stages in the life of any given missile system.

Compared to traditional analog control systems, digital implementations offer significant improve-
ments in performance, functional capability and design flexibility through the use of sophisticated con-
trol algorithms as computer programs resident in read-only memory. Functions such as time variable
estimation and guidance , adaptiv e autopilot control, fast Fourier transform signal processing and elec-
tronic counter-counter measures (ECCM) logic , while simple to execute digitally, cannot be performed
easily or at all with analog techniques. Earlier applications of general purpose computers in missiles
were limited by the relatively high cos t , physical size and modest speed of mini-class machines using
magnetic core memories , such that their role was typically confined to inertial reference support func-
tions.

With the advent of low-cost microprocessors , system design emphasis can be shifted from achieving
the ultimate in hardware economy to meeting more modular hardware and software design requirements.

STATEMEN T OF THE PROBLEM

Despite the many functional advantages of digital ve r sus ana log system s , the simple substitution of
• a small general-purpose computer in place of the former  analog circuit s does not in itself solv e all the

problems encountered in the life cycle of a missile. The hard-core problems of advancing technology.
changing threat situations , systems integration and logistics , together with the ever increasing cost of
software, can result in an excessive premium being paid for digital missiles .

While throughput could be satisfied with a single, hig h performance , mini-class computer and a
dedicated , special-purpose, target sensor signal processor , an unnecessary performance margin
result s in the case of low performance missiles , and form-factor and electrical interface problems
arise across the range of missiles due to the many analog and di g ital discrete signals being converted
and processed at a central point as opposed to being handled at the source. In addition , the design,
assembly and checkout of major mi~~ ile sections/functions , (e. g. seeke r , warhead , flight control ,
telemetry), as completely operational modules is not possible with a single computer design approach.

~~~~~~- ~~~~~~
_ -
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From a software viewpo int, programming complexity increases with program size and the time multi-
plexing of individual missile functions to meet the sampling and computational delay requirements of the
various control loops, such that the modification or updating of any given function within the total program
is frought with virtually unknown and complex software interface problems, a situation which worsens as
the level of coding diminishes. In other words , the interface problems cited for analog systems can
reappear In digital missiles at the computer input-output interface and in a more devious manner within

• the invisible internal software. Software modularity supports the system flexibility requirement for
changing threat/mission situations, but has proven difficult to achieve and maintain through a develop-
ment cycle.

Medium range , point defense ship-to-ship and ship-to-air missiles are currently two distinct types .• whereas a dual or multimission programmable guidance and control system could possible provid e a• flexible “mix” of missiles to meet time-varying combat scenarios and threat conditions in naval engage-
ments.

In terms of electrical interfaces between the missile and launcher and between missile subsystems,
a serial digital multiplex bus interface has distinct merit s in terms of standardization and simplicity, but
the high cost and large physical parameters of traditional electrical drive circuits leaves room for
improvement.

Within the domain of the microcomputer, no two microcomputer manufacturer’ s microbus interface
schemes are the same, e. g. S-l00 Bus, Intel MULTIBUS, National Microbus , etc. , and similarly, the

• electrical interfaces of available support modules varies , e. g. analog-to-digital (A-D) and digital-to-
analog (D-A) converters, memory modules, and serial digital interface modules.

Sensor signal processing throughput requirements exceed the performance of general-purpose micro-
processors, such that special-purpose/dedicated processors are required involving approximately 150
standard-industry integrated circuits, As such the signal processor dwarfs today ’ s microcomputer.

The above problems form some of the major issues addressed in the studies performed for the Navy
and the solut,ons evolved are discussed in the following paragraphs.

MOTIVATIONS FOR FEDERATED SYSTEMS

• The motivations for designing and build in g federated systems stem from the shortcomings of single
computer systems and the availability of low-cost, large scale integrated (LSI) circuit microcomputers
and associated I/O support circuits.

Hardware

Federated microcomputer systems simplify subsystem design , manufacture, interface, test and
the inevitable modifications and updates . Figure 1 serves to illustrate the major differences between
single and federated computer design approaches . In the case of the single computer system, a relatively
large high-performance mini-type computer is subject to the varying form-factor constraints of a missile.
To move the computer to a different location invariably entails the repackaging of hardware to f it the space
available. A multiwire analog and digital interface problem also result s from the concentration of data
processing and conversion in one place.

UM8ILICAI.

~~~~~~~~~~~~~~~~~~~~~ ~~~1ff~~~
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Figure 1 - Singl, versus Federat ed Missile Guidance and Control System.
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In contrast, the federated microcomputer system performs the data conversion and processing
tasks at source, within each major subsystem , and allows a standard serial digital multiplex interface
to be used between subsystems and the launcher. This partitioning is discussed at greater length in sub-
sequent sections of this paper.

Software

The ~merits of modular structured software , although well-appreciated in this day and age , are
somewhat idealistic and difficult to achieve and maintain. Figure 2 illustrates a rational, modula r ,
hierarchical control structure for a single computer missile guidance and control system. All calls are
made downward from the executive to subordinate mode supervisors and supporting functional program
modules. However, under the normal pressure of ti ght development schedules the finished software is
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MONITORING

I I I I I I
• I I I I I ______

TEST _J I?R OCESS NG1IRSTIMATION1F
~~

DANC]
~~ L9N~~

OL 
F

REF ERENCE I I~~
T01

~
Ib0T I F U? INC T Il l  METRY 3

I I I J I ~~ I — _ _ _ _

UTILITYI I I __________________________ 
~~~~~~

MATH TABLE I~~ GI1AL BURST CORNER : ~~FUNCTI ONS LOOKUP 
L~

TE R W EI GHTIN1 TURNING 
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Figure 2 - Modula r Hierarchical Software Control Structure for Single Computer
Missile Guidance and Control System

subject to short cut s which invariably violate the original clean modular lines of the control structure.
The outcome of a degradation in software modularity is realized more in the later phases of the develop-
ment process when changes and substitutions are required, (Figure 3). Since software costs are - 

~gge~to ever-increasing labor rates , the impact of the deficiencies in the design structure together wi ther
significant factors outlined below are not apparent until the total cost of the finished product is paid.

Design Cost+Coding Cost+Verification Cost -fMaintenance CostCoet Per Instruction = No, Lines of Code

Determining factors:
1) Predominantly labor costs , dependent upon:

a) Firmness of Requirements
b) Proportion New versus Proven Algorithm s
c) Size
d) Complexity

2) No. lines of code, dependent upon:
a) No. Functions Assigned to Software
b) Level of Programming Language

Experienced software costs over the past few years indicate an average cost of $40 to $60 per
r Instruct ion for a fully commissioned system in terms of new, real-time, operational programs; and

between $8 to $30 per instruction for more standard routines. Whereas the cost of semiconductor
memory is reckoned to be in the order of millicents per bit, a 50-word subroutine typically costs $3000
as a finished product. Microcomputer hardware, on the other hand, enjoys a volume market with
modules selling in the tens of dollars. This situation emphasiz es the need to be able to reuse or recycle
program modules and to curb the tendency of designers to “do it In software” o hen in doubt about the
requirements of a specific system function.

Throughput

Studies have shown that the throughput requirements for sing le computer systems can reach the
two million operations per record (two Mope) mark, (Figure 4). Whilst a machine could be designed and
built to meet the speed requirement, the tendency has been to add more functions: during the initial
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system development cycle and later throughout the life span of the missile. Since there is a finite limit
to the speed of the original computer, the increased load must either be accommodated by redesigning
the machine or outri gging satellite processors to absorb the overflow , which in turn tends toward a dis-
tributed system of haphazard design.

DEFINING/IDENTIFYING SYSTEM STRUCTURES

Before embarking upon the design of any federated system it is important to consider the whole sys-
tem as opposed to applying federated techniques on a piecemeal basis . The reason for this is to identif y
the characteristic 8tructure of the system in terms of its constituent functions, data flow and data rates .
Figure 5 shows the major functions of a typical missile system and their relationship to one another. In
the system shown, the target sensor is mounted on a giinballed plat form stabilized against missile bod y
motion by platform-mounted rate gyros and torquers in conjunction with the seeker head control electronics. 
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Figure 5 - Missile Guidance and Control System, Functional Block Diagram

Target sensor , e, g. radar , infrared (IR ) electro-optical (EO ) output s are processed by the signal
processor which provides target range and angle data , (an gle only for IR and EO sensors), for sub-
sequent filtering and processing into boresight error and ‘ g ’ command s using appropriate estimation
and guidance law algorithms. The latter “steering” data controls the seeker platform and autopilot for
target intercept. The autopilot also stabilizes the airframe against body motion and bending effects
using body gyros and accelerometers as data sources and outputting fin deflection commands to
fin control actuators. Detonation of the warhead is determined by the detection of the target by the war-
head’ s target detection device augmented with end game geometry data from the primary target sensor
signal processor and estimator. The form of motor control can vary from a simple squibbin g signal
from the weapon control system, via the umbilical, to sophisticated fuel control based on temperature,
pressure and aerodynamic data in the case of ram-jet  propulsion units.

The degree of interaction between the functional compon ents of the system, their physical relation-
ship, system modularity requirements, and the magnitud e of the processing task in each case, inf luences
the structure of the practical distributed microcomputer system.

System Timing Considerations

The basic or characteristic structure of a system as far as its implementation with distributed
microcomputers is concerned , is determined by the system timing constraints and the autonomy of
functions. Figure 6 shows the system of the previous figure with switches interposed between the major
functional blocks and the associated sampling or update rates indicated to satisf y the Nyquist criteria .
Three major control loops are visible, viz~ seeker head , autopilot and steering command. The first
two of the latter require relatively high sampling rates (125-500 Hz), to meet the bandwidths involved ,
whereas the steering command update rat e is quit e low (10-20 Hz) . Also, the two high speed loops are
virtually autonomous with their respective sensors and torquers/a ctuaeors.

System Parallelism

Figure 6 views the system as a set of functional blocks , but , if the system is redrawn to reflect
the planar control channels of pitch and yaw for the seeker gimballed platform, pitch, roll and yaw for
the autopilot , branching out into four fin control channel, , then parallelism becomes evident , (Figure 7).
The latter system characteristic offers potent ial for usin g several low throughput microcomputers as
opposed to a few hi gh throughput machines .
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Figure 7 - System Partitioning by Control Channel

Macro-Structure System

Ba s ed upon the system as it appears in Figure 6, the obvious macro-structure which exploits
subsystem autonomy and low intersubsystem data rates is as shown in Figure 8. One mic rocompute r is
assigned to each major subsystem and a common input-output (I/O ) interface interconnects subsystems
via a system bus at the low 10 Hz update rate. In terms of control hierarchy, the target seeker micro-
computer controls the system bus since all other subsystems are subordinate “users ” of the seeker
data, (Figure 9). This form of distributed microcomputer system is a true federated system, sin ce
each microcomputer operates virtually autonomously. Further , it meets the subsystem modularity
des ign goal whether subsystems are colocated physically or not. However , there is one major drawback
to this level of partitioning, as shown in Figure 10 . Through put requirements for the individual micro-
computers vary widely from up to one Mops to as low as 50 Kops . As a result , the hi gh throughput
requirements of the seeker , fli ght control and head control functions indicate a bit-slice Schottky-bipolar
or compliment~ ry metal-oxide semiconductor , silicon-on -sapphire (CMOS-SOS) device technology machine ,
and the remaining low throughput functions a single-chip microcomputer. The cost of design ing and
building the bit-slice aCs and necessary support software is something to be avoided if possible, and
hence the need arises to explore alternative implementations using one type of microcomputer-on-a-chip
throughout the system.
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Super Federated Systems
The high throughput macro functions identified in the previous paragraphs have the potential of

bein g broken down into “microstructures ” ’7 exploit in g the intr insic par allelism and over lap timin g
characteristics of the system. Figure 11 illustrates the use of separate single-chip microcomputers for
each subfunction within the major functions of target seeker and autopilot .

In the case of the target seeker processing group a heel~to~ toe computing sequence is evid ent
since each microcomputer is waiting for the output of a precedin g subfunction . However , certain pre-
liminary operations can proceed while waiting for real-time update information e. g. stat e estimat ion .
Further , since the spectrum analysis subfunction is a fixed entity i. e.,  either a 64, 12 8 or Z56-point
fast Fourier t ransform (FFT) process , then this should be executed in a hi gh-speed special-purpose
processor to allow more time in the overall bud get of 20 or so milliseconds for the slower general-
purpose aCs to execut e their respective tasks . In other words , sof tware  is used where flexibility is
required .

The autopilot case is quite different . As was noted earlier , (Figure 7), th ree-axis control can
be exploited through parallel processing, thereby allowing several relatively low speed aCs to be used
to perform a high-speed composite function. 
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Software modularity is enhanced in each of the above cases , since the functional program
modules shown in Figure 2 are now visible as separate single-chip microcomputers. Taken to an
extreme a 1:1 correlation between the program modules of Figure 2 and ~j Cs would ensure software
modularity and provide a fixed hardware interface between software routines . Subrout ine calls would
then be handled by hardwari linkages between aCs. The situation depicted in Figure 3 could conceivably
be transformed into the more desirable state of affairs  shown in Figure 12 , where a subfunction change
is performed by the simple rep lacement of a single-chip microcomputer with the correctly programmed
alternative,

MICROCOMPUTER MODULARITY

Early in the ONR stud y a set of microcomputer macromodules was defined 3 7 , 10 to cover the range
of missile throughput requirements for a macrolevel of federation (Figure 10). Figure 13 ILlustrates the
set of macromodules id entified and Table I gives a brief descri ption of them. Figure 14 shows the
grouping together of modules to form a federated missile guidance and control system. The crux of
modularity at the microcomputer level was the definition of a standard microbus4 oriented toward
standard -industry semiconductor memory circuit interfaces, i.e., read-write/random-access

- I -- - - - - 
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TABLE 1
MICROCOMPUTER MACROMODULES

MICROPROCESSORS

Module Description 
— 

VLSI Circu it Technology Application

1. pCPU-1 Microproc.ssor central processing unit, N-MOS, CPU-on-s~chip. (Ml L-80801 • Telemetry
8-bit-byte general register; 21~S R-R . Add • Fusing

• Heed control
• Autopilot

2. 5CPU-2 Microprocessor CPU. 8-bit byte, general CMOS-SOS. bit-slice RALL I and yCPU • Autopilot
register, 600 mx (8080 Emulator l hybrids (2900/3000 series or equivalent ) • Heed control

• Fusing

3. MC~ U-3 Microprocessor CPU. 16-bit word , fixed point, CMOS-SOS. bit-slice RALU and yCPU • Autopilot
general register ; 600 ns R-R , Add hybrids (2900/3000 senes or equiva lent (Adaptive)

4. ~iCPU-4 Microprocessor CPU, 16-bit word , fixed and CMOS-SOS. bit-slice RALU and pCPU • Signal processing
floating point, genera l register; 600 TIE R-R , hybrids 12900/3000 series or equivalent) • Estimation
Add (1.0 to 3.25 ys fIt . pt. • Guidance

HIGH-SPEED ARITHMETIC AND MEMORIES

Module Description VLSI Circuit Technology 
- 

App licstion

5. HMPY-1 Hardware multiplier, 200 ns , 16 x 16-bit CMOS-SOS single hybrid • Throughput
multiply enhancement for

pCPU, e.g. , Class I
signal processing

6. ~~ FT-l Micro Fast-Fourier Transform processor. CMOS-SOS or CCD RALU and pPCU • Throughput
40-400 ~n for 64 points, 8 + J8 hybrids (2900 series or equivalent .rlhancemenT for

yCPUs. e.g., Class I I
ads Ill signal processing

7. RAM-i Random~acceas, read/write memocy. medium N-MOS DIP hybrid Data
speed, 128-2 K bytes, 800 ns max. access time • Telemetry

• Fusing
• Heed Control
• Autopilot

8. P/PROM-i Programmable (mask/electrically read-only N-MOS DIP hybrid Prog,ams
memory, medium spied. 1K-16K bytes, 500 ni
max . access time

9. RA M-2 Random-access, r ad/write memory, high CMOS-SOS DIP hybrid Data • Signal Processing
speed . 256-1K x 16 bits or 256-2K bytes, S Estimation
100 ns mat. access time S Head Control

• Autopilot
• Fusing

10 P/ROM-2 Programmable (mask/electrically) read-only CMOS-SOS DIP hybrid Programs
memory, high speed, 1K - 4K x16 bits or
I K- K bytes. iOO ns max. access time

INPUT - OUTPUT

Module Description VLSI Circuit Technology Application

11. DMAIO Direct’msmory-accew input-output channel, CMOS-SOS bipoldr tingle hybrid All microporcessor
parallel word/byte transfers to/from micro - applications
computer RAM

12. PDIO Parallel digital input-output channel , parallel CMOS-SOS bipolar sing le hybrid • Tele metry
discrete transfers to/from yCPU

13. A DAC Anafo g .to -digita l/d lg its l-to -ana log input CMOS-SOS si ngle hybr id S Head control
output Channel S Autop ilot
A-D: 8/16/24 elm. sim . S/H mux • Telemetry

8/10/1 2-bIt. A/D 3/6/8 ys mae/c h • Radar receive r

0- A: 8 chi. demu x ., 5/H , 12-bit 0-A , 5sis
max/ch.

14 . SOlO SinaI digital-input-output channel, word and CMOS-SOS sIngle hybrid a Avionics
bit .eriel-data/commsfld transfers- Itebit/s I Inter microcomputer
mix. , MIL-STD-1553A

S/H - temple-and-hold
Mu5 multip lsss r
Demos - dsmuftipl.sse

A - _ , - ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ________________________________
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Figure 14 - Modular Federated Microcomputer Missile Guidance and Control System

Programmable Microbus Interface Module

Throug h the defin ition of a programmable microbus interface module (MIM),12 usin g high-speed
field pr ogr ammable lo gic a rrays (FPLAs) and programmable read-only memories (PROMs), standa rd-
industry microcomputer component s, i. e., micropr ocessor s, RAMs , ROMs , multiplexer A-D converters ,
D-A converters and serial digital i/o modules , have been r eadily integrated into a desired microcomputer
configuration . Further , each individual component can be replaced with a mor e desirable pr oduct f rom
a different manufacturer, at any time during the life cycle of the system, by reprogramming the MIM to
accommodate the interface peculiarities of the new pvoduct . Whereas there are several standard micro-
busses in the industry today, e. g. Intel MULTIBUS , S-100 Bus , National Microbus , European MUBUS,
etc. • no two busses are exactly the same. The latter situation gives rise to a wide variety of component
interfaces and tends to restrict the adoption of new products and their integration into an existing micro-
computer without signif icant interfa ce redesign.

Spectrum Analyzer Module

Missile radar target seeker signal processing requirements a r e low compa r ed to avionic and
ground-based air defense systems (Figure 15). However , the ~FFT module of Figure 13 using bit-slice
microprocessor circuit s requires approximately 150 LSI/MSI/SSI circuits , dissipates approximately 50W,
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Figure 15 :R a d a r  Stgnai Proce~~ lng Throughput Requirements
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usin g Schottky bipola r circuit technology, and executes a 64-point complex FFT in 300 ~s approximately,
meeting only Class I and II missile performance requirements. S~ich a processor dwarfs the single-chi p
microcomputer. In contrast , a charge-coupled device (CCD) processor using the chirp-Z transform
(CZT)and transversal filters ’3- ’5 executes an equivalent 64-point analysis in 13 ~a approx .,  with a
power dissipation of less than 5 W, meetin g all three missile class requirements, While dark current
is a limiting factor in the dynamic range of analog CZT processors at the upper end of the MIL temper-
ature range, recent improvements in prototype surface channel CCDs at Raytheon and elsewhere 16
indicate a temporary situation in this performance deficiency. Further , based on recent NASA/ TI  work ,
a 2-chip CCD CZT processor appears feasible in the near future ,

Serial-Digital Input-Output (SDIO) Module

The SDIO module provides a MIL-STD-1553A-compatible serial digital multiplex bus interface
• between microcomputers in the missile and the external weapon control system. Using conventional

transformer coupling to the transmission line requires relatively large, high-current, lin e d river ,
receiver and transformer components which, in turn , are inconsistent with today ’ s single-chip micro-
computers and the small size , weight and power limitations of a missile. Fiberoptic coupling between
subsystem microcomputers, using simple LED/PIN diode/T ZL interface components and single-Chip
Manchester II/NRZ code convertors , reduce the serial I/o interface hardware to more realistic pro-
portion s. However , the single party-line bus is not current ly amenable to fiber-optic technology, since
T-couplers introduce a 3 dB loss at each drop point , A simple alternative is the ring system of Figure
16, using a round-robin protocol, A more complex multiline approach is the star confi guration which
would be suitable for a simple, single-mode, short-range missile where the seeker becomes the focal-
point. Eight-port couplers have been built under recent Air Force contracts.

~ SUB]~~~~
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Figure 16 - Fiber-Optic Ring Communications Between Missile Subsystems

DEMONSTRATION SYSTEM

The culmination of the work performed for ONR and NSWC has been the fabrication of a basic
federated microcomputer guidance and control system. This microcomputer system will constitute
the “hardware-in-the-loop” element of a real-time misaile simulation to evaluate the performance of
the federated approach under the constraints of a MIL-STD- 1553A I/o protocol , (Figure 17).

Breadboard versions of the ~tC macromodules have been designed and built usin g standard industry
~sC components integrated with microbus interface modules (MIMs), Figure 18.

The simulation is based upon a modular digital missile gu idance simulation system developed for
NSWC under a separate contract. System growth is achieved by adding additional microcomputers to
the system bus and t ransferr ing/recodin g simulation program modules to be executed by the appropriate
microcomputer(s).

Figure 19 shows modular growth from a simple guidance and control system to a super- federa ted
system using several microcomputers of the same type and maintaining the ori ginal memory and I/O
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Figure 17 - Basic Hardware-in-the-Loop Federated ~C System for Missile Performance Simulation
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Figure 18 - Federated Microcomputer Macromodules Using Programmable MIM Interfaces
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GUIDANCE AUTOPILO T
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[ REAL—TIME MISSILE SIMULATION 1
Figure 19 - Super-Federated Microcomputer System for Higher Performance Missile

Guidance and Control

CONCLUSIONS

Federated microcomputer systems provide the flexibility to design , develop, modif y and update
missile guidance and control systems on an individual subsystem basis , thereby enhancing system modu-
larity. Standard-industry microcomputer Component s which meet military environmental specifications
can be integrated into a set of microcomputer macromodules using a standard programmable interface
module and microbus. To achieve and maintain modularity in software, the potential exists to assign
each major program module to a separate single-chip microcomputer, placing a fixed hardware inter-
face between major function algorithms. Furthermore, by exploiting parallelism and/o r the time over-
lappin g of function execution , the use of several standard -industry, single-chip microcomputers in a
“ super -federated” configuration eliminates the need to resort to one-of-a-kind, high-s peed , bit-slice
processors , for high-performance missiles, with their attendant hardware and software logistics support
problems. In terms of signal processing, improved charge-coupled device technology, in the form of
chirp -Z transform processors using transversal filters , off er s a solution to the hi gh chip/parts count of
current fast Fourier transform processors . A two-chip CZT processor would match the level of large-
scale circuit integration presently available in microcomputer technology.

In cases where federated microcomputer systems are distributed physically throughout a missile,
relatively low performance, fiber -optic, serial-digital communications between microcomputer -based
subsystems eliminates the high-power , transformer-coupled interface of tradit ional electrical bus
systems. 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ - - - - J
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COPRA

UNE LIGNE NOUVELLE DE CALCULATEURS RECONFIGURABLES ULTRA-FIABLES DESTINEE AUX
APPLICATIONS AEROSPATIALES EMBARQUEES

C. MERAUD ET F. BROWAEYS
SAGEM — 6, AVENUE D’IENA , 75783 PARIS CEDEX 16 — FRANCE

RESUME 
-

COPRA (Calculateur a Organisation Parallèle Reconfigurable Automatiquement) couvre une gamae allant du mono—
processeur redondant (200 kops/sec) aux muitiprocesseurs reconfigurables (400 , 600 et 800 kops/sec).

Une maquette a déjà été réaliaée et un prototype est en développement. Celui—ci correspond B une configuration
double—duplex capable de survivre au mom s B toute premiere panne ainsi qu’aux pannes transitoires de manière
transparente B Ia prograimnation, ce qul simplif ie  considérablement le développement du log iciel d ’app lication.

Les dispositifs Inicroprograusnés de detection de faute , de reprise automatique et de reconfiguration, sont
exposés. Quelques aspects technolog iques, notanunent l’eniploi de CMOS sur SOS,sont discutés.

Le logiciel est structure et rigoureusement cloisonné des le niveau machine. Des outils sont prévus au
niveau superviseur pour faciliter la progranination d’une degradation douce de la mission.

Une modélisation markovienne permet une estimation precise de la fiabilité qui, pour la configuration en
développement,sera voisine de 95% sur 5 ans avec un raux d ’erreurs indétectées de l’ordre de 1 0 10 par
heure.

INTRODUCTION

Les unites centrales conventionnelles permettent de réaliser des systémes de contr6le de processus de plus
en pl us complexes tant que le niveau de fiabilité demandé n’est pas trop Clevé. Dans les applications
sans configuration dangereuse (centraux téléphoniques par exemple), la disponibil i té peu t ~tre améliorée
en doublan t l ’unité centrale et en maintenant si possible l’ensemble sous surveillance humaine. Au—delB,
11 faut faire appel aux techniques FTC (Fault Tolerant Computer). C’est le cas désorinais pour les systèmes
de conduite intégrés envisages pour les avions nouveaux (contraintes de sécurité supérieure B 10 10 par
heure) et pour les calculateurs embarqués sur satellites pour lesquelles on exige une disponibilité
supCrieure B 95% sur plusieurs années.

La ligne de calculateurs COPRA en développement eat destinée B ces applications. Elle exploite les techniques
FTC le n plus récentes. Celles—ci concernent l’inip lantation de dispositifs de detection des erreurs et pannes
le recouvreinent de ces dernières par reconfiguration ; is reprise automatique des traitements interrompus
enfin Ia génération de logiciels sOrs.

Pour assurer la fiabilité spécifiée sur les t3ches les plus cri tiques, ii fau t en e f f e t
— insérer des redondances pour assurer la survie des foncrions du calculateur et garantir l’integrité de

l’informa tion mémorisée,

— assurer Ia sécurité des calculs (sans complexiser lea logiciels), pour éviter is production d’évènernents
catastrophiques.

L’unitC centrale COPRA satisfait ces contraintes et perniet Ia progranmation scire de logiciels importants.
Si une faute apparalt , sa detection et son confinement sont réalisés avant qu’une pollution irreversible
de l’infomma tion n’ai t lieu qul emp8cherait une reprise correcte des operations . Ces dernières operations
sont donc rCalisCes avec un materiel distinc t pour que ses défaillances n’altèrent pas le traitement en
cours.

Le cas de pannes transitoires CtanE le plus frequent (99% des défaillances progranines), celles—ci sont
fil trCes au niveau materiel par une operation de reprise automatique de Is sequence en cours.

Si Ia panne est confirinée, le module siege de la cause origine eat isolé, cc qui active le module de
secours. On execute ensuite une reprise autotnatique du traitement .

Ces operations sont realisées avec siinplicitC grke B Ia technique de microprogranmiation employCe par la
SAGEM pour la réalisation de toutes ses unites centrales depuis 1967. Cette technique permet de disposer
B l a fois :
— d’une liste d’instructions adaptee au dotnaine d’app lica tion ,
— des instructions de diagnostic indispensables B l’exêcution des tests périodiques nécessaires B l’élmmi—
nation efficace des pannes cachées,

— des operations logiques spécifiques au traitenient des pannes et B leur recouvrement.

L’amClioration de Ia fiabilité du logiciel s’appuie sur Un découpage en t~ ches et un arrangement de l’infor—

~~

“ 

mstion en mémoire qui gait B l’image de is structure fonctionnelle de l’app lica tion. Lea rBgles de
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cou.~unications et d’ accBs entre lea parties peuvent alors Btre dAcrites et perlnettre la verification sta—
t ique et dynamique de leur respect.

Ii est ainsi possible de réaiiser un cloisonnement efficace et surveillé pou r chaque sou s— système . Ii eat
Agalement possible d’accrottre la finesse du dAcoupage en téches fonctionnelles surveillées pour exploiter
au mieux las possibilités de degradation douce de l’ application.

Ces caractériatiques rétablissent une segregation claire des fonctions et sous—fonctions tout B fait compa-
rable B cc qui eat classiquement rCalisé dams lea structures analogiques redondantes B composants discrets.
L’absence de cette segregation sur les calculateurs conventionnels explique en grande partie la reserve
constatCe via—A--via de l ’informatique , méme quand elle eat f iabil iaée contre lea pannes matérielles.

En conclusion , l’uti i isation du calculateur FTC COPRA permet grAce B sa trés grand e fiab il i té  de structure
et B sea caractBristiques logicielles , l ’Acr i ture dana de bonnes conditions du logiciel d ’application car
on m ’a pas B teni r compte de l’arrAt ou des faut es dii calculateur, La detection des fautes er la reconfi—
guration automatique protBgent la mission des consequences d’un arrét du calculateur ou de son fonctionne—
ment anarchique et permet d’atteindre Sinai d’une façon rigoureusement évaiuable le niveau de fiabilité
requis pour l’enaemble de l’application.

Tous lea points résumés dans cette introduction vont étre développés dans cc qui suit.

RISTORIQUE

Le développement du COPRA eat le résultat d’une collaboration de six années entre les sociétés SAGEN maitre
d’oeuvre, et Electronique Marcel Dassault. Ces deux compagnies concoivent et realisent des calculateurs temps
reel depuis le debut des années 60. Toutes lea deux ont trés t6t essayé d’améiiorer Ia s~ireté de fonction—
nement des calculateurs par insertion de redondances A une époque 00 le niveau d’integration ne depassait
pas la taille d’un reg istre (etudes SAPHIR et MECRA).

La fin des années 60 volt l’émergence des techniques LSI qui conduit au concept d’une redondance p lus globale ,
avec une fiabilité plus AlevCe pour un volume et un coOt raisonnables.

C’es t dans cc contexte que lea deux sociétés rassemblent leurs efforts sur le projet COPRA avec l’aide du
Min istBre de la defense par le canal de la DRET.

Cet e f for t  a abouti  en 1976 B Ia réal isat ion d’ une maquette de validation des solutions de base , tandis qua
se pou rsuit aujourd’hu i Ia réalisation d’ un prototype.

SURVIE AUX PANNES

I. Survie aux pannes transitoires (figure I)

TRAITEMENT DE LA PANNE TRANSITOIRE

TEMPO RISATION REPRISE REP ETITION El POURSU ITE DU TRA ITEMEN I
fi —1k

D ET E C T I O N
DE F A U T E

~~~OORAM ME /~~~PERTURB EE

P E R T U R B A T I O N

FIGURE 1 
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Cette survie et Ia différenciation de cc type de panne de celui des pannes permanentes de composants
est l’un des points lea plus importanta dana in système qui détecte toute erreur avec une efficacité
trés élevée.

On admet en effet que 99% des fautes ou dCfaillances de programme observées sont dues B des transitoires
provenant de l’environnement, ou de composant en situation de fonctionnement marginal dams certaines
configurations de domnCes.

En réali té, cette proportion serait beaucoup plus élevée aur les machines conventionnelles si toutes
les erreurs frappaient des informations critiques ce qui est loin d’étre Ic cas. Donc une machine FTC
qui assure la sécurité en s’efforçant de détecter toutes lea erreurs doit 8tre capable de discerner Ic
caractère tranaitoire de leur cause et survivre sans effectuer de reconfiguration préinaturée .

Une solution consiste B travailler par triplication et vote ; mais cette solution en réalitC comp lexe
eat vulnerable aux Cblouissements at mal adaptec aux missions longues.

La seule alternative eat de titer parti du caractère sequentiel des traitements nulnériques pour intro—
duire un ntécanisme de reprise automatique, gui permette après detection d’une erreur sur la sequence en
cours, de répCter celle—ci A partir d u n  point de reprise antérleur .

Il ea t entend u qu’un tel mécanisme doit étre transparent B la prograusnation, c’est B dire n ’entraIner
aucune contrainte pour l’utilisateur .

Pour A tre simple et rapide , sans exiger de matérial supplémentaire notabir’, Ic mécanisme de reprise est
rAalisC par microprogranmiation. U consiste, au niveau du point de reprise (“PDR”), B fa i re  une cour te
sauvegarde de contexte dana la mémoire, d’une façon analogue B ce qui eat fait au moment d ’une interrup—
tion. L’opéra tion inverse , effectuCe aprèa detection d’u’-ie erreur, realise une reprise .

Dana uf tel mCcanisme, lea points de reprise ne peuvent pas 8tre imp lantés au haaard. En effet, Ia
reprise Ctant effectuée avec lea états auxquela la mémoire et lea entréea/aorties sont rendues au moment
de la detection d’une erreur , il faut que ces états soient compatibles avec une repetition identique des
mémes calcuis. (Examp le : A + B -+ R,R + A n ’est pan répCtable).

L ’implantation des points de reprise eat faite B la generation des programmes par in algori thme spécLJ .
Ceiui—ci determine B partir de quelle action supplémentaire, la sequence en cours d’assemblag e ea t
susceptible de modifier sea conditions initiales, et insére alors in point de reprise (Example : A + B +

R, “PDR”, R -
~ A. La coupure en sequences répétables eat réalisée).

Le point de reprise eat un point de non retour et Ic depart d’une nouvelle sequence . La période de
aensibilité eat de quelques nano—secondes ; elle eat done quasi nulle. La distance moyenne entre points
de reprise van e de 10 B 20 instructions . u s  aont préalablement am es par une sauvegarde des registres
du processeur dams deux zones travaillant en bascule, is validation conaistant B basculer de zone. Ces
armaments oat la durée d’une instruction rapide entrainant une consommation de la puissance de calcul
de l ’ordre de 8%.

Lea repriaes aprea detection d’erreur sont retardées d’une fraction de ins ou davantage, scion lea
conditions d’environnements afin d’améliorer la protection dana le cas de trains de transitoirea. Leur
nombre est comptA , at leur fréquence comparCe B des seuils B des fins de maintenance.

Un tel mécanisme libBre done bien Ic progrananeur de tout souci de progrananation pour resister B ces
pannes. Me faisant pas appel B cc dernier, aucune erreur humaine n’est 1 craindre dams l’insertion des
points de reprise. Pour ces deux raisons, la certification dii logiciel en est améliorée .

2. Detection des erreurs dams lea processeurs et reconfiguration -Ic ces derniers

Les CPU sont rAalisées avec quatre microprocesseurs en tranche 4 bits du type AND 2901 ou son equivalent - -

ALIS em C)VS sum SOS rCalisC par Ia sociCtC EFCIS. La largeur du mot et des chentins de donnéea est de
16 bits. Les operations flottantes travaillent sum des opérandes de 24 bits de mantisse et 8 bits d’ex—
possnt. - —

Detection des erreurs

Lea unites de traitement reprAsentant dana un passé recent, une partie importante du coOt des calculateurs,
SAGEM et END avaient étudiC des solutions A base de code arithmétique pour éviter is duplication et la
comparaison des UT pour Ia detection des erreurs.

Cette solution a finalement etC écartCe car insuffisananent efficace pour surveiller toutes lea operations
rCalisCea par une unite de traiteinent et mal adaptées aux composants LSI actuels. Ces derniers ayant
ramenC aux environs de 10% la part de l’unltC de traitement dans le coOt d’un calcula teur coap let , il ea t
devenu plus Cconomique de revenir B is solution prmmitivement Acartée. La solution actuelle comprend
done deux unites de traitement fonctionnant en micro—synchronisation et comparant toutes leurs sorties
bit A bit A chaque micro—cycle. La comparaison d ie—m Aine n’exige que 4 composants MSI.

Reconfiguration

Au premier stade, le recouvrmnent de l’erreur fait l’hypothBse d’une panne transitoire. Celle—ci est
recouverte par Ia sequence mieroprogranmnée “Attente puis Reprise” (figure I).

Quand is sequence persists è rester en erreur en provenance d’UT, Ia panne est considCrCe conene permanente
(figure 2). Cette confirmation provoque Ia coupure de l’alimentation de l’UT cc qui l ’isole Clec triquement
du système.
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TRAITEMENT DE LA PANNE PERMANENTE

SEQ UENCE

MEMORI SATION lè FAUlt R E C O N F I G U R A T I ON REPRISE R E P R I S E
DANS LA SEQ UENCE I- -II H

DETECTION /
DE FAUTE

TE MP OR~SATION~ REPRISE SEQUENCE REPRISE

I DETECT~~N/  ~~~~~~~~~ CONFIRM EE

SEQUENCE DE ~~~~~-l -l
P R O G R A MME
EN CO U RS

PERTURBATION

FIGURE 2

Cet Ctat a pour e f f e t  de provoquer une interruption de niveau max imum demasquee aur une autre UT charg Ce
de reprend m e lea t ra i tements  provisoirement abandonnés.

Utme nouvelle distribution des tAches est effectuée par vent i la t ion d’ un nouveau jeu de masques de niveaux .
L’C quiiibre se reconatitue progreasivement B partir du fonctionnement natural de Ia gestion d’un multi—
pmocesseur banaliaC multiniveaux dont les niveaux soot statiquement rCpartia entre lea processeura.

Ii faut alors que la puissance de calcul réduite laissée par la perte d’un processeur soi t su f f isan te pour
continuer B executer intCgralement la mission. Dana le cas inverse, la suppression de tEches non critiques
est envisagée pour réaliser une degradation douce de is mission.

3. Detection des ermeurs dana lea mCmoires at reconfiguration de celle—ci

La mdmoire eat nCalisée avec des cincuita intégréa CMOS (PROM, RON ou RAN de capacité variée avec cepen—
dant une large majoritC de bottlers RAM 4K). Ces bottlers sont regroupCs en pages de 4K avec une page sup-
plémentaire de reserve . L’intCgnitC de l’infommation face aux pannes eat garantie par une méniorisation
dupliquCe dams deux blocs phyaiquement indCpendants. L’écni ture en mémoire eat simultanée sur lea deux
blocs. La lecture a lieu avec un seul bloc B la fois, cc qui double approximativement le debit de la
mémoire. Ii faut au mom s troia pannea parmi les bottiers mémoires pour perdme la fonction mCmoire.

Detection

En dehors des circuits de mémorisation surveillés par codage come on vs le voir, lea circuits logiques
de servitude de la mCmoire (dialogue d’accès , dCcodage, adrease, reconfiguration de page) soot, pour lea

mnAmnes raisons que celles expoaCes précédenanent, surveillés par duplication et comparaison.

Tout désaccord détectC au niveau des comparaisons, inhibe imnmédia temnent lea transferts et provoque
une micro—interruption sun lea processeurs pour executer Ia sequence microprogrammnCe “Att en te  puis
Rep rise” .

Lea circui ts de mémorisa t ion qui , dans Ic cas des grosses capacitCs , peuvent constituer une partie coOteuse ,
sont aurveillés par codage. Pour eels, lea circui ts sont regmoupés en tranches mémoire indCpem iantes de I ou
4 bits (voire8 bits). Une tranche aupplémen taire est im k lan tée pour contenim Ic code détecteur. Dams cet
arrangement, lea pansies de compoaants me peuvent provoquer d ’erreur que dana m e  seule tranche . Ces configu-
rations d’erreur sont parfaitement dCtectéea tant que Ic système de detection n’eat pas lui—mAme en panne.
Un test pCriodique pemmet de se preinunir contra Ic risque de cette conjonction.

Reconfigura tion

Quand une erreur eat détectCe , elle provoque l’”Attente puis Reprise” microprogranmlCe dejA citée qui fil~ me
l’erreur s’il s’ag it d’une panne transitoire.

En cas de persistence, une correc tion microprograulnée eat rCalisCe B partir de la deuxième copie de l’infor—
mation entretenue dana le deux ième bloc mémoire . Cette operation filtre lea pannes transitoires mémorisées.

Si Ia faute n’s pas encore disparu , la mémnoire est cette fois reconfigurée .

Cette operation s’eff e c tue en deux temps

— iianCdiatement , le proceaseur en dialogue avec le bloc mémoire en panne positionne une bascule d’ind i spo—
nibili tC du bloc qui en interdit l’usage pour tous lea processeurs . Lea calculs se poursuivent avec m e
information désormais entretenue en simple copie sur le bloc restant ,
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— A un instant  d i f fCr é , le progmanane périodi que de test et reconfigurat ion de is mémnoire effectue le
diagnostic comp let et la reparat ion B l’aide d ’ina tructions microprogmanlnêes particulières.

S’il s’ag it d’une panne localisée dana une page de 4K , cc qui eat Ic plus probable , at cue is page de
reserve salt encore disponible , celle—ci ea t subatituée B la page défaillante . Ensuite, une misc B jour
de l’ensemble dii bloc ea t effectuée par recopie microprogrananee B partir de l’autre bloc auivie d’une
reintroduction du bloc dana la configuration d’enaembie.

S’il a’ag it d’une configuration de panne intemdisant l ’usage global du bloc (panne dana lea servitudes
logiques, collage des bus , du bloc...), Oii si la page de reserve eat en panne ou a dejA été consonanCe,
la decision provisoire d’indiaponibiiité eat définitivement confirmée par une commande de coupure de
l’alimentation du bloc B partir du processeur traitant la panne.

Enf in , ai le deuxième bloc ménjoire eat idi- -méme déjà en panne, ou quand Ia panne n’entratne qua Ia
perte d’une page con tenant des informa tions non cr i t iques, on realise une degradation douce . Si is page
perdue coim tient des informations critiques, am ai la panne entraine is parte du bloc complet , on poai—
tionne vets ‘extérieur l’alanme de panne complete.

A cc stade de l’expoaC, il eat possible de comnprendre pourquo i l’utilisation d’un code cor rec teur sic peut
pas étre utiliaC pour Cviter de dupliquer is mémoire . La part des pannes des servitudes log iques mémoi re
n’est en e f f e t pea négligeable. Ii faudrai t donc une redondance supplementaire B cc niveau at qui soit
précAblee B la fois B l’ensemb le den tranches 4 bits de is mémoire at a l’ensemble des procesaeura. Cette
disposition accrott considérablement is compiexitd au niveau des interfaces et diminue l’indCpendanc e des
causes de pannes entre lea parties redondéea. Pour ces raisorm s, l’utilisation des codes auto—correcteurs
a et C CcartCa.

4. Detection des erreurs dana lea entrées/sorties at reconfiguration de ces dernières

Lea entrées/sorties au niveau de l’unité centrale aunt rCaliaCes par des er~ntr6leurs connectCa sur les bus
internes des blocs mémoires. Elies soot donc dupliquCes. Eilea se prCsentent pour ia programmnation comae
des operations de tranafert dana une page particuiière.

Lea liaisons avec lea sous—systémea sont réalisées par une liaison aCn e mul t ip lexCe dup iiquCe sur les bus
de chaque bloc . Leur gestion est assuree par Un cana l micropro gramme existant dana chaque proceaseur . La
fonc tion canal a done lea carac témis tiques de detection de panne et de reconfigulation propres B. la fonction
processeur.

Via B via des panne s de i’unité centrale at jusqu ’aux pannes internes des contr6leurs d ’entrCes/ sort ias  on
admettra qua l ’ app lication des pn incipes déjà  exposés garant i t  la aurvie de Ia fonct ion ent rées/sor t ies  B
de nombreusea pannes d’ unitC centrale at au atom s A toute configuration de premiere panne .

Au daià , pour survivre aux pannes des senseurs , ac t ivateurs, a f f i cheurs , et c . . . ,  la s t ructure  COPRA fourn i t
A l’ u t il i sa teur  lea moyens de connecter ces d iap o a i t i f s  par deux chemins indCpendants , at d ’Btre informé
au niveam dii log iciel de l’ application de toute anoniaiie dCtectCe.  Ii revient done a l’utii isataur , dégagé
des aoucis d ’une dCfai l lance en provenance de l ’uni tC cantrale , de faire  les choix judicieux en matière
d’implantation de redondancea dams l’ensembie de l’application et d’exploiter au mieux lea informations de
contexte de l’app lication pour obtenir la fiabilitC désirCe pour les entrées/sorties.

Au niveau logiciel, lea outils nCceasairea B une programmnation afficace par l’utilisateur d’une degradation
douca de l’spplica tion ont Cté prévus.

5. Cas des autres fonctions

Les alimentations aont doublCes, une seule d’entre allen Ctant en fonctionnenient B un instant donné.

Lea honloges, dont is fiabilitC intrinséque eat déjà très élavée, sont triplCes at votées B i’entrCe de
cheque fonction.

U n’exis te pea de point de croisament am niveau des bus intemconnactant lea diffCrentes fonctions redondCes
qui comporte des composants ayant un taux de panne significatif.

Il a Cte démon trC qu ’aucune premiere panne des composants cAbles sun las bus (court—circuit, collage,
etc...) ou lea circuits d’accCs aux fonctions ne pouvaient entratner la perte de plus d’un proceaseur a t
d’un bloc mCmnoire B is fois, cette dernième configuration de panne étant elle-mAme très peu probable.

UNE FANILLE DE CALCULATEURS A HAUTE SURETE

En utilisant lea modules de base précCdenanent décrita , on peu t conf i gurar lea calculataurs suivanta :

I, Le monoprocesseur élémentaire (UT 382—100)

La proceaseur ClCmen taire, conatruit sutour de quatre mnicroprocesaeura en tranche AND 2901 ou ieur equiva-
lent ALIS en SOS, a les caracteristiques suivantes

— un pac1~iging en une carte multicouche compatible avec lea dimensions du 1/2 ATR court (I MCU) ou lea
dimensions trar vemses du 3/4 AIR (6 MCU),

— debit 350 kopfs ,
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— 150 instructions de base et provisions pour des instructions sp Ccifiquea ,
— microprogrananation aur 48 b i ts ,
— operations fixes sun 16 ou 32 b i t s .  Flottant sun 24 bits de mantisse at 8 bits d’exposant .

La mémoire est rCalisCe avec I B 4 pages RAM de IX aaaociée B I B 10 pages de 2K EPROM, soit un total de
24K mots sur une seule carte au mAine format qua le pmocaaseun . L’extension au—dell de cette capacitC sum
des cartes supplémnentairea eat possible (jusqu’à un maximum théorique de 256K mats).

Cette machine ne tolère pea lea pannes.

2. La monopnocasseur de base tolerant lea pannes transitoirea (UT 382—200)

A partir de Ia configuration de base précCdente, II eat ajouté

— un deuxiCme processeur avec lea circuits da surveillance pour constituer le processeur auto—surveillC
UT 382—200 ; cc procaaaeur B “dCfaillancea paasivéas” eat nCaiisé en deux cantea adjacentea (avec bu n—
dage électromagnCtique possible),

— la mémoire precedente eat complCtCe de sea circuits da surveillance et de atockage des bits de detection
armeum .

Le mCca niame de reprise micropro granmmCe eat implanté parmettant B cette machine de resister aux penmen
trans itoinas .

3. Le bi— pnocesseur “Fault Tolerant” en développeinent

C’est l’organisation “double—duplex” (figure 3) typique assurant is sCcunité maximum at une disponibilitC
trAa élavCe.

r _ _ _  _ _ _  _ _
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_ _ _  
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ENTREES/SORTIES [ DMA2 
L IAISON SERIE MULTIPLEXEE

PAGE DE
R E S E R V E

PAGE S
M E M O I R E  U T I L E S  

________ ________

RVITUDE
~~PJ~~~~~I HORLOGES

AL IMENTAT ION

~~~~~~~~~~~~~~~~~~~~ I N 2

FIGURE 3
El l e  comprend deux processeurs dup lex , deux blocs memoi mea au to—survei l lés , deux contr Bl eur s d ’ entr Ces/
sor ties dup lex , une honloge TMR at des servitudaa doublCes.

La puiss- m nce en li gne peut atteindre avec lea deux procesaeurs allumCs 600 kop/a (version T2L) ou 400 kr p/s
(version CMOS at SOS). En application apatiale , 11 eat possible d’Cteindre I’un des procesaeurs pour gagner
en consommnation et en fisbilitC ; Ia vitease est alora de 200 kop/s.

La mémnoire comporte deux blocs identi quas sur unc carte , chacun du mAine type qua dams l’UT 382—200.
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Lea entrées/sorties comprennent usia liaison sCmie dupli quee dejA décrite at den entrées/sorties diacrCtes.

L’enaemble eat compatible avec lea dimensions d’un 1/2 ATR court.

La conaonmmnation en version spatiale (CMO S sur SOS) avec un processeur allumC (200 kop/a) et 16K uciles eat
de IS watts sum le 28V continu de bond .

4. Configuration multi—processeun B capacitC mémoima éievCe

L’organisation prCcedente peut Atre étendue B plus de deux proceaaeuns at plus de deux cartea mémoine
pour o f f r i r  des pu issances de calcul élevCea ( 800 kop/s ) et/ou des capacites mnémoire élevCe~ ,pourvu qua
lea possibilitCa de parallClisme intemne de l’application Ic penmettent.

EVALUATION DE LA FIABILITE

Ii eat indispensable dana la conception d’ archi tecture  “Fault Tolerant ” de prévoim une modCl i sa tion  permettant
de quant i f ie r  lea ameliorations obtenuea pam rapport aux machines conventionnelles non redondantes.

Ccci pe rmat d’aj usten la configura tion aux specifications de fiabilitC pour chaque app lication par ticulilne .

Dana cc but , un modèle du comportement de COPRA via B via des pannes a etC dCve loppC an u t il i s a n t  lea proceasua
da MARKOV. A pa r t in  d’ un Ctat  in i t ia l  sans panne , l’appari t ion de celles—c i provoquent des t rans i t ions  vera
divers ë ta ts  poasiblea suivant des lois de probabilitCs dCf in ica  et fonc t ion  du tempa.

Un example simpli f iC  eat le suivant pour la configurat ion double dup lex de COPRA . Celie—ci paut ae trouver
dana lea Ctats  suivants
— Ctat I : 2 UT duplex, 2 blocs ménmoires,

— Ctat  2 : 2 UT duplex , 1 bloc mCmoire (l ’ autre en panne) ,
— Ctat  3 : I UT dup lex , 2 blocs memoimea (I UT an panne),

— état 4 : I UT dup lex , I bloc mémoire ( I  UT, I BM en panne) ,
— état 5 : detection d’ une fau ta  sun une der’u ène ressounce (“ALARHE”),
— état 6 Laute non détectée A un atade quelconque.

Si 11(t) est le vecteur ligna ~P I ( t ) ,  ... P 6 (t ) ]  des probabili tCs d’ avoir a t te in t  chacun des Cta ta  dé f in ia  B
l ’ ina t an t  t , l ’évolut ion de cc vecteur sa t i s f a i t  l ’Cquation d i f f é r e n t i e l l e  suivante :

d 11(t) 
— 11(t) .

dt

oü tt(t) eat une matrice carrCe B 6 dimensions dont lea termca soot lea taux associCa aux probabili tés da tran-
sition d’ un Ctat  B l’autre , Cea tenmes soot calculCs B partir des tsux de dCfai l lanca  dCterminCs de manière
conventionnelle pomm cheque aous—ensemnble sans redondance de la configuration.

L ’object i f  f ina l  cst d’évaluen lea probabili tés des étsta 5 at 6 B chaque instant , cc qui donne la sCcurité
S( t )  at la d isponibili té  A ( t )  en fonction du temps
S ( t )  — I — P6( t)
A ( t )  — I — P5(t) — P6(t)

Lea valeums nulnCniques pour las taux de pannes sont extraits de la MIL HDBK 3 I 7B .

Lea résul ta ts  soot globalement , pour is configuration examinée
— en insCcuritC (taux d’ emreuns indCt ect Cea )  10 10 par heure pendant toute Ia durCe da fonctionnement ,
— en f i ab il i t é  g lobale pour la mission (sécuritC at disponibilitC) 94% sur 5 ens pour une version spatiale.

GENERALITES SUN LE LOGICIEL

La machine vir tuelle  at  le logiciel de base COPRA soot conçua pour sa t i a fa i r a  au mieux lea axigencea des trai—
tements tampa reel multitAchea hiCrarchisCa demandapt une haute sOretC de fonctionnement , une puissance de
calcul ClevCe et une occupation maCmoire rCduite. lie soot particulièremcnt bien adaptCs aux systèmes embsrqués
sun avion ou satellite.

La tolerance aux pannes matCrie l ies  eat assumCe am naoyen de procedures microprogmananCes, d’instnuctions spCcia—
lilCes et de procedures pmogramméaa faisant partie du Iogiciel de base qui complètent lea dispoaitifs cAbles
de detect ions et de recouvrement de pansies. Ces fonctions Ctsnt aasuréea de facon transparente B l’utiliaateur,
l ’anal yse at la prograalnation peuvent Atme e f fec tuées  sans ae pmeoccup er da cet aspect de Ia machine . Seuls les
d élais qui pemr - .~nt At re induits par lea recouvrements de pansies aont B prendne en consideration pour las
tAches tampa r id . Ces dClai s sont specifiCs quant i ta t ivement  de manière precise.

Lea points de repriae sont injectes automatiquement A la generation des programmes , li bé rant  Sinai  Ic pro—
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sequences rCpCtables , tout en optimiaant Ic nomnbme de point s de reprise injectCs.

La atructuration de la progrananation garantit is fiabilitC du logiciel utilisateur en assunant Ic cloison—
nement de l’information en mémoire (figure 4), Is nommalisation des interfaces logiciels, ainsi qua Ia macau—
vmemen t des erneuns log icielles dCtectéca conformémcnt aux specifications de I’applica tion.

INTEGRATION DU SYSTEME
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L ’ INFORMAT ION MAT IQUES
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FIGURE 4

Le cloiaoanement de l’informnation an mérnoire eat assure par un contrOle strict da i’adreaaage des données.
Une par tie de cc contr6le eat effectuCe statiquemant B is génération des programmes. La reste (cas dec adrea—
sages calculCa) eat effectuC dynamiquement (par nmicropmogranlmation), sans pénalisation des performances . Lea
droits d’sccèa de chacune den tAches doivent Atre specifies cxp l icitemant afin de permettre cas contr~ lca.

La gestion des zones de travail temporsimes eat sasurCc automatiquament , sina i que las sauvegardas at rastau—
rations de contexte lana des commutations de tAchea.

Deux modes de programnmnation sont possibles : “uti l i a a taur ” at “sys tème de base”. Lea instructions spCcifiques
“système” ne sont uti l isabies  que cur presentation d’un mat de passe.

En mode “u ti l i sateur ”, las instruc tions “sys tème” sont manipulables B travena un jam complet da macno—instruc—
tiona.

La puissance de calcul est le rCsultat d ’un ja m d ’inatructions optimiaé pour lea domnaines d’ applicat ion du
COPRA . Ella eat encore augmentee pan la fonctionnement possible en multiproceaseur.

En part iculier , lea techniques d’ sd ressage par rapport A des bases spCcialisCcs permattent d’accCder avec
des instructions en format court (16 bits) a la quasi totalité des objats admessés. La geation des reg iat mea
de base eat automatique at transparente a l’utiliaateur.
Lea instructions de contr8ie (branchements , appels at retouma de sous—progrananes , commutations de tAchea,
primi tives de synchronisation) aont simplea at puissantes.

L ’allocation dynamn ique des espacas de t ravail temporainas assure Ia reentrance du code at Va dana In sans
d’ une occupation mémoire rCduite.

Enfin , il ent possible de spCcialisen le langaga source par macro—instructions at fonctions spCcislas micro—
prograimanCes (extra—codes) afin de l’adapter aux basoins particuliems de l’appuica tion.

STRUCfURATION DE LA PROGRAZIMATION (figure 5)

L’applicasion complete peut se dCcomposer en fonctions distinctes at ralativement indCpendantes , coopérant A
I’accotnplisseman t de Ia mission.
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Usia fonct ion peut ella—mAma se dCcomposer en p lus ieuns  tA ches correspondant B dea conditions d’ac tivstion
variCes ( d i f f ér e n t e s  sous—frCquences du temps reel, interruptions aiBatoines , Cvènements externes ou intemnes).

Nous appalons sous—systèmc, l’enaenibla des tAches contribuant ~ assurer usia mAme fonction. L’enaembl e des
variables communes aux tAches d’un mAma aous—système fonmne un eapace de variables , di t eapace global du soua—
systCme . Seules lea tAches du sous—système peuvent Ccrire dans cet espace , mais toutea lea tAches de l’appli—
ca t ion peuven t y l i re. Las espacas globaux sont allouCs statiquement et lea variables qu ’ils conti ennent
jeuvent donc Atre rémanentes.

Chaque tAche dispose aussi d’un espsce de travail pn ivé qui n’eat adressable que par d ie.

Noun appelons processuc l’ensemble du code canactCnisant usia tAche (instructions). La notion da procesaus eat
one notion sta tique slams que Ia tAche est usia notion dynamique . En psnticulian , plusieurs tAches peuvent se
dCrouler siumui tanCtnent sum Ia mime processus avec des zones de travail pnivCes distinctes.

Un procassus peut Atre dCcomposé en blocs embottés salon usia structure anboreacente. Un bloc eat une sequence
de codes ayant un ou plusieurs points d ’entrée et de sortie , l’ en trêe s’effectuant par une instruction d~appel ,
la sortie effectuant toujouns un retour derriere I’ordre d’sppel . Chaque bloc dispose d’un aspace de var iables
propr es, di t espace local. Las espscea locaux sont genes en p i le  au sam de l’espace da travail de Is tAche.

La gas tion an p ile des zones locales perinet d’optimiser Ia taille mémoire nCcessaire B l’exécution de la tAcha.
L’espace local d’un bloc eat sh ame an sommet de pile b r a  de i’appel at libCrC am retour. Il a donc Ia duréc
de vie du bloc. Ainsi, seule Ia zone locale du bloc rscine de l’arbne des blocs peut contenir des variables
rCmane ntes , lea autres zones locales sic pouvant Atre que des zones de travail tempomairea.

Lea sous— pragnananea sant egalemen t structures en blocs amnbottés. u s  pauvent Atre prapras B un procassus au
regroupCs su sam da bibliothèquas utilisables par toUs lea proceasus du système.

in transfert du contrèle B un bloc ou un saua—progrsmmne eat effectuC par une macro—instruction normalisCa
assurant 1€. tranafert des psmsmètras et Ia creation d’un lien da retour. La portée des instructions de bran—
chemant (GOTO) eam Iimitée am bloc courant, a f i n  d ’Cvi tar une entrée om m e  sortie de bloc non nonmnshisée et
una utilisation snarchiqua de Is pile de travail da la tBcha .

GESTION DES TACI4ES

Une granda par tie du système de gestion des tAches ast micmaprogrammée de façon B la renire particulierement
rapide . En configura tion standard , ii peut supporter 64 t3ches rCpartias en 16 niveaux de prionité (y compnis
has niveaux d’intermuptian qui na bCnéficient pan d’un traitemant special).

L L ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
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tin schaduleur microprograniné assure is selection du niveau le plus prionitsire et active salt diractement
une tAche u t il i sa teur  si calle—ci ast unique a cc nivaau de prionitC , soit un moniteum programme da niveau
ci celui—ci abnite pluaieurs tAches. Le moniteur de niveau utilise une instruction micropragramnmCe de com-
mutation de contexte. Ii peut assurer usia gestian hiCramchiaCe am non dcs tAchea do niveau, salon las
besoins.

Lore du fonctionnement en multiprocassaur, lea nivesux de pniorité Sosit nCpartis enEma lea processeurs . En
can de per te d’ un proceascur, una nouveibe repartition eat faite entre lea procesaeurs restants.

La synchronisation entra tAchea at avec I’ex térieu~ ea t assurCe par un mécanisme d’évènementa. h a  peuvent
A tre définis B I’ssseinblsge 00 allouèa en cours d’exCcution. Las primitives da manipulation des évènements
soot microprogrammCes. L’appanitian d’un evenament eat pniae en campte immédiatamcnt si ella a pour affet
de relancer un niveau de pnianite supéniaun B celui en caurs cur I’un des proceaaeurs.

Sum apparition d’une fau te log icialle détec tée (adressage invalida, time—out ,...) ou d’une panna matCnialla
antratnant une perte definitive d’une par tie des mesaa urces mininmalas nécassairea pour assurer l’ ansamble da
la miaaion, una degradation douce (reconfiguration lagicialla) eat possible, aux mains de l’utilisareur. 11
eat utilisC pour cela on mécaniame general de variables d’etat sssociéas B chacuna des messauncea matCmiellea
ott logiciellea.

MACHINE VIRTUELLE (figure 6)
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FIGURE 6

Vue de l’utilisateur , la mémoire se pméaente cosmic un bloc de 64K noEs da 16 bits découpe en segments de
longueur quelconque. L’admasaage y eat en general du type base + déplaccment (Cvantueilament + index).

Las instructions et las constantes sont regroupCcs en segments CODE dana lesquels l’Ccriture eat intcrdite ,
et qu i pcuvent Atre  implantés en mémoine morta . Deux types de segments CODE sont d i fféranci Ca , segment PROCESS
qui contient on proccssua at sea saus—programmnes prapres et segment LIBRARY qui contient une bibhiothCque de
soua—programmnes.

Les variskle% sanE regroupCes en deux types de segments segment GLOBAL qui contient la zone globale d’un
sous—systAme at segment STACK qul contiant  la zone de travail d’ une t Ache.

La mach in e vi r tuel le  posaède quatre megistras de travail  de 16 bi ts, donE deux peuvant Atre utilisCs an
index ou en pointeurs pour l’adressage externe (Zones glabebes des autres saus—systèmes) at quatre regist res
spCcialisCs : base globala pointant sur l ’omigine de ha zone globale , base locale poisitant sum he sammami et de
la pile des zones locales de la tAche en coura, compteur ordinal at PSW. Las ap erandes standard soot da

-
- 16 bits (virgule fixe)  ou de 32 bi ts  (virgule fixe ou flo t t an t e ) .  Dans cc cas , on u t i h ise deux ou quatre

ragistres de travail de l6 bits  pour fa i re  un ou daux registres da 32 bits. Ii eat auasi possible d’adresa er
l ’octet .

Les modes d’adrassage autorisCs A l’utih iss teur  sont has suivants

L 4 — en cone ~1obml. d&placement cur la base global.- avcc possibilitC d’indexation,
- - - - - - -‘—-- ~~~~~~~~-- — - 5— 
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— en zone locale : dep lacemnent sum la base locale sans indcxation (car La p ile de t ravail contient dec
liens qui doivent Atra pnotégés),

— pour las paramètrea des blocs at sous—progranimas adrasasge indirect speciahisé avac possibilité de
post—imdexstion,

— par pointeur : deplacement cur on des regiatres d’indax utilisé en painteur , avec poasibiiité d’indaxa—
tion avec l’autrc regiatre d’indcx,

— en absolu : avac pasaibilité d’indcxation.

L’adneasage indirec t banahisé eat interdit car il na peut Atra surveillé de façon efficaca . Dana Ia cea
des paramètras , is transmission eat ascurée da facon nommaliaée par macro—instruction at survailléc B ha
generation des programmes. L’adressage indaxé eat sumvailhé pan la microprogrammmmation qui vérifie qu ’il
n’y a pas débordament do segment néfércncé. Las adreasages externes (par pointeur 00 an absolu) beneficient
d’un double contrèla : verification statiqua do droit d’accès et verification dynamique de h’adreacaga.

BAlE DE GENERATION DES PROGRAMMES ET MISE AU POINT

Lea fonctiona da panneau avant, de bsia da misc en oeuvra, de baja de preparation da programmes et da misc
au point Cant aaauréea par un mini—ordinateur standard connacté au bus do COPRA .

CERTIFICATION

~ Il n’axista malhauneusament ~55 de techni9ue permcttant dc chiffrer la fiabilité d’un lag iciel a t c’eat
pourquoi la validation des mécanismes hogicials dëcnits précédeunnent sena h’objet d’une campagne d’essais
at dc certification affectuéa par le CELAR fin 1980. L’accan t sara mis sun las deux points principaux
— cloisonnement gananti dc l’information an mémoire antra sous—systèmes ,

— survivanca aux anreurs logicialles détectéaa pan degradation douce de la mission.

ETAT ACTUEL ET CALENDRIER DES DEVELOPPEMENTS EN COURS

Comma ii a été dit en introduction, usia maquette probatoire a été réalisée at axpérimcntée an 1976.

Las assais suivants ant notammanent été exécutés

— injection de pannas parmnanentea pré—cAbléea (court—circuits, collage...),

— injection da pansies tmsnsitoiras aléatoires su mayan de sondea inductives ,

— injection da psnnes permanantas sléstoinea pam décannexian da circuits ou de csrtaa , ou par production da
courts—circuits.

La maquette a bien résisté B cas conditions d’anvinonnament défavorablaa.

L’Ctape suivante en cours eat cella d’un prototype B baasa cansammnation destinée aux applications spatisles.

Pour ceha , une version equivalante de l’AMD 2901 a été réaliséa en CMOS sun SOS par ha société EFCIS en
collaboration avec is SAGEM. Ce circuit “ALl” (Ani thmetiqua at Logique Integrée) dant las échasitillona ant
démo n tré un niveau de performance sous IOV comparable a ccl ui du 29 01A pour one dissipation 10 fois moindra ,
doit Atre industrialisé au coura de h’ année pnochsine . Ce circui t devrait Atre complété pan un micro—
sequencaur cascadabla dens la mAma technohog ia s f in  da parmettre la réalisstion complete d’un pnocesseur -t
en CMOS at CMOS sur SOS travaillant anus IOV (vitasse at inmiunité au bruit maxima).

Lea mémnoiras de micropragrammlnes soOt dec ROM en CMOS de 1K X 12 bits . Lea RAM soot an CMOS de 1K X 4 bits.
La puissance da calcul offerte sara alora de 400 kop/s (ou 200 Lop/s avac un saul praceaseur alhtuné), at ha
consonanatiosi da 15W cur le résasu 28V cantinu de bard.

Dana l’intervsile, Ic processeur du prototype sara an granda pantia monte svac des circuits bipohairas.
tine étspe ultérieure prevoit ha connexion de l’cnrcgistreur reconfigurabla B bullea msgnétiques da 60 M bits —

an Coors de développement pour ha compte de l’ESA (Agenca Spatiahe Européanna).

Lc prototype en dCvaloppemnent doit Atre hivré su CELAR (Centre d ’Essaic des Laboratoires de h’ARmame nt ) au
caurs du daux ième semastre 1980. II subira alors one campagna d’esaaia da certification su nivaau materiel
et logiciel.

- I-d 5—- -~~~~~~~~~ ~~~~~~~~ —-~~~~ - —~ —~~~~~~~~~~~~~~~--- -~~~~~~~~~~ ~~~~~~~~~— _~~
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CONCLUSION

L ’accent principal eat mis actuellement vera las applications pour satellite pour lesquellec lea fiabilitCa
damandéec a tteignent 95% sum am mains cinq ans.

D’autmcs applications envisagees concernent is conduite dcc cystèmec intCgres caphistiquéc des véhicules
militajres futurs.

Pour toutes ces applications, one configuration eppropniee da ha famillc COPRA peut offrir une reponae
adaptec A chaqua cas psrticulier an tarmac de puissance de calcul, de sécuritC at de disponibilite.

Concemnant l’aapec t log icici de is f iabili té, pour lequel ii n’axiste pac aujourd’hu i de réponac comp lete
at aat iafsisantc, la st ructoration impoaCe B la progrenmiation at le cloisonnement étroitamcnt curvaille
dec di vers objets manipulCs par le logiciel , anfin lea outilc offerts pour Ia conduite d’usia degradation
douce , devraiant perumettre une amelioration notable des conditions de cert if ication dcc log iciaha d’app hi—
cation.

Dana tous las cas , l’utiliaation dc is structure COPRA appomte su depart h’aaauranca do nivesu de ci~re tëde fo nctionnamnent requis pour i’unité centrale en toote indépendance des programmes d’apphica tion. Enf in,
il libère cas darniara dc toute aujétion concarnant la aurvie aux pansies de l’uni té centrslc cc qui , en
aimplifiant le logiciel , améliore as fiabili té.

I 
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COPRA

A NEW LINE OF ULTRA—RELIABLE , RECONFIGURA BLE COMPUTERS
FOR AIRBORNE AEROSPACE APPLICATIONS

C. MERAUD AND F. BROWAEYS
SAGEM — 6 , AVENUE D’IENA , 75783 PARIS CEDEX 16 — FRANCE

SUMMARY

The COPRA (Calculateur A Organisat ion Parallèle at a Reconfiguration Automatiqua / Automatic Reconfiguration
and Pa rallel Organiaat ion Computer) covers a range of equipment, from the redundant mono—processor (200 kops/
ccc) to the neconfigurabla multi—processors (400 , 600 and 800 kops/ sec).

A brass—board has already been built and a pmototype is being developed. The latter corresponds to a double—
duplex configuration capable of surviving at least to a first failure and to transiesit failures in a manner
transparent to the programming, which considerably simplifies the development of the application software.

The hard-wired fault detection, the automatic micro—programmed roll—back and the software reconfiguration
mechanism are described. Some technolog ical aspec ts, in particular the use of CMOS on SOS, are set forth.

The software is structured and rigorously segregated even at machine level . Tools are provided at supervisor
level , to facilitate the programming of a graceful  degradation of the miss ion.

A Markovian modelization enables an accurate estimation of reliability which, where the developed _configura-
tion is concerned , will be close to 95% over 5 years with a rate of undetected errors equal to 10 10 per hour.

INTRODUCTION

The conventional central units can be used to build process control systems of ever increasing complexi ty ,
as long as the rel iabil i ty level required is not too high. In app lications with non dangerous configura tion
(e.g. : telephone mult ip lexer), the availability may be improved by dupl icating the central unit and , if
possible , keeping the overall system under human supervision. Beyond this, it is necessary to use FTC (Fault
Tole rant Computer) techniques. This is the_case , in part icular , fo r the bui l t—in  control systems on modern
aircraft (safety requirements exceeding 10 10 per hour) and satellite—borne computers for which an availa-
bil ity of more than 95% over several years is demanded.

The family of COPRA computers under development is intended for such applications. It uses the most up—to—
date FTC techniques wh ich involve : the provision of error and fau l t  detecting devices , recove ry through
reconfiguration, automatic roll—back of interrupted processes and, f inal ly, the genera tion of rel iable
software.

In order to ensure the specified reliability on the most critical tasks, i t is indeed necessary :
— to insert redundancies which will ensure computer survival and guarantee the integrity of the memorized
information,

— ensure the safety of the computing operations (without increasing the complexity of the software), in order
to prevent the production of catastrophic events.

The COPRA central unit meets these requirements and enables the reliable programming of important sof tware .
If a faul t  appears , it is detected and confined before the information is irreversibly polluted , as this
would prevent the correct roll—b eck of the operations . These last operationc are therefore performed with
sepa rate ha rdwa re , to prevent the defects from altering the process under way.

Since transient failures are the moat frequent (99% of program failures), they arc filtered at the hardware
level , by an automatic roll—back of the sequence in progress.

If the fault is confirmed , the module which is at the origin of the fault is isolated , and the emergency
module is initiated. An automatic process roll—back is then performed.

These ope rations are carried out simp ly, with the help of the micro programming techniq ue used by SAGEM since
1967 for all of its central uni ts .  This technique simultaneously offers

— a list of instructions suitable for the domain of application concerned ,
— sane diagnostic instructions required for the execution of periodic tes ts  which effectively elimina te

hidden fa i lures,
— coma logic operations, specific to failure processing and recovery.

The improved reliability of the software is based on split tasks and a memorized information arrangement
which is the image of the functional s t ructure of the appl icat ion.  The guiding pr incip les of conanu nication
and access between the various parts  can than be described , to enable the s ta t ic  and dynamic ve r i f i ca t ion
of their observation .

_______________ — ~~~~~~--‘-~~~~~~~~~~~ ~~~~ — S ~~~~~~~~~~~~~~ ~ • - —— ~~
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It is thus possible to perform en eff ic ien t and monitored data segregation for each sub—system . It is also
possible to provide a finer division into monitored functiona l tasks , to take fu l l  adva ntage of the possi-
b ilities offered by a graceful degradation of the application.

These characteristics restore a clear segregation of functions and cub—functions, ful ly  comparable with
what is conventionally performed in discrete component type redundant analog structures. The absence of
such a segregation in conventional computers largely explains the reticence felt towards data processing,
even when it is reliably protected against hardware failures.

In conclusion, due to its highly reliable structure and software characteristics, the FTC COPRA computer
enables the satisfactory writing of application software since computer stoppage or faults  need not be taken
into account. Fault detection and automatic reconfiguration protect the mission against the consequences
of computer stoppage or anarchic operation and make it possible to reach , in a rigorously assessable manner,
the level of reliability required for the whole of the app lication.

All the points summarized in this introduction will be developed hereafter .

HISTORY

The development of COPRA is the f ru i t  of a 6—year collaboration between the SAGEM Company (main contractor)
and the Elect ronique Marcel Dassault Company. Both these Companies have been designing and building real
time computers since the early 60 ’s . They both t ried to improve the functional reliability of computers by
the use of redundancies at a time when the level of integration did not exceed the size of a register (SAPHIR
and MECRA projects) .

The end of the 60’ c saw the emergence of LSI techniques which led to a concept of more global redundan cy,
wi th a hi gher reliability combined with reasonable size and cost.

It is with in this context that the two Companies combine their effort on the COPRA project, with the help
of the French Department of Defense(via the DRET — Direction des Recherchec , Etudes et Techniques).

In 1976, this effort led to the realization of a model used to validate the basic solutions this is now
followed by the construction of a prototype.

SURVIVAL TO FAILURE S

I. Survival to transient failures (figure I)

TRANSIENT FAILURE RECOVERY

DELAY ~ ROLLBAC K~ RETRY AND PROCEED WITH THE SEQUENCE

PRO~~~~~~~~~~NCE

I N TE RF E RE N CE

FIGURE I

This survival , and the discrimination between this type of fa i lure  and solid fa i lures  in components , is
one of the mast important po ints  in a system which detects  any error with very high ef fec t iveness .

It is indeed admitted that  99% of observed program defects or failures are due to traOsients produced
by the environment or by components which , in some data configurations , are operating in marg ina l conditions .

In fact, this proportion would be even greater on conventional machines if all the errors affected some
cr i t ica l  information , which is fsr from being the case. Therefore , an FTC machine whic~h ensures saf ety by
try ing to detect all errors must be able to recognize the transient characterlst ic of their cause and

L 
survive without ii~TEiating a prematured reconfIguration.
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One solution consists in using a tr iplication and voting process however, this solution, which in fac t
is complex , is vulnerable to dazzling and ill suited to long missions.

The only alternative is to make use of the sequential characteristic of digital procesaings, in order to
introduce an automatic roll—back mechanism which, following the detection of an error on the sequence in
progress, enables the retry of the latter from a previous check point.

Obviously, such mechanism must be transparent to the programming, in other words, it mus t no t impose any
restriction to the user.

To be cimple and fast, without requiring too much additional equipment, the roll—back mechanism is obtained
through micro—programming. It consists in performing , at  each check point “COlIC”, a short protection of
the context in the memory, in a manner similar to that performed at the time of an interrupt . The reverse
operation, carried out after the detection of an error, performs a roll—back .

In such a mechanism, the check points cannot be located anywhere. Indeed, since the roll—back is carried
out with the states in which the memory and I/O’s are when the error is detected , these states must be
compatible with the identical repeti t ion of the same computations (E.g. A + B -s R,R -* A is not repea-
table).

The location of the check points is effected during program generation, by means of a special algorithm .
The latter determines from which supplementary action the sequence being assembled is l ikely to modify
it s initial conditions and then incerts a check point (E.g .  : A + B -s R , “COOK”, R -s A. The division into
repeatable sequences is realized).

The check poi nt is a point of no return and the s tar t  of a new sequence . The pe riod of sensitivity is
equal to a few nano—seconds : it is therefore almost nil . The average distance between check points varies
between 10 and 20 instructions. They are previously set by a protectiun o~ v~ccessor registers in two
zones working in flip—flop mode, the validation is effected by a switch avon of zone. The setting opera-
tions have the duration of a fast instruction heading to a consumption of —~ezting power equal to appro-
xima tely 8%.

Following an error detection, the roll—backs are delayed by a fraction of a ma according to environmental
cond itions, in order to improve the protection in the presence of trains of transients. Their number is
counted and their frequenc y compared with thresholds , for maintenance purposes.

Such a mechanism does indeed free the programmer from any need to provide protective measures against such
failures. Consequently, no human error is to be feared when the check points are inserted in the program.
As a result, software certification is much enhanced .

2. Error detection in processors — processor reconfiguration

The CPU’s are composed of 4 AND 2901 type 4—bit slice microprocessors, or equivalent equipment made by
the EFCIS Company (CMOS on SOS). The word and data path have a 16—bit width. The floating operations
work on operands with 24 mantissa bits and 8 exponent bits.

Error detection

In the recent past, the processing units reprecented a large part in the cost of computers consequently,
SAGEM and END worked out some solutions based on arithmetic codes to avoid the duplication and comparison
of processing units for the detection of errors.

This solution was finally abandoned since it was not sufficiently effective to monitor all the operations
carried ou t by a processing uni t, and ill suited for present LSI components. Since the use of the hatter
have brought down to approximately 10% the share of the processing unit  in the cos t of a comp lete computer,
it was mare economical to revert to the solution orig ina l ly  dropped. The present solution therefore
comprises two processing units operating in micro—synchronization and comparing all their outputs bit by
bit at each micro—cycle. The comparison itself only requires few MSI components.

Reconfiguration

At the first stage, the error recovery assumes a transient failure . The latter is recovered by the “Delay
and Roll—back ” microprogrammed sequence (figure 1).

When the sequence still shows a processing unit error, the failure is considered to be solid (figure 2).
This confirmation heads to the switching off of the PU and the hatter is electrically isolated from the
system.

This state causes a maximum level interrupt detected by another PU used to resume procecsings temporarily
abandoned .

A new task distribution is performed with the help of a new Set of level masks. The balance is progressi-
vely restored from the natural management operation of a multi—level common purpose multi—processor , the
levels of which are statically shared out among the processors.

In such a case, the reduced computing power left by the loss of a processor must be sufficiently high to
continue the complete fulfilment of the mission. In the opposite case , the suppression of non critit~al
tasks is envisaged, to perform a graceful degradation of the mission.

L. ~~~~~~~~ -  - 
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SOLID FAILURE RECOVERY
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FIGURE 2

3. Error detection in memories — Memory reconfiguration

The memory is made up of CMOS integrated circuits (PROM, ROM, or RAN of various capaci ty wi th, however ,
a large majority of RAN 4K chips). These chips are grouped into 4 K pages, wi th a supp lementary spare
page. The integrity of the information, in the presence of failures, is ensured by a memorization dup li-
cated in two physically independent units. Memory writing is simultaneous in both units. Reading is per-
formed on only one unit at the time, which spproximstively doubles the memory output . There must be at
least three fa i lures  among the memory chips in order to lose the memory function.

Detec tion

Beside the memorization circuits which are code—monitored (as will be described hereafter), the memo ry
service logic circuits (access dialogue, decoding , address , page reconfiguration) are, for the same
reasons as described previously, monitored through duplication and comparison.

Any discrepancy detected at comparison level immediately inhibits transfers and causes a micro—interrupt
on the processors, in order to execute the “Delay and Roll—back” microprogrammed sequence.

The memorization circuits which, when dealing with high capacities , may form a cos tly part of the system,
are monitored through coding. Ta this end, the circuits are grouped in independent memory slices of I or
4 bits (even 8 bits). An additional slice is provided to accommodate the detecting code. With such an
arrang ement , component failures can produce an error in only one slice . Such error configurations are
perfectly detected as long as the detection system itself is not faulty. A periodical teat is carried
out to provide against such a risk.

Reconfigura tion

When an error is detected , it initiates the previously mentioned microprogrammed “Delay and Roll—beck”
sequence which recovers the error if the hatter is of the transient type.

If the error persists, a microprogrammed correction is performed from the second copy of the information
kept in the second memory unit. This operation filters the memorized transient failures.

If the fault is still present , the memory is than reconfigured .

This operation takes place in two stages

— inunediataly, the processor in dialogue with the faulty memory unit sets a flip—flop which disables
the faulty unit and prevents it from being used by the processors. The computing operations proceed
with the information which, f rom then on , is available in single copy form in the remaining unit ,

— ha ter no , the periodic program of test and memory reconfiguration carrieb out the complete diagnostic
and repair , with the help of specific microprogrammed instructions .

If the failure is located in a 4 K page (the mast likely event) and if the spare page is still available ,
the la tter is used in the place of the defective page. Then, the whole unit is up—dated through micro—
programmed reproduction from the other unit , and the unit is re—introduced into the overall configuration .

If the failure configuration prohibits the overall use of the unit (failure of logic services , bus stic—
king, uni t, ...), or if the spare page has failed or is already used , the provisional decision of non
availability is definitivel y confirmed by a signal sent by the processor dealing with the fault , which
switches off the supply to the unit.
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Finally, if the second memory unit has already failed, or when the failure only causes the toss of a
page containing non critical data, a graceful degradation is performed. If the lost page contains criti-
cal da ta, or if the fault disables the complete unit , the complete failure alarm is initiated .

At the present stage, it is possible to understand why the use of a correcting code is not possible to
avoid the duplication of the memory. The amount of memory logic service failures is indeed not neghi—
gible. At this level , it would be necessary to provide an additional redundancy simultaneousl y prewired
to all 4—bit slices of the memory and to all processors. Such an arrangement considerably increases the
complexi ty of the interfaces and reduces the independence of failure causes between redundant sections .
It is for these reasons that the use of calf—correcting codes has been avoided.

4. Error detection in I/O — Reconfigura tion of I/O

At cen tral uni t level , the inputs/outputs are made with controllers connected to the internal buses of the
memory units. They are therefore duplicated. With regard to programmation , they appear as transfer  opera-
tions in a specific page.

The links with sub—systems are by means of a dup l ica ted mul tiplexed serial bus on the buses of each
memory unit. They are controlled by a microprogrammed channel present in each processor. The channel
function therefore has fault detection and reconfiguration characteristics specific to the processor
function.

With regard to central unit failures , and up to I/O controller internal failures , it will be assumed
that the application of the above mentioned principles ensures the survival of the I/O function to nume—
rous CU fa i lures  and , at least, to any first failure configuration.

Beyond this , to survive to sensor , activator , display f a i lures , etc..., the COPRA structure provides the
user with the means to connect such devices via two independent path and to be informed at software level
of the application of any detected anomaly. Not having to worry about a failure of the CU, the user can
thus make a judicious choice with regard to the location of redundancies within the whole of the applies—
tion, and make the best use of the application context data to obtain the required I/O reliability.

At software level , the user is provided with the means required to elaborate an effective programmation
of graceful applica tion degradation.

5. Other functions

All suppl ies are dup lica ted and only one is in use at a given time .

The clocks, wi th their already high in trinsic rel iabil ity,  are trip lica ted and voted at the input of
each function.

There is no crossing point on the buses interconnecting the various redundant functions which includes
components with a significant rate of failure .

It has been proved that no first failure of components wired on buses (short—circuit , sticking , etc...)
or on f unc tion access circuits, could lead to the loss of mare than one processor and one memory uni t at
the time, this last fa i lu re  configuration being itself highly unlikely.

A FAMILY OF ULTRA-RELIABLE COMPUTERS

Using the basic modules previously described , it is possible to configure the following computers

I. Elementary mono—processor (UT 382—100)

The elementary mono—processor, buil t round four AND 2901 slice type microprocessors or their ALIS (SOS)
equivalent, presents the following characteristics

— multi—layer PCB packaging compatible with short 1/2 ATR (I MCU) dimensions or 3/4 ATE (6 MCU) trena—
versal dimensions ,

— 350 kop/c output ,
— 150 basic instructions and provision for specific instructions ,
— 48—bit microprogranin ing ,
— f ixed operations on 16 or 32 bi ts .  Floating operations on 24 mantissa bits and 8 exponent b i t s .

The memory comprises I to 4 IX RAN pages associated with I to 10 2K EPROM pages , making a total of 24K
words on a single boa rd with a format identical to that of the processor. This capacity may be extended
on additional boards (up to a maximum theoretical number of 256K wordc) .

This machine is not fault—tolerant.

2. Transient fault—tolerant basic mono—processor (UT 382—200 )

To the previously described basic confi gurat ion are added —

— a second processor with monitoring circuits , to make up the self—monitored UT 382—200 processor : this
“passivated failures” type processor is composed of two adjacent PCB ’a (w ith possible electromagnetic
shielding),

_ _ _ _ _ _ _ _ _  
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— the previous memory is completed with its monitoring and error detection bit storage circuits.

The microprogrammed roll—back mechanism is provided , allowing this machine to withstand tr~insien t failures.

3. Fault—tolerant bi—processor under development

This is a typical “double—dup lex ” organization (figure 3), ensuring maximum reliability and a very high
availability.

I _ _ _

I I I  I I  1
INPUT/OUTPUT D M A O DMA2 MULTIPLEXED SERIAL BUS

( 

SPARE PAGE 

~ I ~
MAIN MEMORY RUNNING

ACCESS ~~ 

_________

LLOCKS

PROCESSORS ~~~~~

POWER SUPPLY 
—.

~ PSI PS2 J—._—. []

FIGURE 3

It comprises two dup lex processor s , two self—monitored memory units , two duplex I/O controllers , a TMR
clock and dupl icated cervices.

Wi th  the two processors ON , the on—line power can reach 600 kop/s (T2L version) or 400 kop/s (CMOS on
SOS version) . For space application , one of the processors may be switched OFF, to reduce power consump-
tion and improve reliability the speed is then equal to 200 kop/s.

The memory is composed of two identical units on one PCB, each uni t being s imi la r  to the one used in the
LIT 382—200.

The I/O inc lude  a dup lica ted multiplexed serial bus (already described) and some discrete i/O .

The assembly is compatible with the dimensions of a short 1/2 ATR.

In the space version ‘(CMOS on SOS), the power consumption with one processor ON (200 kop/s) and an
effective capacity of 16 K, is equal to 15 W (from the airborne 28 V DC supply).

4. H igh memory capacity mult i—processor  conf igurat ion

The previously described organization may be extended to more than two processors and more than two
memory PCB ’s , to obtain high computing powers (800 kop/s) and/or high memory capacities , provided that
the internal parallelism possibilities of the application allow it.
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EVALUATION OF RELIABILITY

In fault—tolerant architecture design , it is essential to provide a modelization in order to q u a n t ic y the
improvements obtained as compared wi th  conventional non redundant machines.

This makes it possible to adjus t  the configurat ion to the r e l i ab i l i ty  specifications laid down for each
specific application.

To this  end , a COPRA behaviour (relative to failures) model has been developed , using the Markov processes.
Starting with an initial failure—free state , the appearance of failures causes transitions towards various
possible states, according to the laws of probability defined as a function of time .

A s implif ied example is given hereunder, for the COPRA double—duplex configuration. This configuration may
be in the fol lowing states
— state I 2 duplex UT , 2 memory units,
— state 2 : 2 duplex UT, I memory unit (the other unit has failed),

— state 3 1 duplex UT , 2 memory units (I UT failed),
— state 4 : I duplex UT, I memory unit (1 UT and I MU failed),

— state 5 fault detected on one lest ressource (“ALARM”),

— state 6 : faul t unde tec ted at any given stage.

If 11(t) is the line vector (P1(t) P6(t)) of the probabilities of having reached each of the states
defined at instant (t), the evolution of that vector satisfies the following differential equation

d 11(t) 11(t) . A (t)
dt

where it(t) is a 6—dimension square matrix the terms of which are the rates associ%ted with the probabilities
of transition from one state to the other. These terms are computed from failure rates determined in Conven-
tional manner for each sub—assembly, without configuration redundancy.

The ulti mate object is to evaluate the probabilities of states 5 and 6 at each instant , which gives safety
S(t) and availability A(t) in time

S( t) — I — P6( t)
A(t) I — P5(t) — P6(t).

The failure rate numerical values are taken from MIL HDBK 3I7B.

With the configuration examined , the overall results are as follows

— unsafe state (rate of undetected errors) : 10 10 per hour , during the complete operation ,

— overall reliability for the mission (safety and availability) 94% over 5 years, for the space version.

SOFTWARE — GENERAL

The virtua l machine and the basic COPRA software are designed to sa t i s fy ,  to the best possible extent , the
requirements of hierarchical multi—tack real time processings demanding high functional reliability, high
computing power , and minimum memory apace . They are particularly well suited for aircraft or satellite—borne
systems .

The tolerance to hardware f a i l u r e s  is obtained by means of microprogrammed procedures , special instruc tions
and programmed procedures included in the basic software, which complete the wired failure detection and
recove ry devices. Si nce these functions are transparent to the user , the analysis and programetion may be
carried out without taking this aspect of the machine in consideration.

The delays which may be induced by fa i lu re  recove ry are , alone , to be taken into consideratio n for real t ime
tasks. These delays are specified q u a n t i t a t ivel y, in a precise manner.

The check poi nts are injected automatically when the programs are generated , thus relieving the programmer
of this task. The check point insertion algorithm ensures the splitting of programs into repeatable sequences,
while optimizing the number of check points injected.

The structure of the program guarantees the reliability of the user software by ensuring the segregation of
data in main memory (figure 4), the standardization of the software interfaces , and the re -overy of detected
software errors in accordance with the specifications of the application.

The segregation of the informatiun i ii in memory is achieved through strict monitoring of data addressing .
Part of this monitoring is carried ut taticall y when the programs are generated. The remainder (computed
addressings) is carried out dynamically (through microprogramrning) without penalizin g the performance . The
rights of access of each task must be expliciteh y specified in order to enable such monitoring operations .

The control of temporary working zones, as well as the protection and the restoration of context during task
switching,  a re carried out au tomat i ca l ly .
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SYSTEM INTEGRAT ION
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FIGURE 4

Two programming modes are possible the “user ” and the “basic system” modes. The specific “sys tem” instruc—
tions can be used only when a pass—word is presented at program generation.

in the “user” mode, the “sys tem” instructions can be handled through a complete set of macro—instructions.

The computing power results from a set of instructions optimized for the domains of app lica tion ~f the
COPRA . It is further increased by a possible operation in multi—processor mode.

In par ticular , the addressing techniques relative to specialized bases provide access to practically all
addressed objects with the help of short fortuat (16 bits) instructions . The control of the base regis ters
ic automatic and transparent to the user.

The moni toring ins truc t ions (branches , sub—program calls and returns, task s itching , synchronization pri-
mitives) are simp le and powerful.

The dynamic assignment of temporary working spaces ensures the re—entrance of the code and nelps reducing
the amoun t of memory space occup ied.

Finally, it is possible to specialize the source language through macro—instructions and special micro—
progrananed functions (extra—code), tc match it to the specific needs of the application.

PROGRAM STRUCTURE (figure 5)

The couplete application may be splittad into distinct and relatively independent functions , cooperating
to the fulfi ment of the mission.

A func tion can itself be apl i t t ed  into several tasks corresponding to various activating conditions (diffe-
rent sub—frequencies of real time, random in terrupts , external or internal events).

We call sub—system, the set of tasks whi -h contribute to the fulfilment of a same function. The group of
variables common to the tasks of the same sub—system forms a space of variables called the sub—system
global space. The sub—system tasks alone can write in tha t  space but  all  the tasks of the appl ica t ion can
read in it. The global spaces are assigned staticall y and the variables they contain can therefore be
remanent .

Each task is also p rovided wi th  a p r i v a t e  working space which can be address - I  only by i t .

We call  process , the code which cha rac ter izes  a task ( i n s t ruc t ions ) .  The not ion of process is a s t a t i c
notion while the task is a dynamic notion. in particular , several tasks can be performed simultaneousl y
on the same proces s, wi th distinct private working zones.

A process may be splitted into nested blocks according to an arborescent structure . A block is a sequence

L of c des wi th one, or more , points of entry and exit , the entry being initiated by a cal l  ins truct ion and
the -~xit being always initiated by a return alter the call order . Each block is provided with a space of
- —- ----- -— —-4 - -— -—-- _ - ____—  - — - -  --~~ — ~~— __,__ ___J_ - -
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FIGURE 5

its own variables called the local space . The local space are managed in stack, within the working space
of the task.

This stack management of local spaces makes it possible to optimize the size of the memory required to
execute a task. The local space of a block is allocated to the top of the stack when a call is made and
then released upon the return order. It lasts as long as the block lives. Thus, the local zone of the block
which forms the root of the tree of blocks can, alone, contain remanent variables : the other local zones
are merely temporary working zones.

The sub—programs are also structured into nested blocks. They may be specific to a process or grouped
within libraries which can be used by all system processes.

The transfer of control to a block or sub—program is effected by a standardized macro—instruction nsuring
the tra nsfer of parameters and the creation of a return link . The scope of branching instructi,ns (GOTC )
is limi ted to the curren t block , to prevent a non standardized block entry or exit and the anarchic use of
the task working stack .

TASK MANAGEMENT

A la rge part of the task management system is microprogrammed to make it par t icular l y f a s t .  In the standard
configura t ion , it can support 64 tasks shared out into 16 levels of priority (including the interrupt
heve’~ ‘;hich require no special treatment).

A microprogrannned scheduler ensures the selection of the level with the highest priority and activates
either a user task if the latter is the only one at that level of priority, or a level programmed monitor
if it accommodates several tasks. The level monitor uses a microp rogrammed context switching instruction.
As required , it can ensure the hierarchical , or non hierarchical management of the level tasks.

— In the multi—processor operating mode , the pr ior i ty  levels are shared out among the processors. If one
processor is disabled , they a re shared out among the remaining processors.

The synchronization between tasks and with the outside is performed by an event mechanism . They may be
def ined at assembl y, or allocated during the execution. The event handling primit ives are microprogrammed.
The presence of an event is immediately taken into account if its object is t reinitiate a priority level
higher than the one in progress on one of the processors.

Upon the appearance of a detected software fault (invalid addressing, time—out , ...), or a hardware failure
leading to the definitive loss of part of the minimum resources necessary to fulfil the whole of the
mission , the user can initiate a graceful degradation (software reconfiguration). This brings into use a
general mechanism of state variables associated with each of the hardware or software resources. 
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VIRTUAL MACMINE (figure 6)
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FIGURE 6

Viewed by the user, the memory appears as a block of 64 K voids of 16 bits, sliced into segmen ts, each of
any given length. ~enerally, the addressing is of the “base + displacement” type (possibly + index).

The instructions and constants are grouped into CODE segments in which writing is prohibited and which may
be located in a reed—only memory. Two types of CODE segments are differentiated : the PROCESS segment ,
containing a process and its own cub—programs,and the LIBRARY segment containing a library of sub—programs.

The variables are grouped into two types of segments : the GLOBAL segment, containing the global zone of a
sub—s ystem , and the STACK segment , containing the working zone of a task.

The virtual machine is provided with four 16—bit working registers, two of which may be used as indexes or
poin ters for external addressing (global zones of other sub—systems), and four specialized regis ters
global base pointing to the origin of the g lobal zone , local base pointing to the top of the stack of local
zones of the running task, program counter, and PSW. The standard operands have 16 bits (fixed point) or
32 bits (fixed or floating point). In this case, we use two or four 16—bit working registers to make up one
or two 32—bit registers . It is also possible to address the byte.

The addressing modes which may be employed by the user are as follows
— in global zone : disp lacemen t on the g lobal zone , with a possibility to index,

L 

— in local zon e : di sp laceme nt on local base with no indexing (because the work stack contains links which
must be protected),

— for block and sub—program parameters indirect specialized addressing with post—indexing possibili ty,

— by pointer : displacement on one of the index registers used as pointer , with a possibility to index with
the other index register ,

— absolute with indexing possibility.

Common indirect addressing is prohibited because it cannot be effectively monitored. In the case of para—
meters , transmission is ensured in a standard manner by a macro—instruction and monitored when the programs
are generated. Indexed addressing is monitored by the microprogrananation which ensures that there is no
overflow of the referenced segment. External addressing (by pointer , or absolute) benefit from a double
check : static verification of access right and dynamic verification of the addressing . 
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PROGRAI4 GENERATION ARD AIDS

The front panel,operating cabinet end program preparation and debugging functions are fulfilled by a mini-
computer connected to the COPRA bu3.

CERTIFICATION

There is , unfortunately,  no technique which can be used to evaluate the re l iabi l i ty  of a software . This is
the reason why the validation of the previously described software mechanisms will be the object of a trial
and certification campaign which will be carried out by CELAR (Centre d’Essais des Laberatoires de l’ARme—
manE) at the end of 1980. Particular attention will be paid to two main points

— guaranteed segregation of the information in main memory between sub—systems,
— survival to detected software errors, through graceful degradation of the mission,

PRESENT SITUATION A}1D TARGET DATES FOR DEVELOPMENT

As already mentioned in the introduction, a brass—board has been buil . and experimented in 1976 .

The following tests have, in particular, been carried ou t
— injection of pre—wired solid faults (abort—circuits , sticking , ...),
— injection of random transient faults by means of inductive probe8,

— injection of random solid faults, through disconnection of circuits or PCB’s or production of short—
ci rcuits.

The brass—board stood up satisfactorily to those adverse environmental conditions.

The next step in progress covers a low—consumption prot. type intended for apace applications .

To this end, a version equivalent to the AMII 2901 has been made in CMOS on SOS form by the EFCIS company ,
in collaboration with SAGEM. This “ALIS” circui t “Integrated Arithmetic and Logic on SOS”, the samples of
which have demonstated a performance level (under 10 V) comparable to that of the 2901A , wi th 10 times less
dissipation , is due to be industrialized during the next year. This circuit should be completed by a casce—
dable micro—sequencer of identical technology, in order to enable the comp lete construc tion of a CMOS and
CMOS on SOS processor operating under 10 V (max. speed and immunity to noise).

The microprogram memories are of the I K x 12 bits CMOS ROM type. The RAM are of the I K x 4 bits CMOS type.
The available computing power will then be equal to 400 kop/sec (or 200 kop/sec with only processor switched
ON) and the power consumption equal to 15 W (from the airborne 28 VDC supply).

In the meantime , the processor of the prototype will  be la rgel y based on b ipolar c i rcui t s .  A ha ter  step
• involves the connection of the 60 M bit—magnetic bubble reconfigurable recorder under development for the

ESA (European Space Agency).

The prototype under development is due to be delivered to the CELAR during the second half of 1980. It will
then be subjected to a certification tests campaign (software and hardware).

CONCLUSION

At present, the emphasis is placed on satel l ite app lications for which the reliability requirements reach
95 Z over at least 5 years.

Other app lica tions envisaged include the control of sophisticated integrated systems intended for future
military vehicles.

For all these app lica tions , an appropriate configuration of the COPRA family can offer , in terms of compu-
ting power, reliability and availability, a suitable solution to each specific case.

With regard to the software aspect of re ’iabihity, for which no complete and satisfactory solution is yet
available, the imposed ‘~rogra1mning structuration and the closely supervised segregation of the various
objects handled by the software, as well as the instruments provided to conduct a graceful degradation,
should allow a substantial improvement of the application software certification conditions .

In all cases, the use of the COPRA structure ensures , from the start , the f unc tional r e l i ab i l ity level
required for the central unit , independentl y of the application programs. Finally, it frees the latter from
any subjection concerning the CPU aurvivah to failures as a result , the softw are is simplified and ,
the refor -~, mo re t e l i ebhe .

II -~~
_-. —- -~

-- —-- -  —.--
~~

--. —
~
--- ---- — ---— - - ---

~~~~
--

~~~~~~
—- -—----—-- 

~~~~~~

- -
- ~~~~~~~~~~ ~~~~~ - —-—

~
-

~
--- - - - -

~~~~~~~~~
--



r ~~~~

—

28-I

A HIGH ACCURACY FLIGHT PROFILE DETERMINING SYSTEM

by

Pete r Roy Vousden , B.Sc. ,  C.E ng.
and

Dr. Peter Jonathon Goh lop
LITtON SYSTEMS CANADA LIMITED

2 5 Cityview Drive
Rexdale , Onta r io , Canada M9W 5A7

SUMMARY

This paper discusses the characteristics of a system that can determine the flight profile of an
aircraft in three osthogonal co-ordinates to an accuracy of a few feet. A standard commercial qual i ty
Inertial Navigation Sys tem provides al l  the required a ircraf t dynamic and attitude data while a
specially developed infra-red sensor provides periodic updates. A ruggedised digital computer
ef f ic ient ly  imp lements an 18 state Kelman f i l ter for estimation of the inertial errors. Fil ter  data
is stored on magnetic tape for immediate reprocessing by a fixed interval Bryson-Frazier smoothing
algorithm that  fur ther  refines the system performance. These advanced analytical techniques , appl ied
in real time , are controlled in a multi-task environment by a powerful software operating system.

The infra-red posit ion sensor emp loys two LED i l luminators and two scanning l inear photo-diode
arrays, which , by means of retro-reflectors mounted on the ground in surveyed locations , allows the
aircraf t pos it ion to be determined a t the poin t of overf l igh t to be tter than a foo t in a l l  three axes.

Six mon ths of f l ight trials have demonstrated the robustness and reliability of the system
concept. By comparing the system performance with an independent measurement of the a i r c ra f t  f l i ght
profile as determine- -’ h;’ a photo-theodohite range, accura te assessments of the airborne performance
have been made. These are presented and show tha t the a i rcraf t prof i le  can be measured to an
accuracy of several feet in all three axes over a short period of time .

App lications for such a measurement capability are discussed with emphas is on the ini tial
purpose of providing an accurate self-contained trajectory measuring system for I.L.S. and M.L.S.
flight checking. Other uses such as airborne surveying and weapon-release determining systems are
mentioned.

1. Introduction

There exists a large variety of app lications where the instantaneous and continuous knowledge
of the position of an aircraft is required to a high accuracy, u s u a l l y over a l imited portion of the
flight profile. For normal navigational purposes for both comerciah and military aircraft, accurate
knowledge of position is only required during the landing phase with  this funct io n being commonl y met
with the use of Instrument Landing Systems , (ILS),  Microwave Landing Systems (ML S) and Frecision
Approach Radars ( PAR). The in itial commissioning and subsequen t calibra t ion of these landing aids
requires the use of an even more accurate system in order to reliably determine any error patterns in
these landing aids. During f l i ght certification of new or modified aircraft designs , i t is necessary
to accurately determine the position of the aircraft over a limi ted por tion of the f l igh t prof i l e  to
determine take-off and landing performances. The assessment of weapon release performance and bombing
accu racy s imi lar ly  requires accurate  knowledge of the ac tual  f l i ght prof i le  of the carrier a i rc ra f t
over a short distance. Other app lications with simila r requirements include airborne geop hys ica l  s tudies ,
airborne surveying , cargo dropping , photogrametric operations and precision crop spraying.

In order to meet the requirements for these numerous applications , an equally numerous variety of
measuring systems have been developed with cha racteris t ics  usual l y opti nrised for the individual
applications. Until recently, the measuring technique moat frequently employed was based upon the tracking
of the aircraft using optical devices , such as manually operated theodohites , infra—red tracking theodohites
and photo or cine-theodohites. Such systems are line-of-sight , require good visibili ty, accurate
setting up and calibration while their performance is dependent upon the range from the measuring device
as well as the geometry in a multi-device system. Although such systems are marginally portable , they
onl y require a minimum of airborne equipment which is an advantage for some app lications. Other
accurate measuring systems contain different configurations of navigation aid equi pments such as multiple
Distance Measurement Equipment (ONE) receivers as well as updated or unupdated Inertial Navigation
Systems ( INS).  Cu rrentl y the use of laser trackers and laser rangefinder s are being successfu l l y employed
In this role although they also suffer from some of the disadvantages of the Optical measuring systems ,
namel y the requirements for l ine-of-sight , good v i s ib i l i ty and extensive s e t t i ng  up and ca l ibra t ion .

The subject of this paper is a system that was developed with the objectives of a higher performance
and fewer restraints compared to the currently available aircraft profile measuring systems . The

— performance objectives were to deter ‘Inc the a i r c ra f t  posit ion h i s to ry ,  regardless of any a i r c r a f t
manoeuveri ng, out of sig ht if necessa ry from the ground , to an accur acy of a few feet  in the three
orthogonal axes. This performance was to be obtained using a minimum of ground equi pment , no ground
operating personnel , using no ground or post flight processing and to be achievable in any flyable
weather down to Category II minimums . Development of such a system has been successfully completed with
proven performance and the remainder of the paper discusses this system end Its development and mentions
i ts  po ten t i a l  uses . Its initial app lication is for ILS commissioning and recahibrat lon up to Categories
II and III , fo r which pu rpose the development of the Inertial  Referenced Flight Inspection System (IRFIS)

~~~ 
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2. System Concept

The IRFIS utihises aircraft velocity data as measured by an Iner tial Navi ga t ion System (INS) to
determine the instantaneous aircraft position relative to an established gro und co-ordinate frame .
However , the required performance can only be obtained with a velocity accuracy some fifty times better
than that achievable with a commercial INS . For this reason , the IRFIS incorporates a powerful
mathematical error estimator , or sub-optimal Kalman f i l t e r , in conjunction wi th  a unique upda te sensor
specially developed for this application. A large proportion of the Inertial velocity errors are
thereby estimated and removed. The residual performance, however, although much improved over the raw
INS performance, would still be capable of further improvement. Consequently a second mathematical
error estimator , a Bryson-Frazier smoother, is incorporated to yield a fur ther  si gni f icant  pe rformance
improvement.

The system components , shown in the block diagram of Figure 1, are described below along with their
respective functions as employed in the IRFIS.
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Figure 1. Inertial Referenced Flight Inspection System
Bl ock Diagram

a) Inert ial  Navigation System (INS~
The INS used in the IRFIS is the commercial Li t ton LTN—5 1 as used by ai rlines , mi l i t a ry  and

scientific agencies around the world with optional dual speed attitude synchro readouts and a vertical
accel erometer. Accurate navigation data is computed every 50 milliseconds and although not normally
available to users at this frequency, a special buffer unit was developed to transfer the required
data direc tly from the INS computer memory bus to the Rolm computer. Inertial velocity along three
orthogonal axes is used to determine raw a i rc ra f t  relative posit ion while other INS data , direc tion
cosines, heading etc., are used for propagating the Kalman filter error estimator . In addi tion,
ai rcraf t  a t t i tude , t r ack and dr i f t  angle data f rom the INS are used in the update sensor mechanisation
to generate an accurate a i rc ra f t  position at selected points during the mission prof i le .

The INS has the norma l ARINC standard Control/Disp lay Unit and a Mode Selector Unit such
that a globa l navigation capability is provided by the INS as well  as provid ing  raw data for the IRFIS.

b) Ai rc raf t  Position Sensor (APS )
This update sensor , specially developed by Litton from a concept or i gina t ing  w i t h i n  the

Can adia n Mi n istry of Transpor t , dete rmines the instantaneous a i r c r a f t  position along three orthogona l
axes to an accuracy of bet ter  than a foot. Two such accurau position measurements during each pass
a l low the airc r a f t  pos i t ion  his tory to be calculated using corrected INS velocity data to interpolate
bet ween these measurements and to extrapolate  beyond these points.  Moreover , knowing t I e  a i rc ra f t
posit ion accurately at two points allows both velocity and or ientat ion errors to be posi t ively
determined by the Kahina n f i l ter-
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The APS , described in more de tai l  la ter on , consis ts of two infra-red detector arrays mounted
at 90 degrees to each other and instal led in the a i r c ra f t  pi tch plane . Assoc iated with  each detector
array is an infra-red i l luminator  that  generates a beam pattern beneath the a i rc ra f t  in the same p lane
as the detectors.  By placing pai rs of retroreflectors in known locations on the ground , inf ra-red energy
from the illuminator can be returned to the detectors as the retroreflectors are overflown. The ang les
fo rmed by the a i rc ra f t  to the two retroreflectors can then be calculated. When t h i s  date is considered
alo ng with  the a i rc ra f t  a t t i tude , groundspeed and d r i f t  angle data from the INS , the a i r c r a f t  posit ion
can be accura tely compu ted a t the ins tan t of ova r fl ying the retroreflectors. Figure 2 shows the APS
mounted below the INS.

~~~~~~rm
n5Tm5Tu._ 

- 

- 

-
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Fi gure 2.  LTN-5 1 Control  Disp lay U n i t , A . P . S .  E l e c t r o n i c s  U n i t ,
and I n e r t i a l  Navi ga t ion  U n i t  w i t h  APS Camera U n i t  A t t a c h e d

c) Computer and Software

The Roim 1602 general  purpose min icomputer  is used  to pe r fo rm the s ys t em  management  and d a t a
p roces s ing  f u n c t i o n s .  F l o a t i n g  p o i n t  f i rmware is incorporated for  f a s t  and a ccu ra t e  anal y t i c a l  d a t a
ma n i p u l a t i o n .  In the  c u r r e n t  con f i g u r a t i o n , j u s t  over 20K of the  i n s t a l l e d  32K memory is used and the
compute r  du ty  cyc le  has adequa te  marg in  for any probable growth s i t u a t i o n s .

The s o f t w a r e  is w r i t t e n  in Roim Assembler language using “ top-down ’ modu la r  design techni ques
t h a t  a l low e f f i c i e n t  coding , t e s t i n g  and doc~um en t in g  of the s o f t w a r e .  The so f tware  e x e c ut Iv e  organises
and sequences the  t asks  to provide  for  the o rde r l y t r a n s f e r  of d a t a  to and from the computer  as w e l l  as
e n s u r i n g  the  c a l l i n g  of the proper  a n a l y t i c a l  modu le s  a t  the a p p r o p r i a t e  t imes .  The 18 s t a t e  K a lman
f i l t e r  was des igned f o l l o w i n g  an e x t e n s i v e  s e n s i t i v i ty  ana l y s i s  and s i m u l a t i o n  pe r iod  and was d e r i v e d
f - o n  a number  of L i t t o n  n a v i g a t i o n  sys tems  e m p l o y i n g  such t echn i q u e s .  The B r y s o n - F r az i e r  smoother , not
ye t widely used In such applications , takes s tored Ka lman f i l ter da ta Im m e dia t e ly  fo l lowing  an up date
and r e f i n e s  the errors  p r e v i o u s l y e s t i mat e d  by the f i l t e r  in the l i gh t  of the new i n f o r m a t i o n  received
a t  the  u p d a t e  r ime . A s i g n i f i c a n t  pe r fo rmance  improvement  is thus  o b t a i n e d .
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Other software analytical modules determine the aircraft update position using inertial and
Al’S data while a conventiona l third order , fixed gain baro-inertial height loop is implemented to
prevent air open-loop runaway of the vertical h ght error.

d) Operator/Computer Interface

As presently confi gured , the ope rator comunicates with the system using a Keyboard for
meaningful  coimnand end data entry  while  data  output  is disp layed on a Visua l  Display Unit with a
permanen t record generated by a therma l printer.  Operator commands are reduced to a minimum in this
semi-automatic system while message outputs provide exp l i c i t  sta temen ts of any de tected errors or
command reques ts. Quick-look date representing the aircraft profile for every 5 seconds of flight are
pr inted  out at the completion of each pass while  the total  record of aircraft position for every 100
milliseconds of flight is stored on magnetic tape for subsequent print out on the printer.

e) Magnetic Tape Recorder

Mass data storage capabil i ty is provided by a dual installation of a four track cassette
magnetic tape recorder. While a calibration is being performed, blocks of Kalman f i l t e r  and inertial
da ta are transferred every 5 seconds to the tape unit .  Track and tape management is performed by the
software which maintains a record of spare tape available and edviseT when track or tape changeover is
req uired. Data is read back from the tape for reprocessing by the smooth er with f inal  data being
restored back onto the tape as well as being selectively disp layed on the printer. Program and mass
data loading, when required , is also effected using the cassette tape recorder.

f )  Air Data Computer
An ai r data computer is used to provide a dual speed sy-nchro signal representing baro-alti tude

to be emp loyed by the ba ro-inertial height loop.

g) Interface Electronics
A RoIm expansion chassis is emp loyed to house the system interface electronics that allow

communication between the system components. A multip lexed 8 channel , 14 bit  synch ro to digital
converter takes inertial at t i tude and baro a l t i tude  data while special purpose interface electronics
were developed to accept inertial digital data and APS data.  The standard date output rate from the
INS was Inadequate for this app lica tion and a buf fe r  box was developed that allowed the INS computer
data to be accessed every 50 milliseconds.

3, Method of Operation

The INS is init ial ised in the norma l fashion prior to take-off while the system operator selects
prestore ci data defining the reference coordinate frame in which the a i rcraf t  position wil l  be measured.
This coordinate frame is expressed as a ground zero point with an or ientat ion defined by the location
of the ground based retroreflectors.  If required , en-route steering to the measurement area or range
is provided by the INS.

Just prior to overfl ying the retroreflectors for the f i rs t  time , the operator instructs the IIIFIS
to prepare for initialisation. The APS i l luminator  switches on and a measurement is received as soon as
the re t ro reflectors are overflown . This enables the IRFIS to accurately construct the coordinate frame
datum in which it w i l l  base i ts  subsequent position measurements. A second Al’S measurement at the second
pair of retroreflectors allows the coordinate frame orientation to be automatically determined to the
required accuracy and the IRFIS is now read y for determining the aircraft relative position.

The aircraft is repositioned for a second pass with the operator defining to the system at which
point in the prof i le  the measurements should consnence. Upon receiving this consuand , data transfer to
tape coranences representing the current estimate of aircraft position for every 100 mi l l i seconds  of
f l i g ht between th is  s tar t  position and the end of the profile for which the measurments are required.
The Al’S update sequence is now fully auto matic  with the a i rcraf t  f l ying any requi red prof i le  that includes
an additional overflight of the retroreflectors. Following the second update , the system automatically
enters the smoothing mode , printing out the position history for the approach on the VDU and printer.
Any number of repeat passes may be made , limited only by the number of spare magnetic tape cartr idges
carr ied in the a i r c ra f t .  Figure 3 shows how the IRFIS is app lied to the application where the aircraft
prof i l e  during a landing approach is required to be accurately determined.

4. Ai rc ra f t  Position Sensor ( A.PS)

The APS/retr oreflector design evolved from a study of available techniques that could permit the
determination of an aircraft position to better than twelve inches in all three coordinate axes. In
addition , the update sensor would ha ve to operate in a l l  weather , must ha ve no hazardous character is t ics ,
must not interfere with radio coasrunications, must have a real time output and most important of al l ,
must  require no ground personnel or the ground installation of expensive equipment. Laser rangefinders ,
low range DME ’s and other norma l position measuring devices were investigated and rejected for fa i lure
to meet one or more of the above requirements. Once the decision was made to proceeed with an infra-red
photodiode array as the basis of such a sensor , it was then necessary to decide upon whether a ground

L A 
based or airborne source of illumination should be used. The total power and cabling costs of a ground
based il1~~inator proved to be prohibitive and rea tri ct ;ve and consequently an airborne illuminator was
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Figure 3. Typical  ILS/MLS Ca l ib ra t ion  F l i ght

Figure 4 shows diagrama tically the final configuration of the Al’S while Figure 5 shows the ac tual
equipment. Taking advantage of extensive experience and equi pment used in the production of inertial
qua l i ty  accelerometers and gy roscopes , the APS desi gn evolved into a so l id  s ta te  device w i th  machined
tolerances of tenths of thousands of an inch that alLowed component interchangeability without
recalibration. The 768 element linear photodiode array is cemen ted in to a sol id blo ck of too s teel
w it h  surfaces  machined pa ra l l e l  and orthogonal  r e l a t i v e  to the photodiode ar ray .  Two such a r rays  are
mounted on a stable base pla te and pos it ioned in the focal  p l a n e  of two high grade Op t i ca l  lenses.

Associated with each photodiode array is an i l l u m i n a t o r  a r ray  of 27 hi gh power G a l l i u m  Arsenide
l ight  emi t t ing  diodes (LED s) emi t t ing  in the non-v i s ib le  spect rum at  a frequency of 940 cmi optimised
to match the photodiode peak sensitivity. A cylindrical lens mounted in front of the LEDs generates a
recta ngular  beam pat tern  approximately 45 degrees by 2 degrees such that , when installed in a a i r c r a f t
flying at an altitude of 50 feet , an area 200 feet wide by 2 feet long is illuminated . Returns are
received provided that the aircraft is flown within its required “window” over the retroreflectors ,
This window ranges from between 30 feet to 80 feet above the datum and ±15 feet to e i t h e r  s ide  of the
cen treline  and has been demonstrated to be perfectl y adequate for all norma l flying conditions.

The photodiodes are sequentiall y interrogated at 2kHz. When one or more elemen ts de tec ts re turned
ene rgy from the re t roref lec tors , its address is passed to the computer for verification. Simultaneous ,
or near simultaneous , detects from the pair of arrays generates diode addresses that are proportional
to the angles formed by the axis norma l to the aircraft longitudinal axis with each retroreflector as
shown in F igure  6. This angular  I n f o r m a t i on , coupled w i t h  accura te  a i r c r a f t  attitude and dynamic data
from the INS , allows the aircraft position relative to the known positions of the retroreflector s to be
dete rmined. In order to e l iminate  the detec t ion  of unwanted spectra l reflections of sunlight off Water ,
ice or othe r sur faces , the LEDs are pulsed on and off in synchronism with the photodiode interrogation
trequency and a (l detections are subjected to a series of hardware and software criteria checks before

~~~~ they are validated.
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Figu re 4. Diagramatic View of the Li t ton
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Figurs 5. Aircraft Posit ion Sensor Camera Unit
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Figure 6. IRFIS Update Configuration

In order to completel y calibrate the APS system , two important measurements have to be performed.
Although the look-angle can be calculated simply by app lying an arctangent law to the nominal focal
length and energised diode disp lacement (Figu re 7) the ef fec t  of machining tolerances , variations in
inte r-diode spacing and asymmetrical  optics in the receiving lens would cause signi f icant  loss in the
accu racy of the final  a i rc ra f t  Cartesian position. These problems are overcome by app lying a
calibration law to the ratio

C — F / K  -

where F — nomina l focal Length
K — nominal inter-diode spacing .

This results in a curve as shown in Figure 8. The characteristics of the slope in the curve
permi tted a linear cal ibrat ion relationshi p to be defined with  two t reak-points. The calibration is
performed in the laboratory using an optical cube and calibrated turntable.

The other required calibration was an accurate measurement for each detector of the nominall y
45’ offset  to the optical axis from the vertical.  
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5. Kalman Fi l ter  Design - 
-

The choice of s tates fo r the Kalman filter was primarily dictated by the type of navigation aiding
required to realise the varying degrees of accuracy specified for facility calibration. Secondary to
this, the growth potential of the sys tem d ic ta ted  a f i l ter design that lent itself to a relatively easy
custc-nisation. At least for Inertial Navigation filter app lications , the three major areas of design
interest are the Inertial Platform mechanisation errors, the Inertial Sensor mechanisation errors and
the mechanisation errors of the Navigation Aids required to aid the Inert ial  Sys tem ( i f  these are of a
su f f i c i ently compact and linearisable nature).

Inertial platforms today are suf f ic ient ly  well understood to enable the error characteristics to
be described as a Set of linear d i f ferential equations. The number of equations necessary for this
descri ption depends on the choice of error states. This choice is usually dictated by the mechanical
design of the platform. The complexity of the equations may be reduced by considering specif ic  regimes
of f l ight profi le  and is often limited by the computing power available.  The p latform states chosen
for the IRFIS filter are defined in Table 1. Of par t icular  significance is the Litton practice of
usi ng angular position error rather then geographic posi t ion error and of not including p latform t i l t
explicitly, but rather as a state imbedded in the “PSI ” equation:

s

By d ropp ing the exp licit tilt state , the number of necessary platform differential equations is
reduced to 7 .

In addition to the inertial platform states , the sensor states included in the filter are:

( i )  Level axis accelerometer residual bias a f te r  part ial  calibration resul t ing from platform
leveling.

( i i)  Gyro bias residuals.
(iii) z—axis accelerometer bias/scale—factor equivalent error

The Kalman filter was designed to be updated by position measurements in Cartesian (relative)
coordinates using the APS and in Geographic coordinates for Multip le DME updates. Rather than relate
the Cartesian measurement through a comp lex measuremen t matr ix to the essenti a l ly  Geocentric pla tform
states modeled by the filter , it was felt expedient to augment the filter with three additional states.
These states , ,5S , correspond to a relative grid coordinate system centered at the retroreflectors and
oriented along the line joining the centres of the retroreflector  pairs. Disp lacement errors in this
coordinate frame are initialised on the f i r s t  approach and there af ter  continue to propagate in the
re la t ive  grid frame . This approach has two advantages: f i r s t , it enables a more s t ra ight- forward
app lication of the Kalman upda te equa tions and second it enables the re la t ive position to be compensated
direct ly by the f i l t e r  estimates.  The marginal increase in the comp lexity of the co-variance equation
is more than off-set by the greatly reduced computer duty-cycle loading at the time-critical update
points.

The requirement of vert ical  posi t ion accuracy of a few feet  meant that  an accurate ver t ical  loop
had to be imp lemented. A third-order baro-inert ial  Loop was found necessary in order to minimise any
steady state height and vertical velocity errors. Althoug h the height loop was thi rd-order , the error
charac te r i s t i cs  (at  least s t a t i s t i c a l l y )  were adequately described by a second-order model.  It was
found during f l ight tr ials, however, tha t the ver t ica l  manoevers made by the aircraft caused bias shifts
of several tens of feet in the baro-altimeter output.  This introduced velocity errors into the height  - 

-

loop at precisely those points in the flight profile that high ly accur ate r esults were sought. This
problem was overcome by decoup ling the baro signal during those times allowing the loop to act in a
free iner t ia l  mode. Whi ls t  deco up led , precautions were taken to avoid introduci ng transients on loop
closure. This techni que reduced the velocity errors to acceptable values as was seen in subsequent
f l igh t  t r ia l s .

The comp lete f i l t e r programmed in the airborne computer contains 18 states:-

( i )  7 p la t form states ( J6, ,),~ öV x y ~ l’x ,y , z )
( i i)  2 height loop states ( o V , oh)

( i i i )  3 grid frame states ( ô S x ,y , z
(iv) 2 level accelerometer bias states
(v) 1 vertical accelerometer error state

(vi)  3 gyro bias states

Table 1. D e f i n i t i o n  of the Iner t ia l  p l a t f o r m  error s tates

STATE DEFINITION

Leve l axis angular position error; the small angular position that the p latform would
have to be moved over the surface of the Earth and in directions para l le l  to the p la tform
x— , y- axes for the computer to read “ true ” .

IV Level axis velocity error ar is ing from app l ica t ion by the computer of incorrect gyro,y torqutng due to an error in the knowledge of angular and Earth rate. Also includes
errors due to t i l t  and accelerometer  errors.

‘Px ,y Di f fe re nce between p latf orm t i l t  and angular  position error.

I’lL ~~ 
S*m~iation of angular error in comput.d position projected into the s-axis and the deviat io
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Solu t ion  of the Ricca t i  Equation

The 18 x 18 filter dynamics mat ix was 817. sparse. This high spatsity figure prompted a programming
approach that essentially programmed the filter equations exp lici tyly rather than using a general matrix-
vector manipulation routine ; the objective was to minimise computation t ime ra ther  than core size.
The solution of the matrix Riccati equation for the filter covariance was greatly simp l i f i ed  by the
following approach. The Ricca ti equa tion

P FP + PF
T + Q - PHTR ’ HP

was reduced to a linear equation in P

P — FP + PFT
÷ Q

by propagati ng only the a priori  covariance P~ during the long intervals when no measurements are being
take n. The a posteriori covariancewas calculated at a measurement time using the relation for the
optima l gain

K — P
_
H

T 
[HPTh

T 
+ ~j 

-~~

whence the a posteriori covariance is

~~~~ -

These are well-know relations in the f i e ld  of Ka lma n filtering and need no explanation. It is worth
noting , however , that the expression for the optimal gain involves the inversion of a square matrix of
at least the same orde r as the measurement vec tor . In most app l ica t ions  this is onl y 3 x 3 and presents
no great computing burden. However , in small  airborne computers it is prudent to avoid such inversions
if only to prevent any likelihood of ill-conditioning through truncation during the inversion process.
If the measurement vector is such that , wi thi n the limiations of computational accuracy, the correla tion
between measurement components is small , then the inversion may be avoided al toge ther by considering
the sequential  update process of a set of scalar measurements.  Such an approach was used in the 1RFIS.
In this case the optimal gain mat r ix  reduces to a vector

K = P
_
hT/ (hP

_
hT + r)

and the a posteriori covatiance must be

~ [ i- i o~j i~
In pursuing such techniques , care must be taken to ensure tha t no propaga tion of P take p lace

unt i l  al l  components of the measurement vector have been processed. Care must also be exercised in
evaluating the observable d i f f e rence scalars; the e f fec t  of a previous scalar up date must  be taken
into account when processing the next component.

Ill-conditioning of the P-matrix can often occur as a resul t  of numericalrounding e f f e c t s  causing
the P-matri x to lose its symmetry. This problem often leads to non-convergent , or even dive rgent ,
solut ions to the a priori covariance. This was overcome by propagating onl y the upper-half  of the
P-matrix thus ensuring symmetry .

To evaluate the a priori covariance several approaches were considered. The two usual  methods are
straight propagation of the d if f e ren tial equation or a transition m a t rix  approach. The f ina l  choice
was made a f t e r  a careful appraisal of the dynamics of the f i l ter in rela tion to the expected f l i ght
prof i le . Itwa s decided that the dynamics were s u f f i c i e n t ly l inear to permit the use of a t runcated
t ransit ion matrix approximation with a re-evaluation of the t ransi t ion matr ix ~ every S seconds. The
a pr ior i  covariance mat r ix  may be expressed as

~K+1 
‘
~
‘K~K~~ 

+ 
~K

where ,

= 

~~~~~~~~~~~~~~~~~~~~~ 
4~

T
(t ,T)~~

Assuming that the f i l t e r  dynamics matr ix , F , is rel atively constant over any 5 second period , the
t ransition mat r ix  over the same period is expressable as the power series.

- I + F~~6t + ~~~~ 
(F
Kat)

2 
+

Truncating to f i r s t  order yields

I + ~~~~ where At — 5 seconds.
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The a priori coveriance is then expressable as

- 1’K + (FKPK + PKF~ + Q~/At )At  + FKPKFKAt 2

To evaluat e Q the 5 second interva l is subdivided into 100 equa l intervals of 50 milliseconds (the
basic re-fresI~ rate of the inertial computer) . Appl ying Euler ’s method to the integral , it can be
shown that

N-i N-i
NQAT + (~~ iF.Q + Q~~~ ~F~

T)Arl + O(Ar3)

Since is was hypothesised that F was re lat ively constant over At = 5 seconds it is assuredly constant
Over Ar = 50 milliseconds.

j N—i ~therefore 
~k 

— NQAr + (FQ + QFT) (‘E•) Ar 2
\ ~-1/

= NQAr + ~ (FQ + QFT)(N_1)A r2

Again , to f i r s t  order

NQAr

= QAt

So , f i n a l ly, the a priori  co-variance m a t r i x  may be propaga ted according to

~K+l ~K 
+ (FKPK + PKFK + FKPKFK

T 
At + q)at

Judicious programing techniques f i n a l ly enabled t~ e ent i re  18-state covariance propagat ion to be
loaded into less than 4K (octal) core and take less than 100 milliseconds for each 5 second propagation.
The calculation of the a posteriori  covarience was loaded in 400 octal  locations.

6. Smoothing Principle

In order to take the f u l l e s t  advantage of the high accuracy of the two APS f ixes , a modi f i ed
Bryson-Frazier smoothing technique was emp loyed. The par ticu lar class of smoother used is the “f ixed
interval ” type , that is to say, sta rting from a known f ina l  sta te, the a p r ior i  information content
developed by the Kalman f i l ter during the prev ious intervals is enhanced by a weighted knowledge of the
a pos teriori information. The weigh ting is in a sense inversely propor tiona l to the forward co-variance
at the smoothing intervals. The fixed intervals refer to the intervals between the (h istor ica l )
measurement points.  It can be argued ( see Fi gur e 10) that  whilest  the forward covariance increases
from a measurement at time t,~ to one at tine t,~~ the backward co-variance possesses s imilar  but inverse
characteristics when solved Tn reverse time. since the combined co-variance must be contained by these
two curves there must  r esu l t  a be t ter  overall information content .  Across a measurement , the smoothed
covariance must be continuous (unl ike either the forward or backward co-variance) since the change in
information content at this point must remain the same irrespective of time if s imp ly by the d u a l i t y
of cause and e f f e c t .

The modifhation of the Bryson-Frazier fixed interval smoothing equations was developed by Bierman
and essen t ia l ly enables a d iscrete time formulation to be made of the change in the smoother covariance
across a measuremen t point. This is par ticularly useful in real-time applications since it a f f o r d s  a
considerable reduction in computing load.

The smoothed covariance need not be computed at all. The backward operator is found from
solving

~
, 

~~ — ~ T 
~K+l K+21K÷l K+2

— xK+2 (
~~

) 
~~K+1(-) ~K+1~~~

where the interval (K+iIK+2) represents an interval between two successive measurements at times
t
~~1 

and t 
+ 

. In the above equa tions ). is the backward smoothing operator and ~N is the N—stage
smoothed s~ a~ e estimate vector. The remaining symbols are those used in the Kalma n f i l ter name ly~~
is the t ransi t ion matrix ove r the interval , ~( - )  Is the a pr iori  Kalma n state estimate vector , and
P ( - )  the a priori Ka lman covarfance ma t r ix .  Where a measurement point is encountered , the add it ional
information is conveyed to the smoother through the equations

l~(-)  (I  - KH ) T 7.(+) - H
T[HP(_)HT ÷

AN 
— - P ( - ) X ( - )  — x(+) -

_________ - -
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It is apparent that both the Kalman gain and the a priori co-variance are required to evaluate 3~ at ameasurement point. This appears to contain redundant information since the Kalma n gain K was obtained
from P(—) during the (forward) Kalman solution. It is possible to show that the term

HT[HP(_)HT + K ’1] is expressible in terms of the gain K as HTR
_l 

~ - HKJ.

However, numerically, this form of the Update equation generates highly inaccurate values of ~ that
cause a discontinuity in xN. At the present time no explanation is offered for this effect other than
numerical sensitivity. The equation programmed in the IRFIS is Bierman ’s original form and this appears
to be relatively insensitive to numerical errors. Accordingly, it is necessary to store both the
a priori covariance and observable difference as well as the Kalmangain for subsequent use in the
smoothing equations.

It is worth noting that the only elements of ~ that are affected by the update are those correspondingto the 3 grid frame states.  This , together with the hi gh sparsity of the t ransition mat r ix  ~~enab les a
very efficient solution to be programed :

Upda te Equa tion: 1000 octal
Propagation : 1100 octal
Smoother: 125 octal

degrading confi dence ,
of “old” information

new intormatiOn
heigh tens confidence

_

~~~~~~~~~~~~~~~ dramat ical ly

confide nce again
1
/ informat ion content degrading

—~~~~ 
tK — tK+1

positive time

effect of combining a
prior i  and a pos terior i confidence

Figure 10. Intuitive Concept of Enhancement
from a Smoothing Technique

7. APS Angle Reduction

The Aircraft Position Sensor system has already been described functionall y. Analytically, the
data received consists of a mean diode address for each of the two detector arrays together with timing,
attitude and velocity information (See Figure 11). The geometry of the kPS~ a i r c r a f t  and re t roref lec tors
is such that a simultaneous detection can onl y occur with zero relative heading (i.e. zero relative
track, zero drift angle), Geometrically, it can be shown that the position determination problem resolves
to that of determining , for each of the two detectors , the norm of the position vector from a detector
diode to a r etroref lec tor  and the three associated direct ion cosines. This in fo rmat ion  enables the
position vector to be uniquely determined and thus the Cartesian position components can be written down
by inspection.

Due to the geometry at each of the two detect instants , the direction cosines of the position vector
are determined solely in terms of the angle between the nominal vertical and a detector line-of-sight.
The direction cosi nes in p la t fo rm coordinates are determined by the known transformations relat ing the
APS set through the mounting bracket set , the aircraft body to p l a t fo rm  gimbal set and thus to the
platform axis set. The norm of each of the two vectors can be determined from a straight forward
app lication of least squares techniques. The necessity of the least squared technique may be equ ivalen t ly
expressed as the statement that the sum of the squares of the direction cosines should be as close to
unity as possible. A summary of the technique is shown in Figure 12. 

-- - - - - - - - - - - - - - - - - -
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The accuracy attainable with the APS system has been proven during f l ight  trials to be better
than 12 inches (1 sigma) in all three axis. The determining factor for this accuracy is the hi gh
quality of machining and calibration of the APS components. In order to satisfactorily establish
the APS orientation relative to its reference mounting assembly, the entire subassembly underwent
extensive optical calibration in the laboratory.

1,1 ~ (Measurement of the line-of-sight angles as determined
L~J — )— \by the diode illumination of each APS camera

camera

c~~~~~c
1
~ c

BC

[fixe d laboratory calibration matr ix

____________ [obtaired from measurement of platform
[gimbe angles via synchro read-out

[required dynamic tr insformation matrix

Other da ta:

~~, ~~ —{obtained directly from INS ii~ p l a t fo rm components

lobtained from fixed known retroreflector separation
measured relative track angle.

at —..{l.2 millisecond clock timing of overfly duration .

CRP ...........Jgeometry relating heading of runway w.r.t. platform as
Lmcasured by track angle and platform wander angle.

Figure 11.

-s
The direction cosines of the position vector P are obtained f rom :

[ii - C~~ [1]n latfo rm n camera

The vector difference of the two position vectors and P~ as measured by the left s-id right
looking cameras during an overfly is determined from the known data on the Right Hand Sid s of:

_s ~s -~ -~ -~
- 

~R 
— (V g + Vz.) At + ZL

Consideration of

P = £ I P I i + m ~~I i + n p ~~J k
for the l e f t  and r ight  looking cameras respectively leads to the solution of

L K Ii ~‘LI1 - 
~~~ 

- 
~~~ ~m L :: R t.!~RI] ~~~ 

-
(PL -;)I

viz: A p — d

whence by least squares

= (A
T

A)~ lAT d

From which solution

- cltL’ [f~ ~
~Jrunway [0 J pla t form

Figure 12. Summary Technique for APS Position Fix
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8. Trials Results

The system as described in this paper was subjected to extensive flight evaluation in a Ministry
of Transport aircraft which explored the full potential of the system. These trials culminated with a
series of flights at the photo-theodolite range at CAP Cold Lake, Alberta where an accurate assessment
of the system performa nce was obtained. The results shown in Figures 13, 14, 15 show the results from
a series of 79 f l ights  and show the differences in a i rc ra f t  position as determined by the range and the
IRFIS. It cannot be determined what error was contributed by the range and it must be ass umed that the
p lots are therefore pessimistic so far as the IRFIS performance is concerned.

9. Other Applications

The Litton IRPIS has been optimised for the Category II and III ILS cal ibrat ion role and resul ts
have shown that it is more than adequate to fulfil this task. Coupled with its advantage of all weather
operation and its independence of ground personnel or equipment , other than permanently installed
passive ret roreflector s , the system offers considerable benefits to a flight inspection operation. In
essence, however, it is basically an aircraft position measuring system capable of a short-term
pe rformance cotmnensurate with the performance of an intermittent update sensor. For app lications such
as aerial surveying, photograninetic operations, airborne precision spraying, cargo drop etc , the IRFIS
is able to offer advantages over existing position determining systems. In those applications , the APS
would probabl y be replaced by the pilot eventing for an on-top update, or low range portable LIME’s can
be integrated to provide the necessary accurate updating of the filter. Similarly, there are applications
where the APS could be employed without the remainder of the system for very accurate relative position
determination. Yet another application under exploration using the IRFIS is for flight cer ti f ication
of new aircraft where a variety of existing systems are employed with varying degrees of success.

A military application for which the IRFIS would be suitable would be the profile tracking of an
aircraft to accurately measure the weapon release point and predicted impact point of a simulated weapon.
Contrary to existing methods of achieving this measuring function, the IRFIS could be flown in any required
profile in any location without any ground support equipment or personnel.
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10. Conclusions

The IRFIS development program has led to a unique system that has conclusively demonstrated its
ability to determine the profile of an aircraft with an accuracy of a few feet in all three axes with
no dependence upon ground based personnel or equipment. With different update sensors, a variety of
high accuracy profi le determining systems can be developed to suit particular configurations and
requirements.
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INTEGR A T I ON OF FLIGHT AND FIRE CONTROL

By

Robert R. Huber , PhD
IFFC I Technical Director

Air Force Flight Dynamics Laboratory
WPAFB , Ohio

45433
USA

SUP!IARY

This paper describes a US Air Force sponsored program to evaluate Integrated Flight and Fire Control
(IFFC) systems in modern fighter aircraft. IFFC systems for air-to-air gunnery , air-to-ground gunnery ,
and bombing will be outlined. The concept involves the coupling of fire control coosnands into the flight
control system. The goals of the IFFC system are improved accuracy , expanded employment envelope , and
increased survivability . The concept will be tested on a F-15B aircraft. Primary modifications to the
F-lSB aircraft include the addition of a digital computer for flight control and fire control signal
processing, an Electro—Optical (E-0) tracker, and a l 553A multiplex bus for comunication between the
F-15 Central Computer, the tracker, and the added digital computer. The paper will describe the JFFC
concepts, the planned hardware implementation on the F-l5B, and safety of flight considerations.

INTRODUCTION

Integrated Flight and Fire Control as defined herein is the blending of manual pilot contro l with
automatic control for weapon delivery . Automatic control is accomplished by the coupling of the fire and
flight control systems. The US Air Force Flight Dynamics Laboratory (AFFDL) and the Air Force Avionics
Laboratory (AFAL) have conducted an exploratory development effort, consisting of piloted simulations at
General Electric (GE), to evaluate the potential of IFFC for current Air Force fighter aircraft. Specifi-
cally, IFFC was evaluated for air-to-air gunnery , air-to-ground gunnery , and bombing. An expanded gunnery
envelope, Improved accuracy , increased survivability and decreased time to achieve hits are the goals of
IFFC. The encouraging results of the exploratory development effort for IFFC prompted the Air Force to
start an advanced development program. The effort is a joint program sponsored by the Air Force Flight
Dynamics Laboratory and the Air Force Avionics Laboratory. The IFFC concept will be flight tested on an
F-15 aircraft. McDonnel l Douglas Aircraft is under contract to the AFFDL (IFFC I Contract) to provide the
flight control system and system integration. GE is under contract to the AFAL (FIREFL Y Ill Contract) to
provide the fire control system. Consistent with the exploratory development program , the flight test
will evaluate IFFC concepts for air-to-air gunnery , air-to-ground gunnery , and bombing. The objectives
of the program are to: (1) demonstrate the feasibility of the IFFC concepts ; (2) quantify the improvements
in weapon delivery accuracy; (3) assess Increase in survivability ; and (4) evaluate pilot acceptance,
controls and displays , stability , nonlinearities , engage/disengage transients , and failure modes and
effects. The program is broken into three major tasks, which are: Task 1 , Predevelopment; Task 2, Develop-
ment; and Task 3, Flight Test. Task 1 , which involves concept and configuration selection , was completed
In April 1979. Task 2, Hardware Development , Is scheduled for completion in October 1979. The flight
test will start In April 1980 and continue for 15 months . The following paragraphs will describe IFFC
concepts, safety of flight considerations , and F-l5 modifications for IFFC .

IFFC SYSTEM OVERVIEW

The overall IFFC system block diagram is shown in Figure 1. The heart of the IFFC system is a digita l
computer, termed the Coupler-Interface Unit (CIU). All fire control computations are done in the CIU as
wel l as the outer loop flight control laws . The interface between the flight control and fire control is
a software interface in the CIU.

IFFC requires the development of a director fire control system. The director gunsight concept is
shown In Figure 2. A director fire contro l system employs a sensor/tracker and ranger to measure target
relative position . This Information is then processed by a target state estimator (Kalman filter algorithm)
to obtain an estimate of target velocity ar.d acceleration. These estimates , along with bullet or bomb time
of flight , are used to predict future target and weapon position. The director gunsight then directs a
coincidence of these two positions . The error between the directed attacker weapon line position and the
target line of sight Is displayed on the HUD. This error is one component of the flight control coupler
control laws which provide attitude rate conisands to the inner loops of the analog flight control augmen-
tation system (CAS ) .

TARGET STATE ESTIMATOR

A block diagram of the target state estimator Is shown in Figure 3. The system was designed for a
gimballed tracker. The target state estimator is a Kalman filter with time varying gains . The estimator
Is formula ted I n a rol l sta bi l ized coor din ate system . Target states estimated Inclu des the ran ge vec tor
L range rate ~, angular  rate of the line of sIght to the target w~, and target acceleration i~. The
target acceleration Is modeled as a constant angular turning rate. The roll stabilized coordinate system
allows decoupling of the fi l ter equations Into a set of three filters each with three states. Kalman
filter gains are computed on line for the nine state linearized system . The filter requires input covarl-
ances for range, target acceleration , and tracker noise. Computation of the director lead angle Is accom-
pUshed with the filter estimates of target range, line of sight rate, and acceleration.
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AIR-TO-AIR CONTROL LAWS

The technique used for automatic control In air—to-air gunnery is similar to that used In manual con-
trol . The control law rolls the aircraft so that the vector angular rate of the gun (u axis) Is collinear
with the predicted angular rate 0f the target while simultaneously nulling the traverse and elevation com-
ponents of gun error. The lateral-directional control concept is shown in Figure 4.

GUN BORE ~
AXI S 

�~i~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
(J r

FIgure 4 Lateral-DIrectional Control

From Figure 4, angular velocity 
~ 

is the present gun angular rate vector and 
~r 

Is the an gular rate
vector of the future targetjosition derived from the state estimator. St is a unit vector along the line
of sight to the target and S0 is a unit vector along the pipper line of sj~ght determined by the directorfire control computation of lead angle. Pipper or aim error is equal to S0 ~ ~t.

_ E~ Is the sine of theangle between 3 and 
~~~~

. Roll rate coninand is equal to the weighted sum o11 Ml x w~- (an gle between thecurrent gun angular rate and the future target angular rate) and w1 x E (angle between the current gun
angular rate and the vector aiming error). The first term establishes a gun angular rate collinear with
the angular rate of the target. The second term cormands the aircraft to roll so aiming
error is in the direction of turn which Is nulled by changing the turning rate magnitude.

The directional control axis maintains turn coordination during the acquisition phase of the engage-
ment. Control laws that provide high bandwidth precision pointing of the yaw axis are faded In when
lateral aim error is small.

The inner loops of the F-15 CAS are modified for increased performance. The bandwidth of the roll
inner loop on the F-l5 is increased to support the IFFC outer loops. This is accomplished by increasing
the proportional gain on roll rate feedback. In the F-15 only the differential tail is coninanded by the roll
inner loops. The pitch inner loops will be modified from a C* feedback to a pitch rate feedback. Precise
control of pitch rate ic required for high bandwidth automatic nulling of aiming error. In the yaw inner
loop, washed-out yaw ra~~ ~ replaced by a high gain yaw rate feedback. Loop gains are scheduled to main-
tain a constant bandwidth over the flight envelope .

Figure 5 Is a schematic of the IFFC system for air-to-air gunnery. The terms qr an d rr are the future
pitch and yaw angular rates of the target line of sight (LOS) determined from the target state estimator.
These terms provide the steady state pitch and yaw inner loop coninands and are used to prevent standoff
error in the pitch and yaw axes , eliminating the requirement for Integral control. Gun aiming errors
(
~~, z~ ) plus the future LOS rate provide the comm ands to the pitch and yaw inner loops . The comand to
the rol l rate inner loop is comprised of the cross product terms discussed above.
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The pilot stick input In both the roll and pitch channels Is subtracted from the IFFC coninand to
cancel the normal control Inputs to the horizontal tail. The stick Inputs still coninand the mechanical
system; however, the IFFC Inner loops cancel these inputs except for short transients . The adjustable
l imits determine the authority given to the IFFC system. Pilot inputs are cancel led unti l the adjustable
l imits are exceeded. The pilot can override the system when his inputs exceed these l imits. The pilot
can aid or bias gun aim error by changing the gains Kpq and ~~ so that inputs are not cancelled. Pilot
aiding can be useful In removing fire control errors or system biases.

AIR—TO-GROUND GUNNERY CONTROL LAWS

The emphasis for IFFC in air-to-ground gunnery Is Increased survivability by eliminating the tradi-
tional straight in segment of an attack while firing. The philosophy is to point the gun via commands to
the pitch and yaw axes Independent of roll attitude. For large Initial aiming errors substantial sideslip
angles can result; however, the Induced roll rate from the sldeslip can be effectIvely used to generate an
evas ive maneuver .

Figure 6 shows a typical gunnery attack profile. The IFFC system is engaged nearly inverted wi th sub-
stantial lateral aim error. The pitch and yaw axes null the fire control errors rapidly, generating side-
slip. The sideslip induces a roll rate generating a maneuver which has a continually changing g” vector
direction. This type of maneuver is very effr tive in defeating anti-aircraft artillery (AM) guns
utilizing linear predictors in their fire control systems. Figure 7 depicts aircraft motion during such
a maneuver. As shown , substantial displacement can be generated during the time of f l i g h t  of MA weapons .
Typical forces encountered during an IFFC profile are shown in Figure 8. The forces are relatively constant
because of the coupling between angl e of attack and sideslip.

‘N 

Figure 6 Typical Air-to-Ground Gunnery Attack

High bandwidth precision pointing of the weapon time during high roll rate maneuvers with large angles
of attack and sideslip requires high gain inner loops plus decoupling control laws to provide a
nearly neutrally stable aircraft. Figure 9 shows the decoupling control laws used . Estimates of angle of
attack (a) and sldeslip (8) are required. Angle of attack Is measured directly. A state estimator then
provides the required estimate from additional measurements Including body rates and accelerations ,
attitude and airspeed. Decoupling coefficIents are the ratios of non-dimensional stability derivatives
which are nnarly constant for the air-to-ground gunnery envelope . The pitch and yaw Inner loops for air-
to-ground gunnery are similar to those for air-to-air with the addition of the decoupling feedbacks. The
pitch and yaw rate commands are also similar.

BOMBING CONTROL LAWS

The IFFC approach to bombing is a maneuvering non-wings level delivery . The maneuvering delivery Is
accomplished without a degradation In bombing accuracy. Figure 10 shows the parameters Involved In the
bombing concept. Wind and target velocity have been assumed zero only for slmpllfylng the Illustration.
P~ Is a point vertically above the target. The aircraft velocity must be directed at P at the time of
release. g is the gravity drop of the bomb . For constant aircraft turn rate (A) from present position to
the bomb release , the following equation must be satisfied:

— ~~2~~~~2

y X P 2 V ~R~

If the approach Is to select ~ (or bomb time of fall) ~ is the requIred angular rate of the
aircraft to arrive at the selected release condition.
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The IFFC bombing concept does not preselect ~~ . It determines release conditions as a functi on of
turn rate magnitude, Ml. Turn rate is controlled via pilot “g command. The direction of the turn rate
or roll attitude Is determined from the previous equation. Roll attitude error then comands the roll
rate inner loop. The pilot can vary release range to a desired value during a pass by varying his ‘g
command. Cons tant turn rate during the pass results in a constant release range and constant bank angle.
The roll inner loops are identical to those used in air-to-air. The existing F-l5 CAS is used for pitch
control and existing F-l5 turn coordination is used in the yaw axis. Figure 11 is a schematic of the
IFFC bombing system.

The F-15 aircraft is armed with  an internal M61 20 aim cannon ; however, for flight test the GAU-8 30
aim cannon will be simulated to assess increased survivability for long range attacks. The M61 will be used
as closer ranges for live firing demonstrations . The payoff for additional gun range is increased aircraft
survivability .
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__________ L (LIFT) _____________ 
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- 

ROLL __j pc

CAS R OLL R A T E
COMMAND

Figure 11 IFFC Bombing Schematic

AIR-TO-AIR GUNNERY SYSTEM OPERATION

The air-to-air gunnery display Is shown In Figure 12. Tracker lock-on Is accomplished by slaving the
tracker to the radar or manual slewlng. The director reticle appears after lock-on. The IFFC system can
now be engaged. The authority box indicates IFFC is engaged. The IFFC system automa ticall y hol ds the
plpper on the target if the target is within the authority limits (authority box). The authority box
defines the authority l imit of the IFFC system commands to the flight control system. IFFC system authority
used is displayed as the distance between the pipper and the center of the authority boy. The pIlot can
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reduce IFFC system commands if des ired by matching gross IFF C comands , especially in pitc h . The pilot
does this by applying the stick commands necessary to center the authority box. Using this technique
allows the system to operate with reduced authority If desired.

0. F-IS GUN MODE b. IFFC OF’) c. TRACKER LOCK-ON
RADAR TRACK/RANGE TRACKER CROSS TO TD START FILTER

F—R5 RETICLE START FADE TO
ICOS NOTATION DIRECTOR RETICLE

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

d. FADE TO DIRECTOR COMPLETE e. IFFC COUPLE F. SOLUTION OBTAINED
DIR NOTATION AUTHORITY LIMIT 

- 

-

Figure 12 IFFC Air-to-Air ( unnery Displays

AIR-TO-GROUND GUNNERY SYSTEM OPERATION

Figure 13 shows the air-to-ground gunnery display. A velocity vector symbol and pull-up cue are added
symbols. The pull-up cue is referenced to the velocity vector. The pull-up cue computations calculate a
safe recovery altitude assuming a system failure occurs at the present aircraft attitude. To obtain tracker
lock-on , the pilot either slews the tracker manually or is slewed automatically to INS Coordinates . After
lock-on, the director reticle appears and the IFFC system can be engaged. The authority box is shown when
IFFC Is engaged. The IFFC system then rapidly nulls aim error. The sideslip generates induced roll rate.
The pilot can modify this roll rate to change the shape of the maneuver. - -

IA. F-IS A/G GUN MODE B. IFFC ON C. TRACKER LOCK-ONTRACKER CROSS TO TO START FILTER
NO LOCK-ON START LASER RANGINGPULL UP ALONG EARTH VERTICAL CIU RETICLE

D. DIRECTOB COMPLETE E. SYSTEM COUPLED P. SOLUTION OBTAINED

Figure 13 Air-to-Ground Gunnery Displ ays
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BOMBING SYSTEM OPERATION

Figure 14 shows the IFFC bolAblng display . The reticle with the analog range bar Is centered around the
velocity vector. The future impact point (FIP) of the bomb in shown by the small triangle. Pull-up cue
computations are Identical to those used in the air-to-ground gunnery. A release range dot on the outside
of the reticle indicates the release range for the bomb if the pilot maintains his current “g command.
Tracker lock-on is accomplished as In the air-to-ground mode. After tracker lock-on , the range analog bar
and the FIP are displayed . The release range dot appears when the minimum turn rate for a solution Is
established. IFFC can now be coupled which is shown by the authority box. The pilot can adjust release
range by adjusting his ‘g” command. Increased conimand will increase release range and decreased command
will decrease release range . The solution cue indicates time—to—release. It is displayed vertically In
HUD coordinates relative to the velocity vector. Bomb release is automatic at the release point.

+

j
~~~~~~~~~~~J~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

I

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ II‘— / \
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F I L T E R  SETTLED
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RELEASE RANG E DOT
FUTUR E IMPACT POINT (~~)

Figure 14 Bombing Displ ays

F-l5 IFFC MODIFICATIONS

Figure 15 depIcts the proposed IFFC mechanization on the F-15. The added items lnc~ude the Martin
Marietta ATLIS II electro—optical tracker and laser ranger, the digital couplerinterface unit(CIU), the l553A
multiplex bus , and the Instrumentation system. Several F—l5 components wi ll require modification for the
IFFC system. The HUD will be modified for increased IFFC symbclogy . A 1553A bus controller will be added
to the central computer. The analog flight control system will be modified to accept comands from
the CIU and the inner loops in the CAS will be modified as outlined above. The existing F-15 H009 bus
transmits the F-15 sensor data to the central computer. The l553A bus was added to allow the CIU to commu-
nicate with the central computer , the sensor tracker , and the instrumentation system.
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IFFC SAFETY MECHANIZATION

Safety of flight is a primary consideration in the IFFC system design. A safety program wi l l :  (1)
identify potential hazards within the IFFC system ; (2) assess the risk associated with each hazard; (3)
list the means by which each hazard can be recognized; and (4) describe the Corrective action which can
be taken for each identified hazard. Key safety features of IFFC are:

(a) Provide two hands-on techniques for system disengage.
(b) Provide authority limiters both in the CAS and the CIU to control the magnitude and rate of

change of IFFC commands to the flight control system .
Cc) Provide inflight integrity monitoring (IFIM) for automatic fault detection and system disengage .
(d) Display a break ,X on the HUD and disengage IFFC at a range which will allow a safe recovery

taking into consideration the attitude of the aircraft and the worst case hardover input prior
to disengagement.

The safety design features are impl emented as both hardware and software . Details of the safety mechaniza -
tion are discussed in the following paragraphs .

The Identification Friend or Foe (1FF) interrogate switch on the right thr’- ~tle is used for IFFC coup le. 
A

The coupl e switch is enabled only if: (1) the internal self check logic of t~. CJU is sat isf ied; (2) the -‘

F-l5 central computer monitor indicates that the CIU is functioning properl y: id (3) th~ pilot has placed
the magnetically held IFFC select switch to the IFFC mode. The couple swi tch ends si gna ls to the CIU and
modified CAS. The CIU then sends the IFFC commands into the CAS. The CAS acc- pts the CIU commands by
closing solid state switches . After decouple , control is returned to the stancard F-15 CAS. The st ick
mounted paddle switch provides a second hands-on decouple techni que.

The inflight integrity monitor (IFIM) w i l i  perform tests to detect failures in IFFC hardware . A
summary of the functions to be performed by IFIM follows :

(a) Monitor power supplies , intcrnal circuitry , display generation , and input/output capability of
the CIU for failures ;

(b) Identify loss or out—of-l imit condition of any critical inpu t par ameter neces s ary to a ccur a tely
calculate an attack mode solution ;

(c) Monitor control law switching and flight control c cainands from the CIU to insure that no signals
are generated when the couple enable signal is not present;

(d) Compare comand signals issued by the CIC to comand signals received by the CAS to insure that
they are equal;

(e) Compare the operating attack mode of the Clii and CAS to insure  that bot h are using the same mode ;
(f) Monitor critical points within the CAS control law switching hardware to insure that the CAS has

correctly switched to the IFFC mode and is ready to receive CIU flight control inputs;
(g) Monitor laser output to insure that the laser is on only in t he correct a t tack  mode and on ly when

the centra l computer verifies that cockp it switch posit ions are consistent for laser  operation;
and

(h) Monitor E/O tracker inputs during air-to-ground deliveries to inhibit laser firing if t r a c k e r
break lock occurs .

If IFIM detects a failure , the CIU flight control commands to the CAS w i l l  be disconnected and the CAS
returned to the F-15 mode.
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