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ABSTRACT

This note is intended to acquaint interested parties
with the anticipated deployment of a Hydrographic Airborne
v Laser Sounder (HALS). Data acquisition, data processing,
| data reduction rationale, data density, test results, and

environmental considerations are covered. The document is
intended primarily as presolicitation information for the
l HALS procurement .

NG s

‘& Accession For ;‘_‘!
xvfx’_fﬁ GRAkI 4

| AB

i

i

c T & R
]

!

1 i niaTh

'] B39

{ 3

{ Tes 7oy N Y 21l o 1 ]

i Unannounced L

| : g j
’ Justifi ion. IR

ESe sl Gt i B i o e

T

TS oA DB g il 5 A PR T (1




CONTENTS

Page
I. INTRODUCTION 1
II1. OPERATING SYNOPSIS 1
A. Gyro Alignment 5
B. Saturation Survey 6
C. NAVAID Calibration 6 )
IIT. DATA LOGISTICS 6
A. The Optimal Solution 7 4
B. The HALS Data Filter 9 ]
C. NAVAID Smoothing 13 .
IV. DATA DENSITY 15
V. TEST RESULTS 18
VI. ENVIRONMENTAL CONSIDERATIONS 21
VII. REFERENCES 23
APPENDIX A: Laser Bathymetry for Near-Shore Charting Applications 24
(Preliminary Field Test Results)
[LLUSTRATIONS
FIGURE 1: HALS Data Reduction 3 L
i FIGURE 2: Data Swath 11
FIGURE 3: Plot Points at 1:5000 Scale 17

— e

T

T

- il
ii %j

P ——
.




I. INTRODUCTION

This operating scenario is intended to acquaint interested parties with the
anticipated deployment of a Hydrographic Airborne Laser Sounder (HALS). An operating
synopsis providing an overview of data acquisition and data processing is contained
in section II. Section III contains a rationale for the data processing techniques
to be employed in HALS data reduction. Section IV treats the question of data
density vs. chart scale. Section V describes test results acquired via both
simulations and field data; additional test results from field data can be found in
the appendix. Some environmental considerations appear in section VI.

This document has been prepared primarily for the purpose of providing
prospective contractors with a more complete concept of what is desired via the
Purchase Description covering the performance characteristics of HALS. The scenario
presented relies heavily on the system concept employed in the NASA Airborne
Oceanographic Lidar (AOL) Tests. The contractor is not limited to the concepts
presented here; he is invited to propose other concepts.

[I. OPERATING SYNOPSIS

Two modes of operation are anticipated in HALS deployment. Mode I is anticipated
as an operational mode where NAVOCEANO would employ the system on a production basis.
Mode Il is anticipated as a diagnostic mode where laser return waveform information
would be recorded occasionally for the purpose of defining an improved bottom pulse
recognition and placement algorithm. Data from Mode I operations would feed directly
to the NAVOCEANO chart-making process, whereas data from a Mode Il mission would be
delivered to NORDA for processing and analysis.

The use of a HALS system is tied directly to present NAVOCEANO near-shore !
surveys, and therefore imposes only slight procedural changes on present operations.
Currently NAVOCEANO near-shore survey ships are equipped with an H2D helicopter that
is used primarily for deployment and servicing of NAVAIDS.

The HALS will be intermittently installed in that helicopter to perform missions
near the beach where normal soundboat safety or performance might be compromised by
shallow water, and into deeper water as environmental conditions permit. The primary
task for the HALS on these missions will be to acquire chart quality data satisfying
survey requirements. The mission duration for the HALS system will not exceed two
hours.,

HALS installation would begin with the survey ship on site after the NAVAIDS are
in place and the helicopter is available for a few days. Depending on the area, the
HALS may complete its mission in only one day; however, maximum utilization requiring
several days is anticipated.

The HALS modules will be removed from their crates, handcarried to the aircraft
and bolted to the aircraft frame. Interconnecting component and power
cables will be installed and the system turned on for checkout. Computer programs
will be fed to the computer and diagnostic procedures will be run through. Optical
alignment will be checked to determine if alignment is correct. The installation and
checkout procedures, including realignment when necessary, will require lTess than six
hours. The HALS is then turned off to await appropriate time and weather--missions
are planned near dawn or dusk for improved performance.
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Prior to any mission, a survey plan delineating survey tracks employing the
NAVAIDS and survey geometry will have been prepared via the shipboard computer. The
beginning and ending positions of the survey tracks will serve as flight control
points for those tracks assigned to HALS.

A typical Mode I mission begins with the aircraft in a stand-by posture (i.e.,
full gas load on board and crew ready). The HALS is turned on, computer programs
loaded, mission control points inserted, and checkout procedures run through.

The aircraft lifts off, rises to an altitude of 500 feet, and sweeps over deep
water while operating the laser to acquire calibration data. The aircraft heads for
a landing site near a NAVAID, lands (section I[.A presents several opticns to gyro
alignment), aligns attitude and heading gyros, lifts off, rises to an altitude of 500
feet, and heads for the first flight line control point to begin the survey. The
computer is now processing ranging information received from the NAVAIDS to provide
flight directives to the pilot in the form of instructions as to the right and left
extremes of the flight path and distance to flight line control points.

While approaching the control point, the HALS operator monitors the oscilloscope
and control display to evaluate performance. When the control point is reached, the
operator starts the recording system and continues monitoring. As the mission
continues the computer processes navigation data, computes Dead Reckoning positions,
and directs the pilot to the end of the survey track. At the end of cach track, the
operator stops the data recording and restarts when arriving at the next starting
control point.

At the completion of the planned mission, or when performance deteriorates to the
degree that bottom returns are no longer being received for an extended period of
time, the aircraft returns to the NAVAID landing site to again align the gyros.

The aircraft returns to the ship where data tapes are processed through a "quick
look" program to determine (1) the approximate rough coverage and (2) whether an
immediate additional mission is required. When the HALS has completed all its
missions for a particular survey site and data have been evaluated, the system is
removed from the aircraft and stored in packaging crates.

Post-flight data reduction (as indicated in Fig.l) begins as data tapes from the
helicopter become available. A data tape is read, deblocked, merged with external
inputs, and formatted for an optimal solution on the laser slant ranges. The
computer performs a minimum variance solution, generating x,y coordinates relative to
the aircraft position, and depth information which has been corrected for surface
waves. The relative coordinates are added to aircraft position and outputted to tape
and listing as the processing progresses.

An along-track display is also generated as the processing continues. The
display permits the operator to evaluate bottom complexity and data integrity. If
the data appear sound and the "bottom" flat, the operator merely scans the listing
and extracts data to be merged, or plotted, on the chart. If the data integrity
appears unstable or the "bottom" complex, the output tape will be read back as input
for a second processing pass (section III.B presents more detail on this procedure).
The second pass will process the x,y,z information into a minimum variance grid and
sclect the shoalest depths at densities relative to the intended chart scale. The
second pass creates an additional listing and a tape containing
grid elements, shoals and covariances.
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Figure 1. HALS Data Reduction
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From this new listing the operator plots all of the shoalest depths and an
appropriate sampling of grid depths in conformance with chart scale. After data have
been merged with soundboat data, the operator ecvaluates agrecement where overlap
occurs. The covariance derived during the gridding process aids in that evaluation.

The HALS system remains in its crates until the NAVAIDS are moved to cpen a new
site; there, the preceding scenario is repeated.

At an opportune time at one or more sites, the HALS will be assigned a Mode I
mission. This mission would ideally follow shortly after a regular survey mission.
The aircraft would be fueled with a small fuel load and standing by for a 15-minute
mission. The HALS is turned on, standard programs loaded, control points inserted
and checkout procedures run through. At this point a special computer progranm is
inserted which allows for recording of the complete laser return. The aircraft lifts
off and proceeds as if on a normal mission, gathering calibration data and landing at
the NAVAID site for gyro alignment. The aircraft then transits to the initial
control point which has been selected from previous data which indicated no bottom
returns. As the aircraft approaches the control point, the pilot maneuvers so as to
approach from deep water. The operator turns on the recorder and the mission
proceeds toward the beach. The pilot then flies for the NAVAID landing site where
gyros are again aligned, then proceeds back to the ship with the mission completed.

A Mode II mission data tape is sent to NORDA for further processing.

The Mode II mission is desired at least once in ecach new survey areca. !loving the
NAVAID site merely to extend survey coverage does not constitute a new arca. The
Mode II scenario should be repeated at different sites any time the integrity
of the data is inconsistent with visual observations of water clarity, etc., or when
the operator notices unexplained variation in laser return pulse shapes.

At NORDA, depths are recomputed to assure that onboard software is operating
correctly; the Mode Il data tape is read and deblocked, and digitized waveforms are
plotted for visual evaluation of system performance. The digitized waveforms are
then processed via the same algorithm that was used on board the aircraft to
determine depths, and are then compared with depths actually computed on board the
aircraft. The same digitized waveforms are then processed via other algorithms, such
as the optimal pulse recognition algorithm developed by Fagin Associates, to
determine if improvements can be made to the on-board software. As data are acquired
from different survey areas, a library is established to store different types of
laser response representative of those different areas. Upon accumulating sufficient
data, an evaluation of system performance vs. bottom type and water turbidity will be
conducted for the purpose of improving system performance. L

Other processes intended for the Mode Il digitized waveforms include isolation
and evaluation of the water column backscatter. The backscatter contains information
relative to particle content and other properties of interest to people conducting
studies in physical oceanography.

Other intended uses of data gathered in both the normal production mode and Mode
[I operations concern surf modeling. It is expected that near shore surface wave
information can be gleaned from the HALS aircraft to sea surface laser measurement
via the optimal filter process. The wave information will then be correlated with
the measurements of the water depth and used in validating surf models.
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Mode Il operations and subsequent analysis infer no reprocessing of data already
collected via the Mode I production missions. In a production mode, data delineating
the laser returns will not be recorded on magnetic tape and therefore will not be
available for massaging at a later date. The primary purpose of Mode Il operations
is to improve the pulse recognition algorithm which will be installed in the initial
phase of the HALS program.

A.  GYRO ALIGHMENT

The necessity for good heading (re. gyro alignment) information is dictated
by the geometry of the anticipated scan pattern and the employment of heading for
providing pilot flight directives. Heading quality becomes critical as swath width
increases. The options relative to gyro alignment procedures will be dictated first
by the type of gyros selected for the HALS system, and second, by the positioning
quality dictated by survey requirements.

The type gyro selected for heading will have primary impact on alignment
procedure, since the gyro could be either north-seeking (seif-aligning) or spacial
oriented (requiring external alignment). Selection of gyro type has been left to the
contractor, since size, weight, cost, and operating complexity should be considered
in system proposals.

The selection of a self-aligning gyro would mean that alignment could be
performed anywhere that the helicopter could set down on solid earth, and would
greatly simplify the alignment operation. At the beginning of the mission the
operator would let the gyro align itself; at mission end, the operator would merely
note the difference before and after alignment and record the difference as gyro
drift.

A gyro requiring external alignment would presuppose a surveyed azimuth
installed by the survey party at the NAVAID site, and the addition of some optical
alignment equipment with the HALS package. The procedure for external alignment will
be such that the helicopter need not position itself precisely over any given spot,
since precise maneuvering is somewhat difficult.

The anticipated external alignment would have a crew member set a tripod over
the azimuth reference line, sighting along the reference line, then to the gyro unit. ]
The gyro unit would have a mirror arrangement such that the sightings from the tripod
to the gyro unit and from the gyro unit to the tripod are co-linear. After solving
the geometry for the true heading, the operator would then slew the gyro to the
correct reading for the start of the mission. At the end of the mission, the same
procedure would be exercised except for slewing the gyro; at mission end the operator
would merely record the gyro drift for later use.

Where the quality of positioning becomes less important (as dictated by survey
requirements) the external alignment procedures could be accomplished on board ship.
In these instances markings on the helioport could serve as reference points, and the
ship's Mark 19 gyrocompass, with appropriate repeater, could serve as the azimuth
line.

In many instances it should be possible to utilize the advantages of a
magnetic slaved gyrocompass. Magnetic variation charts are available for most
anticipated operating areas, and where updating is required, a few measurements near
the NAVAID sites can be extrapolated to the operacing area.




R R T

Lk e ol g

S e e

Humerous other procedures for alignment could be discussed, but further
treatment is beyond the scope of this paper; however, it should be understood that
there is no intention to impose a calibration procedure which is so cumbersome as to
dilute HALS system efficiency. In areas where NAVAID sites are distant from a survey
area (as may be the case, on occasion, when employing a medium range HAVAID), it

becomes impractical to perform calibration at the NAVAID site becausc of the limited
fuel load of the helicopter.

B. SATURATION SURVEY

Occasionally the HALS may be called upon to perform other special missions
for purposes of validating or verifying suspect bottom structure. On these occasions
it may be desirable to narrow the swath width to about 50 feet so that the suspect
area can receive saturation sampling. It may even be desirable, on occasion, to
hover over a particular site or to maneuver in some constrained search pattern.

With a narrow swath, position errors attributable to aircraft attitude and
heading become less significant; this reduces significant impacts on both alignment
procedure and on data processing. Gyro alignment can be accomplished on board ship
or possibly even ignored. Data processing could be simplified to direct solutions of
the geometry or also ignored.

The assumpticn for all the above, of course, is that position of the suspect
bottom structure is already known from previous survey cfforts either by HALS or via
soundboat surveys. The only purpose for the saturation survey is to validate the
existence of the structure and to determine minimum depth and arecal extent; for thosc
purposes, merely having the computer search for a cluster of minimum depths should be
adequate.

C. MNAVAID CALIBRATIOHN

The Operating Synopsis as described in section Il presumes a HALS operating
in conjunction with a short range NAVAID. The most probable deployment anticipated
for NAVOCEANO near shore surveys would involve a medium range MNAVAID operating in
either range/range or hyperbolic mode. Under these circumstances, calibration of the
HALS receiver would be required.

Assuming the shipboard receiver to be already properly calibrated, the
shipboard reading should be transferred to the HALS receiver prior to helicopter
lift-off. The transfer reading will be corrected for the difference relative to the
lTocation of the respective antenna. As the helicopter proceceds toward the beach for
gyro alignment, a landmark will be selected and NAVAID readings recorded--as the
mission progresses, the helicopter may return to the selected landmark and check
calibration as required.

[1T. DATA LOGISTICS

An important consideration in resolving position and depth from HALS
observations is that we are dealing with nultiple error sources. The error sources
consist of aircraft's own position, altitude, attitude, and sea surface, as well as
the laser slant range measurements and a multitude of environmental conditions which
can cause error in those measurements.

The aircraft position error is directly dependent on the quality of the MNAVAID
employed in the survey. MWhere high quality data are required, a high quality MAVAID




should be employed. There may be some possibility of improving the aircraft position
via smoothing algorithms, assuming that the offending error has a random distri-
bution, but this technique is being considered only for situations where medium range
NAVAIDS are employed (see section I11.C for further discussion). Smoothing
techniques could also be employed on the optimal solution concerning the aircraft to
sea surface slant ranges, but the technique is not being considered for this
particular application at this time, and is not part of the post-survey processing
development .

To minimize the effect of error sources from altitude, attitude, sea surface
and slant range measurement from aircraft to sea surface, an optimal solution, which
operates in a minimum variance sense, has been developed. The optimal solution will
be described in the next section.

Error sources relating to environment are shown in two ways: (1) the bottom
return shape is perturbed in a manner such that the tracking algorithm on board the
aircraft misplaces the pulse, and (2) the pulse is reflected from something other
than the true bottom. If we assume these to be random occurrences, then the solution
is redundant measurements and the proper processing of that redundancy. This will be
further discussed in the section covering data gridding.

oray

A. THE OPTIMAL SOLUTION

This portion of the software treats the processing of laser slant range
3 measurements related to the distance between the aircraft and the surface of the

water.
Q To visualize how the optimal solution works, picture a laser pulsing at 400
1 “ Hz. The laser seeps through 3600 at 5 cycles per second creating a moving elliptical
7 pattern on the surface of the water. Each sweep through 3600 provides 80 pieces of

slant range information from the aircraft to the surface of the water. Under static
conditions, at any given altitude and azimuth, the slant range measurement from
aircraft to sea surface could be precisely computed. The major axis of the projected
- ellipse would align perpendicular to the aircraft heading and the minor axis would
align parallel to the aircraft. Under dynamic conditions, slant range could still be

E ‘,h

precisely computed if pitch, roll, altitude and sea surface are known. The trouble
& is, that even with an inertial system, there are errors which would affect the slant
i 1 range computation. If the problem is turned around (upside down, as it were), the
| difference between the slant range measurement and what would be computed for a given

altitude is actually a measure of pitch, roll, altitude error and sea surface. That
is what is done in the optimal solution.

A "current best estimate" of altitude and attitude are used to compute an i
estimate of the next observed slant range to mean surface. The difference between §
the observed and estimated slant range is then treated as an error and is processed
through an algorithm which allocates portions of the error relative to the assumed ,
magnitude and correlation times of the error propagation model. The algorithm '
directs the error to propagate in a minimum variance sense to the following: (1) ﬂ
error in slant range measurement, (2) aircraft altitude, (3) aircraft pitch, (4)
aircraft roll, and (5) sea surface.

The same current best estimates, as above, of altitude and attitude are used
to compute the laser spot on the bottom relative to the aircraft. The sea surface
estimate removes error from the depth measurement, thus completing the optimal
} solution.
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The operation is something like an interactive process:

. Assume some value for pitch, roll, altitude and sea surface.
. Compute a slant range.

. Subtract observed from computed.

. Allocate differences, some to pitch, roll, altitude, etc.

. Compute next slant range.

. Subtract.

. Allocate.

NO LW

The whole purpose of the optimal solution is that good roll, pitch and
altitude are needed for positioning the laser observation relative to the aircraft,
and sea surface information is needed to reduce the depth measurements to mean sea
level. A bread board model of this implementation has been tested with data from the
NASA-AOL system (Byrnes and Fagin, 1978).

It is not possible to track heading error via the aircraft-to-surface slant
range, since we are projecting to a quasi-flat surface. The only possibility for
tracking heading error is via the grid technique, which will be discussed in the next
section. Error analyses indicate that the grid technique for tracking heading error
works only where the ocean bottom displays complexity; of course, this is where the
capability is most needed.

The three main reasons why an optimal solution has been chosen are: (1)
errors affecting position become more critical as the survey swath width gets wider;
and (2) alignment between attitude sensor and laser become more subject to error
because of the non-permanence of the installation in the intended helicopter; and (3)
even with careful procedures, misalignment is still possible and could go undetected
if a tracking capability is not included in the processing.

Alignment errors can originate from both mechanical and timing sources.
Mechanical sources arise simply from physical alignment inaccuracy or courling
arrangement. Timing sources occur when data are recorded at different rates in
groupings with a time tag and later interpolated and correlated. Errors from these
sources are minimized when the processing is conducted in a closed form, and that is
precisely how the optimal solution operates.

In a closed form solution, unmodeled error sources propagate unrealistic
results with wave lengths which are inconsistent with the processing model. This is
one way that optimal filter theory can be applied as an error analysis tool. The
technigue was applied to NASA-AOL data and was demonstrated to be a powerful analytic
technique (Byrnes and Fagin,1978).

The main penalty one pays for the above type optimal solution is computer
computation time. The load increases as the number of state vectors increase. It is
anticipated that the optimal solution can be modeled as a six-vector problem. This
size model entails the computer performance of approximately 150 multiplications, 150
additions, 150 substitutions, 5 sine executions, and 5 cosine executions for each
slant range observation incorporated. Since one tape may hold about 1 hour of data,
at a rate of 400 Hz, the number of slant ranges to be processed would arount to
approximately 1,440,000. At this time, we do not know exactly what particular
computer will be used for processing; some small computers do have computation times
similar to the Univac 1108. Assuming 1108 execution times of 2.625 usecs for
multiplication, 1.875 usecs for addition and substitution, and 60 usecs for
sine/cosine, a full data tape would require approximately 37 minutes of computer
computation time.
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The question of computer time will remain fuzzy until two basic decisions are
reached; namely, what quality of new computer NAVOCEANO wil) purchase for their
shipboard processing system, and the capability of the HALS on-board computer. The
computers being considered by NAVOCEANO for shipboard installation will have hardware
multiply/divide module as opposed to older type mini-computer where multipliation was
accomplished via a series of software instructions. This means that the data can be
processed at speeds similar to the Univac; or in the worst case, may require about 1
hour of CPU time. The specifics of the HALS on-board computer will not be available
until the system is designed; however, preliminary sizing indicates that the HALS
computer could be equal to or even exceed the NAVOCEANO selection. An ideal solution
would be for the HALS computer to be configured in such a way that it could perform
and post survey the main bulk of the number crunching, with the NAVOCEAHO computer
performing a limited number of functions, such as display and listing.

Assuming that the HALS system is completely dependent on the shipboard
computer for all processing, one hour does not seem excessive, since one
can assume that the shipboard computer will not be used at full capacity on a daily
basis. The processing problem is further eased by indications that NAVOCEANO will
maintain a backup computer to support onboard production processing. It is possible
that we may end up with a choice of three computers capable of processing the HALS
data. Bottlenecks could exist for short periods of time, but only when the HALS
performed several consecutive missions in that short period of time. In normal
operations it is expected that the HALS system could acquire the data and complete
the processing before the soundboat could complete a day's work.

Some thought has been given to the idea of merely verifyina that good data
have been collected, and then completing the processing at the NAVUCEANO base plant.
The flaw in this concept is that assurance of quality data and absence of holidays
are required on-site before the NAVAIDS are moved, and, in many instances, the
capacity for producing a nautical chart on the ship is required.

B. THE HALS DATA FILTER

A large percentage of data collected by the HALS system will be acquired from
areas where the bottom is complex and the data integrity will be suspect, at least to
the human eye. In an area where the bottom is complex, there is no simple way of
determining if that lack of data integrity is simply a reflection of residual
position error and uncompensated sea surface or if the observations have been
contaminated by bit dropout, fish, turtles, grass, seaweed or even difficulties with
bottom pulse placement because of changes in pulse shape.

A solution to this type of difficulty comes in the form of a filter; even
soundboat data undergoes some filtering, at least by eyeball, before data are
selected for charting. The situation with soundboat data is very much unlike the
HALS problem, since the sounder records the depth of only the most shallow object
within a small cone. The small cone provides a very narrow swath when compared to
the anticipated HALS swath and is often considered as a profile. The HALS system
provides such a wide swath that it must be considered two-dimensional, and therefore
requires a two-dimensional filter.

A prototype two-dimensional filter is described in Fagin Associates (1977),
but its implementation requires a large amount of computer time. The prototype
filter deals with the filtering and the slant range processing all in one minimum
variance solution. Development is underway to modify that solution to provide a
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production mode filter which will require less computer time. The desirable
characteristics which will be incorporated into a two-dimensional HALS filter are as
follows:

Deals with depth error and position error simultancously.
Incorporates or rejects data on a statistica' hasis.
Insures that bottom slope is part of rejection criteria.
Deals statistically with redundancy.

Weights data in favor of shallowest depths.

Converts data into an equally spaced grid.

Defines end product quality.

NO OV WM —
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The above items are all closely related, and, to a large extent, are
actually tied together in the Optimal Laser Survey described in Fagin Associates
(1977). The new algorithm being developed will incorporate those same items, but in
a sub-optimal fashion. Reasons for identifying those characteristics are explained
as follows.

Figure 2 shows a swath of data plotted under the aircraft. The density of
data is such that many observations are plotted very close’to one another--in fact,
some are plotted one on top of the other. A closer Took would show impossible
gradients between adjacent points. The major portion of these data observations were
well within specified 1imits of position and depth error. This points up the reason
for dealing with depth error and position error simultaneously.

The ability to incorporate or reject data on a statistical basis involves a
buildup of confidence as more data are incorporated into a specific survey area. The
first observation seen by the filter program will be accepted and incorporated, but
the confidence level (i.e., covariance matrix) will remain very low. As more
observations are incorporated, the filter will become capable of predicting what the
next observation should be, and knowing its own capability via the covariance matrix,
will know how accurately it is able to predict that next observation. llhen the new
observation exceeds the prediction by a predetermined amount, usually 2.5 or 3.0 I,
the new observation is rejected. The pattern of rejections is used to determine
suspect bottom structure. MNormally rejections are expected to assume a randomn
distribution, where rapidly rising coral heads or steep-sided channels exist,
rejection occurs in a pattern. When a rejection pattern is detected, the suspect
area should be reflown as a saturation survey. Where steep-sided channels are
encountered and high accuracy is desired, the saturation survey should be conducted
as precisely as possible (i.e., precise gyro alignments), and the data processing
adjusted (i.e., reduced grid spacing and increased slope tolerance) to these specific
needs.

Bottom slope rejection criteria come into play as soon as a sufficient amount
of data are available for prediction. In the HALS system this occurs quite rapidly,
since the scan system is such that just one sweep through 3600 provides some general
slope information in all directions for a large area. Insight into the slope
rejection technique can be derived from the scan pattern shown in Figure 2. At the
right side of the data swath, the HALS sweep is encountering "new" survey area. Here
the observation can be predicted only by slope values from behind the sweep; the
confidence level is therefore low and most observations would be incorporated, but
with low weighting factors. As the HALS sweep moves behind the aircraft, data ahead,
behind, left and right have already been incorporated into the filter and used in the
prediction. The confidence lTevel is very high. In this case the new observation
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must meet more stringent requirements if the observation is to be acceptable. The
confidence rises even higher after acceptance, since the new observation is tagged
with a higher weight.

This discussion also applies to redundancy. It can be shown statistically
that redundant measurements can be processed in such a way that results are of a much
higher quality than any individual measurement. The density of data (i.c.,
redundancy) at the edges of the HALS swath (Fig. 2) is greater than in the center of
the swath. At first glance this might appear as wasteful data. However, it should
be realized that there are no data beyond the edges and therefore an absence of slope
control for evaluating, rejecting or incorporating new observations. In effect, the
scan pattern compensates for the lack of slope knowledge at the edges by redundant
measurements.

The HALS data filter will be capable of weighting the observations in favor
of the shoalest depths. The desirability of this characteristic is based on the
primary purpose for the conduct of near-shore surveys, namely safety. As new
observations are incorporated into the HALS filter, each observation is weighted by
the covariance matrix; to the weighting factor will be added some value proportional
to the depth being observed before the observation is incorporated. In this manner
the end product (chart) is biased in favor of the shoalest depths. ilhen the bias is
done this way, it does not mean that only the shoalest observation in a given area is
incorporated; the observation still must pass all other rejection criteria.

The HALS data filter will convert observations into an equally spaced grid
representation of depths. The purpose of the grid is to make the data more sparse;
there is no intent to interpolate for data at locations when there were no
observations. Several reasons for selecting a grid system are as follows:

1. The grid is a good way to represent data already incorporated.

2. The grid can be modeled to maintain one-to-one correspondence with a
covariance matrix.

3. The grid can be adjusted to follow bottom curvature merely by increasing
density.

4. The end product can be plotted without plotting one data point over the top
of another.

Accompanying the grid of depths will be a grid of quality designators
(covariance matrix) which define end product quality. The quality designator will be
a statistical quantity which reflects quantity of measurements, proximity of
measurements, slope of bottom, and integrity of position and depth measurements
actually incorporated. These quality designators will prove useful where we compare
soundboat data with HALS data. Where a soundboat track crosses a HALS swath, we
should expect agreement only to the accuracy specified by the quality designator.
The quality designator should also be useful in selecting grid depths which actually
get plotted--i.e., when we plot only a few depths, from a whole swath, on a 1 to
50,000 boat sheet. The quality designator will also be useful in describing the
overall HALS survey accuracy.

After data are processed through the HALS data filter, the results will exist
as a very long rectangular grid of depths with an accompanying grid of quality
designators. There will be one whole grid for each flight line or a grid for each
line segment if the aircraft track departs from » straight line. Each grid will have
an origin designating iatitude and longitude. Latitude and longitude for any
specific depth will be relative to its position in the grid and the origin.
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From the grid, the operator can select the shoalest depths and other depths for
plotting on the smooth sheets. Data can be sent to the DMA library in this compact
form, or each grid intersection can be tagged with Tatitude and longitude and sent to
the library. The original tapes which were recorded on the aircraft could be
recycled or saved and put into archives.

A question of legality arises with a grid, since the result of this process
is, in reality, a minimum variance estimation of depth at the grid intersection
rather than a direct observation of depth. Traditionally, direct depth observation,
with specified horizontal and vertical accuracy variable with chart scale, is
required where soundboat data are incorporated into a chart. Assuming that this
requirement governs the use of HALS data, an additional data pass will be required.
The additional data pass would search the original data tape for a direct observation
which most closely matches the minimum variance estimate near the grid intersection
and replace that estimate with a direct observation. This may appear somewhat
facetious, but it can be done in a statistically sound manner and should satisfy the
requirenent .

C. NAVAID SMOOTHING

As indicated in previous sections, the HALS may be operated primarily with a
medium range NAVAID system. The employment of a medium range NAVAID infers that the
HALS will be required to operate at greater distances from the NAVAID transmitters.
At these anticipated greater distances we can expect to encounter a higher standard
deviation of position error, greater net bias, and more frequent lane jumps than
would have been expected with a short range NAVAID. These greater position errors
may be tolerable for some specific charting requirements, but they do tend to
obstruct the effectiveness of the "HALS data filter," since position errors can
overwhelm depth measurement error. The reduction in the effectiveness of the "HALS
data filter" implies a reduction in the validity or integrity of HALS depth
measurements, since redundant measurements may not be expected to agree. The
implementation of any quality control algorithm must be based on the first assumption
that data from the forward sweep must be in agreement with data from the laser
backward sweep as the backward sweep overtakes that forward sweep because of the
forward motion of the aircraft.

A visualization of the difficulty encountered from increased position error
can be realized by considering a plot of position information. The plot represents
the aircraft track - data points are plotted relative to the track; if the heading of
the aircraft is identical to the track, no side slip ("crab" angle), then data
plotted fore and aft of the aircraft will lie on the track.

If side slip does exist, we can still plot the points which fall on the track
if that track is correct and we know true heading to the required accuracy. The
difficulty is that as position deteriorates, the track deteriorates and data plotted
relative to that deteriorated track cannot be expected to align correctly, fore and
aft, with any degree of confidence--even when the geometry is solved with the correct
true heading. What this amounts to is that alignment of data fore and aft is a
function of side slip angle, and the error in side slip angle is a function of both
track error and the true heading error. When the unknown error in slide slip angle
exceeds two degrees, we may expect fore and aft data disagreements in direct
proportion to the unknown angle and bottom slope. As the bottom slope approaches 59,
we can expect the HALS data filter to begin tracking the error in side slip, but only
to the degree with which bottom slope remains constant. In areas where the bottom is
complex and the slope changes direction rapidly, there appears to be little hope of
unraveling the whole ball of wax via depth measurement alone.




Aircraft side slip is not the only difficulty which may be caused by position
deterioration. Knowledge of aircraft speed deteriorates as well; even when we know
the orientation track well, errors in speed would limit our ability to evaluate the
data validity to some extent.

The above difficulties can be reduced by smoothing the NAVAID positions. The
recommended type of smoothing differs from that which vendors supply with their
ecquipment because it will not be applied in real time. A real time positioning
process can use only past data, and therefore can perform only a filter process. A
filter process is fine for operations where one is concerned only with where he is
going; in charting work, we are concerned with where we have been. Smoothing can be
accomplished best after a whole survey line is completed. An optimal smoothing
process can be devised to use all data preceding and following a point of interest
when determining each position estimate, i.e., if a survey line is one hour long, the
whole hour's observations can be used for computing a smoothed estimate for a
specific time. The data required for a smoothing solution are available only after
the survey is completed. Optimally smoothed position estimates present a refined,
statistically improved, continuous portrayal of wherc one has been.

The practical length of time over which a series of data should be smoothed
is dependent on the correlation times of the state vectors associated with the model;
the onboard aircraft systems determine the composition of that model. If the onboard
system includes an airborne inertial system, the errors to be tracked would be the
slowly varying drifts of that inertial system and the practical length of time over
which a series of data could be smoothed would be lengthy. The employment of an
inertial system and lengthy smoothing times are most practical where the time between
independent position (NAVAID) observations is lengthy or when one is attempting to
compensate for net bias by incorporating short range NAVAID observations or satellite
Global Positioning System (GPS) data.

The techniques for smoothing position information associated with an inertial
system are described by Byrnes and Fagin (1975). The modeling for the HALS smoothing
process will be much less sophisticated than Byrnes and Fagin employed, but the
techniques will be similar. Since an inertial system is not anticipated for the HALS
development, the smoothing will be based simply on aircraft motion. The correlation
times for this type model will be short relative to a model employing an inertial
system. MNo state vectors associated with net bias will be employed, since no
independent observations of net bias are anticipated. The smoothing model will be
capable of (1) reducing the standard deviation of the random position errors and (2)
detecting lane jumps.

The model for smoothing the HALS position information would normally require
six state vectors. I[f one assumes latitude and longitude errors to be uncorrrelated,
the major portion of the computations can be performed treating latitude and
lTongitude independently. This independent treatment reduces the model to the
computation equivalent to approximately three state vectors. Even with three state
vectors, the computer time required to process a one-hour data tape would be
intolerable if we were to compute a smoothed estimate of position for cach 400 Hz
HALS observation. The solution to the computer time problem is to compute smoothed
position estimates at a rate of one per second and then interpolate for the 400 Hz
rate. The implementation of the interpolation scheme reduces the computer load to
the extent that the processing is bound primarily by input-output speed.

i; [t should be apparent from the above general discussion that as position
! information deteriorates, the quality of depth information may deteriorate. This is
: basically true because we have taken advantage of redundancy (in the HALS filter
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grid) to improve the quality of the end product. The concept of depth measurement
deterioration with position diverges considerably from traditional concepts where
soundboats are employed for surveys. Soundboat measurements do not rely on
redundancy and are therefore never affected by position error. It could be shown
that end products from soundboat data couid be improved via redundant observation,
but that is not the purpose of this discussion. The purpose of the whole discussion
on positioning has been to indicate that some degradation in end product (chart)
quality can be expected when operating with a medium range NAVAID as opposed to a
short range system.

1V. DATA DENSITY

The effectiveness of HALS for detecting and registering submerged rocks,
pinnacles, sheared pilings or other relatively small objects that may be hazards to
navigation becomes a real numbers game. The ability to detect a small target is a
function of target size and the spatial distribution of the laser spots. Detecting a
target once would never be enough to satisfy any reasonable confidence level.
Detecting a target ten times in the same location does instill some confidence. A
sheared piling type of target with one square foot of surface area would require 10
laser pulses for every square foot of area being surveyed. Using a laser having a
pulse repetition rate of 400 per second, we could survey 40 square feet per second.
If the swath is adjusted to 40 feet coverage, the forward speed of the HALS platform
would be limited to one foot per second. This coverage is very low and could be done
more effectively by ship using a wire drag or side-scan sonar.

Assuming a target area of 100 square feet yields numbers that are more in line
with airborne sensors. For a hit rate of 10 per target in keeping with our
confidence level, only one pulse per every 10 square feet is required. Using a 400
Hz laser pulse repetition rate, 4000 square feet per second can be covered. A 40
foot swath would mean that the survey could progress at 100 feet per second. For a
100 square foot target this survey rate of 4000 square feet per second translates
into 14,400,000 square feet of coverage per one HALS mission hour or 0.4 square miles
per mission, a rate that is competitive with other techniques for registering
medium-sized navigation hazards. The hit rate of 10 per target
as used above is a rather arbitrary number, but it does have relevancy when
considering some soundboat operations. An equivalency can be attempted by assuming
that a soundboat is equipped with the Raytheon 723-M, operating at the meters X 1
scale, pinging at 10 Hz. At launch speed of 17 knots the system pings every 2.9
feet. For a 20 foot depth and a 450 cone width, the system covers a circular area
with a diameter of approximately 16.5 feet. Since the launch is advancing at 2.9
feet per ping, the circular areas overlap and any target within that swath would be
sensed at least 5 times as the launch advances. Obviously, at lower speeds, a target
would be sensed more often; in more shallow water, assuming the same 17 knot speed,
less often.

Sensing a target five times via soundboats cannot be directly equivalenced to
the HALS,since the energy from a sounder covers the whole area within the 450 cone
and reflects from the nearest target, whereas the HALS illuminates a proportional
area, but responds to all the return energy within the receiver field of view. This
does, however, point up the need for more dense sampling by HALS to approach
equivalence with a sounder; thus, the arbitrary hit rate of 10 per target for the
HALS.
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The more likely application of HALS is for the detection of a shoal arca where
the bottom becomes gradually shallow. In this case the target arca exceeds 2500
square feet and the survey rate becomes more realistic. With the aircraft at 500
feet altitude and the scan set to 36° off nadir, a 700 foot swath could be surveyed
at 70 knots, providing an average target hit rate of 12.6 per 2500 square foot
target.

The 2500 square foot target ascribed to a shoal area is to be taken only as an
estimate; experience will enventually dictate swath width and data density. In actual
practice, it may become desirable to perform a reconnaissance mission to deterninc
data density; however, it should be apparent that as an attempt is made to define
smaller objects via HALS, the trade-off in rate of coverage proceceds to the
impractical in cases of very small targets.

Assuming that the primary application for HALS is the charting of shoal arcas
and not the detection of small hazards, a question still arises concerning data
density vs. chart scale. The answer to that question is simply that no matter what
chart scale, the purpose of the survey is to insure safety of navigation. To insure
safety of navigation the shoalest depth must be recorded no matter which chart scale
is being used. In order to determine the shoalest depth the system must be able to
detect all shoals in the area. If it is assumed that the target arca for the shoals
is 2500 square feet, and a reasonably high level of detection confidence is desired,
then the density relative to the target size must be set and the chart scale has
little significance. It is, therefore, expected that aircraft operations, altitude,
speed, swath width, and essentially data density will be quite similar for chart
scales ranging from 1:5000 to 1:50,000. Only when it is determined that finer
structures (i.e., smaller targets) are to be observed would the data density be
varied. This would be more of a function of bottom than a function of chart scale.
The intimation of a requirement for a 1:5000 scale chart as opposed to a 1:50,000
scale chart is that finer structure should be observed. However, what it really
means, especially in the case of HALS data, is that more data are plotted.

Chart scale does become significant in determining the quantity of data points
that actually get plotted from the massive array of data collected. Fiqgure 3 shows a
typical data swath overlaid by a grid with 100 foot spacing. The grid represents the
number of data points which could be plotted on a 1:5000 scale chart. The average
ratio of data observations collected to the number of points which can be plotted at
this scale is about fifty to one. If.a plot of this same data is made on 1:50,000
scale chart, twice that amount of data would be processed into just one plot point.
In this second case, the ratio of data observations collected to the number of points
which can be plotted is about 1872 to one. [t may appear absurd to collect a massive
amount of data and end up plotting so little, but it must be remembered that a
massive amount of data is required for detection rather than plotting. [t should be
apparent that data collected by HALS via 1:50,000 charting requirements would have
density suitable for production of 1:5000 scale charts; the only thing lacking may be
position accuracy which is dependent on the specific NAVAID employed.

In his doctoral dissertation, Davis (1974) indicates that data density should be
governed by the amount of bottom variation encountered in a specific small arca,
which he calls provinces, and the amount of sample crror which one will tolerate.

His dissertation is directed toward selection of survey track spacing, but it is
applicable to the question at hand. The provinces are established via reconnaissance
data which are processed through a high-pass filter. The filtered data is then
divided into provinces of homogeneous segments. A one-dimensional Fourier transforn
is applied to the provinces, with the resulting spectral cstimates being processed
through some additional equations to obtain estimates of sample error as a function
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of sample spacing. For our purposes we can cquate spectral estimates with target
size. A Fortran version of this technique has been developed for the Hydrographic
Surveying and Charting (HYSURCH) program.

Data for input to the above program are soundings collected at 5 m intervals
along track. Equivalent data from a HALS system can be envisioned by assuming a
profile constructed from data acquired down the center of Figure 3. The density of
data through the center of Figure 3 would be relative to aircraft speed and swath
width. Assuming cur previous 700 foot swath width and 70 knot aircraft speed, the
aircraft is advancing at 36 meters per second and the laser scanning at 5 Hz. Since
the scan passes both fore and aft of the aircraft, the 5 Hz rate is essentially
doubled, hence a profile with approximately a 3.6 m data spacing is available. When
a more dense profile is desired, the data at the edge of the swath could be utilized,
thereby even further exceeding the 5 m intervals used for HYSURCH.

If we wish to constrict data density vs. sample error more in line with the
HYSURCH analysis, it becomes immediately apparent that an increase in speed can be
tolerated (i.e., 700 foot swath, 100 knot speed, 400 Hz data rate). The 100 knot
speed exceeds our previous assumed (70 knot) speed, but is a good beqinning density
for an unknown survey area. The data density for succeeding missions could then be
altered to accommodate any specific charting requirements as the survey progresses by
processing data profiles as described in Davis (1974).

One of the interesting features of the HALS scan pattern, as indicated above, is
the fact that a profile along the edge is rmuch more dense than a profile down the
middle. This feature could lead to a more simplified determination of data density.

[f a one-dimensional Fourier transform were applied on both the center profile and

the edge profile, and the results differed, one would automatically know that the
sampling was too sparse. Assuming adequate on-board computer power, this concept
could even be applied in real-time to control data density as it is being acquired.

One caution in dealing with data density - the technique described in Davis !
(1974) deals only with sample error on the assumption that the data being processed
are true and correct. In a real HALS survey the errors can be minimized by proper
processing of redundant data. Redundancy transposes into increased data density,; j
therefore, data density may not be dictated by sampling error alone.

V. TEST RESULTS

Tests conducted via the NASA-AOL system at Wallops Island Flight Center establish
the fact that a HALS system can work. Some preliminary results of AOL field tests
showing this workability appear in Appendix A. Results of tests concerning aircraft
altitude, attitude and sea surface (potential sources of error affecting position and
depth measurement) are reported in Byrnes and Fagin (1978); the potential for
tracking the sea surface via the optimal solution is implied. Experience with
optimal filter techniques indicates that where the model tracks half the vectors
well, it is most likely capable of tracking the others. The evidence is still
somewhat sparse-~AOL data used in the tests were acquired at a time when the sea
surface was very calm; a plot of sea surface values derived from the optimal solution
also indicated a smooth sea surface. Profiles indicating how well the algorithm
tracked altitude were not presented because the pulse compression radar altimeter on
board the NASA aircraft was not set up to work at a 1500 foot altitude; therefore,
no data were obtained for comparison. A plot of altitude derived from the optimal
tracking algorithm did, however, indicate a reasonable average altitude and
reasonable changes in altitude with time.
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Prior to the NASA-AOL tests, a "model for Optimal Laser Surveying" (Fagin
Associates, 1977) was developed and exercised via computer simulations in order to
determine system trade-off and to anticipate results which might be obtainable from
AOL. The Optimal Laser Surveying model was designed in such a way as to force all
errors, position-related or depth-related, to become observable in depth measurements
only. This is a rather unique approach in survey analysis, but is readily
accomplished by recognizing that any position error can be transferred to depth
measurement error if the slope of the bottom is known. In the simulation we
constructed a precisely known bottom with slopes and "target areas" within the
detection capabilities of HALS. From the precisely known bottom, a grid of data
was established to serve as the datum through which the results of varying any of the
system error sources would be compared.

Simulated slant range observations were acquired by "flying" the elliptical
pattern over the known “targets" at a given altitude and computing slant range
distances from aircraft to the sea surface and the sea surface to the bottom. Prior
to computing the slant range distances, the "aircraft" positioning, altitude,
attitude, and heading were contaminated with appropriate errors to confuse the
positioning--i.e., the simulated depth measurement is a correct measurement, it's
just that its location is not very well known. After the slant ranges are computed,
they are further contaminated by sea surface and slant range measurement error.

With the simulated observations compiled and stored on tape, the processing
begins. The program reads simulated data from a HALS tape. The positioning,
altitude, attitude and heading are assumed to be correct in the same way that real
data would be assumed to be correct--even though it is known that in both cases we do
have errors.

The data are now processed via the optimal laser survey processing program into
minimum variance grid estimates. After the process is complete the estimated grid is
compared to the true grid, and an RMS of residuals is now available to indicate
improvements or deterioration of the whole survey resulting from varying individual
system error sources.

The initial modeling was set to reflect a somewhat pessimistic system as follows:

Variable 1z Error Correlation Time
Aircraft Positioning 2.5 meters 1 second
Aircraft Altitude 10.0 meters 10 second
Aircraft Heading 3.0 degrees 2 seconds
Aircraft Pitch 3.0 degrees 2 seconds
Aircraft Roll 3.0 degrees 5 seconds
Wave Height 0.33 meter 1/400 second
Slant Range/Surface 0.33 meter 1/400 second
Slant Range/Bottom 0.33 meter 1/400 second

As could be expected, when an error analysis is decigned in a manner in which all
error is forced to become observable in depth only, the bottom slope becomes a
dominant factor, since all position error translates into depth. The initial tests
were conducted assuming a maximum slope of 59 (much greater than any slope
encountered in the AOL tests). Even with this pessimistic system and large bottom
slope, results from the simulation indicated that the bottom could be charted within
0.43 m RMS of the datum.




A more optimistic model was simulated to represent the anticipated HALS system.
For this model the heading error was changed to 10, pitch and roll to 0.20 and slant
range measurement errors to 0.19 m; all other variables remained constant including
bottom slope. The results for this experiment indicated that the bottom could be
charted to within 0.20 m RMS of the datum.

Other tests conducted in this manner provide insight as to what can be expected
in real operations. Demonstration of the effects of specific items of interest was
accomplished by varying only selected state vectors. One such test demonstrates the
effect of surface waves. The experiment was cxecuted with waves modeled with one
foot RMS amplitudes; the test was then repeated using 3 foot RMS amplitudes for the
waves--results indicate that a 0.5 foot RMS error increase would be experienced when
preparing a chart from data where 3 foot RMS waves are encountered.

Tests on data density were simulated. The resuits of one set of tests indicate
that surveying an area with a 100 Hz system as opposed to surveying the same area at
a 400 Hz pulse repetition rate almost doubles the RMS error. Another test, where the
data density was doubled by cutting aircraft speed in half and "flying" a longer
mission, provided only a 20% improvement. These results indicate that data density
does indeed have an influence on the end product. Also, it appears that increasing
the data density further would provide diminishing rewards. The second test
described here would be more indicative of data density which would be associated
with the HALS system, since it is intended for installation in a helicopter which
would travel at half the speed of the NASA aircraft. A conclusion which can be drawn
from the above is for a helicopter flying at 70 knots, surveying a swath 700 feet
wide, the 400 Hz pulse repetition rate is an appropriate selection.

Results of other tests were mainly as expected. The results improved when the
bottom slope and bottom complexity were reduced. The same held true when the roll
and pitch quality improved. Maintaining swath width while varying altitude and scan
angle to maintain a specified swath width were found to have no discernable impact in
terms of the resultant RMS of grid residuals. The swath width test, however, does
not take into account the possible pulse "stretching" of the bottom pulse and the
subsequent possibility for misplacing that pulse as shape changes because of the
effective field-of-view increase with altitude.

Tests where the quality of the slant range measurements were modeled
differently--i.e., slant range from aircraft to sea surface 0.1 m RMS--slant range
from sea surface to bottom 0.6 m RMS, indicate that the system is more directly
sensitive to the slant depth measurement than to the slant altitude measurement. The
interesting part of the exercise is that even though the system maintained good
control of the surface waves, error was still able to propagate via the heading,
which is the most uncontrollable state vector in the model. Even with the 0.6 m RMS
error modeled for the slant depth and accompanying errors in state vectors as
described in our optimistic model, the RMS residual for this test was 0.32 m.

The difficulty which was experienced with heading was also apparent in other
tests. The model for optimal laser surveying was capable of tracking heading-induced
error only when the bottom was very complex. To determine model capability for
tracking heading error, several tests were exercised wherein a known 20 RMS heading
error was simulated for each test; bottom slope was then varied in steps from 2° to
50, Results indicate that heading error is difficult to track with bottom slopes
less than 50, This can be explained by considering the geometry of the
situation-~considering the worst-case condition where the half-width of the swath is
350 feet, a 20 heading error causes a maximum displacement of 24 feet in position.
This 24 foot displacement in position would cause a 2 foot apparent depth observation
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error where the bottom slope was 5°; where bottom slope is 20, the same displacement
causes only 0.8 foot apparent depth error. Since other state vectors can readily
accommodate the 0.8 foot in the error propagation model, there is little error left
for heading to be sensitive to in the case of a 20 slope. As the bottom slope
approaches 59, the larger apparent observation error saturates other state vectors in
the error propagation model and the model becomes sensitive to heading error. To
improve the situation and cause the model to become sensitive more quickly to heading
error, other state vectors within the model would require improvement; but, since the
model is in actuality already optimistically descriptive of the anticipated HALS
system hardware capabilities, the likelihood of improvement in the required state
vectors is remote. The alternative is to begin with a good heading reference, bound
the drift errors via external calibration procedures, reduce error allocation
attributable to heading and improve the overall model.

VI. ENVIRONMENTAL CONSIDERATIONS

The performance of the HALS in any particular survey area will be limited by in
situ water conditions, i.e., average normal water conditions, as well as current
disturbances of the water caused by the prevailing weather. Little can be done about
the in situ conditions, but current weather conditions do change and to some extent
can even be predicted. The anticipated employment of the HALS as a complementary
system to the present NAVOCEANO near-shore surveys does, however, preclude
individualized planning for seasonally advantageous utilization and somewhat narrows
the time window at the survey site. The intended use of the system must dovetail
with the sound boat utilization and NAVAIDS deployment. In many instances, sea-state
conditions will be such that sound boats will be able to conduct business as usual
when the HALS operations are delayed while waiting for the water to clear. This will
be generally true for a few days following a storm, since sediment particles will be
stirred up and require some time to settle. The best indication of whether the HALS
can perform, short of installing the system and trying it, is the human eyeball; if
the bottom can be seen, the HALS should be able to perform very well.

The quality of the water column is expected to have the largest influence on the
usefulness of HALS; in some areas where laser penetration is limited to less than one
foot, using the HALS would not be practical. The same would be true where white
water exists or when rain or fog are encountered. When the sea surface is perfectly
flat, laser surface returns will not be available and the system will be severely
limited. When direct sunlight reflects from the sea surface into the receiver the
signal-to-noise ratio is seriously affected.

A1l the above points to the fact that the operator will have to be the judge as
to when and where the HALS is employed. He will need to be able to anticipate if
conditions are tending to improve or deteriorate and pick a time when the best
probability exists for a successful mission. A major advantage for the operator is
that a mission can be accomplished in less than two hours.

The anticipated operational window for HALS is at dawn or dusk (low sun angle,
indirect sunlight) with winds 2-20 knots (2 knot minimum for creation of capillary
waves necessary for surface reflection, 20 knot maximum white water limit) and sea
waves below three feet peak-to-trough (higher waves may be tolerable, assuming a good
wave t;acking algorithm, but higher waves may mean more suspended matter in the water
column).
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The operator for the HALS system will be a trained, journeyman-level scientist or
engineer. Once the operator decides that the environment provides a good possibility
for a successful HALS mission, he will proceed with operations as described in the
operating synopsis. His normal duties while on a mission will include instructing
the computer which controls the HALS and changing magnetic tapes when required.
Because of the short duration of the missions, the operator will be required to
change tapes no more than once per mission. The primary function of the operator
will be to observe the system performance via a digital display unit and an
oscilloscope. The operator will have the authority to abort the mission when 1t
appears that useful information is not being acquired.

The success of a mission will depend on the quality and quantity of the botton
returns received. Signal-to-noise ratios available via the digital display unit, and
laser return waveforms available via the oscilloscope, will aid the operator in his
evaluation of quality. The quantity of data required for a successful mission
relates to data density as discussed in a previous section: depending on botton
variability, swath width, and accuracy requirements, some specific percentaqge of
laser returns will be necessary and the operator will be required to obtain a “reel”
for what the percentage must be.

In instances where data distribution is uneven, i.e., where the bottom slopes
rapidly transverse to the aircraft track, the data density may be adequate for
defining part of the swath. In these instances the operator can display
signal-to-noise ratios relative to laser azimuth and evaluate the presence of that
condition. Where data distribution is uneven, the operator may choose not to abort a
mission. On missions where quality laser returns are received randomly and where the
quantity of data does not meet chart requirements, the operator may assume that those
returns are from the shoalest areas and the data could be used as reconnaissance type
data for purposes of estimating soundboat safety.
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Abstract

An airborne lidar® system has been exten-
sively flight tested to study the operational
feasidility of using a scannirg, rapidly pulsed
laser beam, projected into water from a fixed
wing afrcraft, for near-shore hydrographic
applications. Field test results for vertical
accuracy, environmental constraints, and effects
of systenm parameters are discussed. Detailed
1 utilization studies indicate that such a system
& should yield significantly reduced cost as well
i as increased volume of near-shore bathyametric
! data for charting purposes.

1 1. Introduction

Luring the past ten years, a number of
increasingly sophisticated airborne laser rang-
ing (lidar) devices have been tested to deter-
mine tecchnical feasibility for hydrographic and
other oceanographic applications (Ref. 1), In
1974, a developnent progran for a versatile air-
borne laser and data acquisition systea, to be
sponsored by the NASA Advanced Applications
Flight Experircent (AAFE) pregran, was proposed
Jointly by NASA/Wallops Fligiat Center and
AVCO Everett Research Laboratory, Inc. The pur-
pose of this collaboration was to produce and
dexonstrate, for a select conrunity of potential
users, a state of the art system utilizing NASA's
expertise in space-age technology. Requirermants,
specilications, evaluation procedures, and appli-
{ cations for this "Airborne Cceanographic Lidar"

; (AOL) systea were solicited and established

4 through a series of meetings with interested
parties (Refs. 2-5). The system evolved with
two =ajor and separate modes of operation:
bathyaetric lidar, and fluorosensing.

Preliomlnary shakedown and experimentation
with the instruzent in the bathyaetric node has
been sponsored by NOAA/National Ocean Survey
(KOS) and the Defense Mapping Acency (DMA), and
conducted jolntly by NASA and NOS. 1In this
paper we shall discuss the results of the NOS
test program (Ref. 6).

® light detection and ranging: the cquivalent
of "radar," but at optical frequencles.
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Near-shore bathymetric measurements are
presently accomplished by NOS primarily with
narrow-beam acoustic (sonar) equipment oounted
in small boats which work at relatively low
speeds. An airborne laser bathymeiric systen
has the potential to provide a higher guality
product with more timely and less costly (Refs.
7 and 8) results in critical coastal and inland
waters. It also permits new or improved services
and shows great promise as a member of the
hydrographic team. The objectives of the Laser
Hydrography Developrent Project within NOS are
to determine the capability of an optimized
airborne laser system to reet or exceed NOS
near-shore vertical accuracy requirezents within
a bounding set of system variables and environ-
mental parameters; to perform preliminary dcesipn
work on a realizadble, NOS operaticns orient-d
system; to assess its cost effectiverecs under
"typical®™ operational conditiors; and to investi-
gate any potential outstanding prodlem ureas
which may develop. Flighl testing of the ACL
was primarily dedicated to the first of these,
while also acting as a valuable input to the
second.

2. AOL Systen Description

The Airborne Oceanographic Lidar (AOL)
system, (Ref. 9) designed arnd built by the
AVCO Everett Research Laboratory, Inc. under
NASA contract, is installed in the NASA/Wallops
Flight Center C-54 aircraft. An open hatch is
used to pass transmitted and received energy to
and fronm a large scanning nirror which is rmounted
betwcen the floor and exterior skin of the air-
cralft. Water depths are deternined for each
laser pulse by measuring the time of flignt
diffcrence between that portion of the pulse
reflected back to the receiver from tae water's
surface and that reflected by the underwater
"bottox" topography.

The AOL bathymetric configuration includes
the following:

° an AVCO C-S000 gas (neon/nitrogen) laser
with an unatable resonator (to irprove
beam divergence), an adjustable bean
expander (for control), and an optfonal
polarizer;
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® ..56 cn scanner nirror with drive motor
and 14-bit angle encoder;

® a 30.5 cm diameter Cassegranian f/4 tele-
scope with adjustable field stop and
daffles (0-20 milliracdian field of view)
and an optional polarizer;
o
° a parrow band (4A) interference filter to
auppress acbient background;

® a photomultiplier tube (PMT) detector with
appropriate electronics;

® R0 charge digitizers (A/D converters);
° CAMAC interface;

° a computer controlled data acquisition,
processing, display, and recording sub-
system; and

L appropriate power and control pi‘bvis!.ons.

o

The laser wavelength of 5401A (green) is
near the minioua of the Jerlov (Ref. 10) curves
of diffuss attenuation coe=fficient for coastal
water types. The laser output power is typi-
cally 2 kilowatts (peak), while approximately
500 watts (peak) exits the aircraft in the pri-
mary bean. Divergence is variable froa 0-20
milliradiars, and caxioum pulse repetition rate
1s 500 Hz.

The scanner is a nutating design whose
mirror normal is offset slightly from the axis
of rotation. The resulting pattern on the
earth's surface is a tightly interlocked series
of pseudo-ellipses (actually slightly "eg3"-
shaped) which provides relatively unifora areal
coverage. The scanner can be operated either
at a 5 Kz rotation rate or locked in a fixed
position for non-scanning (fixed off-nadir
angle) data acquisition. The noninal angle of
the output beas with respesct to the ngdir is
adjustadble in 5  increzents between O and 15
maxizua d=flection (this angle varies slightly
during scanasr rotation). F

4n altitude intervalonmeter, operating in
coajunstion with a surface return detector,
trigzers the electroaics upsn detection of the
surface return and pernits digitization of juat
the event data—automatically, independent of
aircralft altitude. Delay liaes are used to
peralt digitization of the surface return, as
well as the botioa return, in the same output
vecter. (This feature is extremely izportant,
a3 it allows use of the surface return shape
and location fcr subsequent analysis.) The
altitude data is also utilized to facilitate
the renoval of vave height variations fron the
depth calculatiosns; this peraits correction of
the depihs to mean sea level.

The A0 charge digitizers are gated sequen-
tially at 2.5 ns intervals to provide 100 ns
(or approximately 10 meters) of usable depth
range. The digitized signals are transaitted
through the CAMAC interface to a Hewlett-Packard
21 FX ninicozputer with disk and tape storage
and CRT display capability.

Adreraft attitude and rough positional data
are supplied to the computer frca a Litton LTN-51
Inertial MNavigation Systea (INS). A Universal
Time Code Translator interfaced with the systen
provides precise “real tice of day" for each
laser pulse. The entire systea (electronics,
laser, optics, and computer for both bathymetry
and fluorosensing rodes) weighs 2100 pounds and
fits confortably in a small section of the C-54
cabin. - 2

3. AOL Bathymetric Field Test Program
Goals: -~

The goals of the NOS flight test program
with the AOL system are to: validate the over-
all feasidbility of a bathymetric lidar systen
to provide high guality data under typical
operations-oriented, circu=stances; cetermine
vertical error uander a boundinz ranze of system
variables and environaental paraxeters and
correlate error contributions with sources;
quantify systea and environmantal usage con-
straints to establish the operational "window";
and model major contributions in a return signal
strength equation to provide a sound basis for
extrapolation of these results to the design
specifications of an KOS prototype bathymetric
lidar system.

Site Selection:
Site selection for the AOL field tests was

based on the following criteria: cepths pust
range between one and ten reters; a coabination

‘of both flat and relatively high relief topo-

graphy is preferred; radar traciiag of tre air-
craft is icperative due to poor perforrance of
the LTN-51; the sites rust be logistically easy
to reach by both aircraft and ground support
vessels; the area must have suitadle tide “con-
trol™; typical water clarities rust be appro-
priate to pernit penetration to the bdotlom over
sufficiently long portions of a flightline; and
adequate meteorological support should be. avail-
able 24 hours in advance {or daily nission go/
no-go decisions.

Two test sites rceeting these requirements
were selected (Ref. 11): ore in the Atlantic
Ocean over Winter Quarter Shoal (several niles
offshore from Assateague Island), arnd one in
Chesapeake Bay —- Tangier Sound between Jane's
Island and Saith Island. Thesc dissioilar sites
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provldéd the oppartunity to investigate the

effects of diversity in water clarity, depth,
wind, and surface wave structure. The probabi-
1ity of successful missions in the Wallops
Island vicinity based on precipitation, fog, and
wind speed data from historical records was
calculated and found to be acceptable. (Refa. 11
and 12)

Supporting Data:

A wide variety of ancillary supporting data
was required for the flight tests in order to
permit quantitative description of the systen
perfornance and the environmental restrictions
on the operational window. The performance of
the AOL is limited prizmarily by the product of
water depth and optical attenuation coefficient.
The latter is, for a given location and season,
modulated temporally by wind, waveheight, pre-
cipitation, and currents; also affecting per-
formance are such things as bottoa reflectivity
and solar illumination. These parareters inter-
act with system variables such as receiver
field-of-view, altitude, scanner angle, and
beam civergence to yield a highly complex set
of interactions which rust be unraveled to
permit the quantization of specific effects.
Adequate testirg of the AOL thus cepended on
the quality and quantity of grourd cata speci-
fically tailored to meet neecds. Primary support
data acquired in conjunction with the flight tests
inclucde vertical control, horizontal control,
water clarity, sca surface conditions, meteoro-
logy, =nd botton reflectivity.

Vertical control consists of bathymetry
and tide control. A bathyrmetric survey cf the
Tangier Sound flightline wz3 conducted by an
NOS vessel fron the Atlantic Marine Center
utilizing standard, auteozated, acoustic tech-
niques. FHorizontal control for this survey was
a line-of-sight, high frequency electronic
positicning systenm with ground stations. Tide
control was furnished by three continuously
recorc:rng NOS tide gages at appropriate loca-
tions.

Na7igation and positioning of the aircraft
were accoaplished with the trackingz radar and
plot-board capadilities available at NASA/
Wallops Flight Center. Radar data are szoothed
with a Xalran filter program to provide the
highest possible accuracy. Radar cata are
merged with AOL data offline durirgz processing.

¥Water clarity measurements were made
throughout the water colusn with a narrow beam
transzissometer and were backed up with Secchi
disk readinzs. (A well correlated linear
regression of bean attenuation coefficient (o)
againat inverase Scechi depth was ncted. 7This
lends credence to both sets of readings.)
Measurer~nts were nade in the vicinity of the
flightiire before, during, and after overflights.
Attempts to reasure diffuse attenuaticn coeffi-
cicents (K) were folled, with few exceptiona, by
baulky cquipzent. The observed relationship
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between
i1s not inconsistent with the Shannon (Ref. 13)
equation (K = a/5).

and K, based on a very small data set,

Winds were reasured at the Wallops Island
National Weather Service at several levels.
Wind, wvaves, and visibility were measured sub-
Jectively from vessela at the flightline.

Bottom reflectivities in green and blue
wavelengths were mzasured with a ladoratory
reflectometer. Grab sazples were transferred
in scaled plastic baga. Various handlirg and
sanmple preparation techniques were investigated
and yiclded essentially identical results.

The support data was obtained a3 near to
the tioe of overflights as possible. A total
of over one hundred vessel "sorties" or "cruises”
were rounted in support of the progran. Cruise
data was coded directly into an 80-column format
and punched onto computer cards for inclusion in
a "sca-truth" data base.

Test Description:

"Independent™ variables and parameters
chosen for investigation cdurirg the test phase
are: water depth, water clarity, wind speed/
wave height, solar 'illumination, bottoa charac-
ter, aircraft altitude, scanner off-nadir angle,
receiver field of view, transmitter beanm diver-
gence, and recciver polarization. "Dopendent"
variables studied for effects of the above are
accuracy (precision 2nd biss), repcatability,
bit probabilities, extinction cocfficients,
systen altenwation cocflicients, nirninun resolv.
able depth, surface return sipnal strengths,
botto: return signal strengths, noise levels,
and detection algorithms. Data for these rcla-
tionships was obtained within a four phase pro-
gram. The data base for each rcission includes a
pission plan, the AOL systea output tape(s), a
digitized flight log of ecguipment settings ond
notes, a digitized ground data log, filtercd
radar tracaing tapes, grournd calibration data, a
1ist of tape and data file nunmders, a dedriefing
report, mecasured tide correcters, and somzticzes
ancillary materials such as footprint cazera
filns, scope photos, and video tape of the
gonitor.

In 1977, 18 missions were flown with a total
of 161 separate passes for an estimated total
distance of 1000 lirear nautical niles and 400
minutes of recorded cata ccoprised of five
mill)ion soundings. Aircraflt speed was raintained
at approximately 150 knots with altitudes rang-
ing froa 150 to 600 meters. Missiona were flcun
in river, bay, and ocean waters, in hot and cold
weather, clecar and cloudy, night and day, for
winds from 0 to 15 knots, with and without capil-
lary waves, in water clarities with narrow beram
attenuation coefficicents varying from less than
1m © to greater than 4m °, and with water depths
froo 0 to over 10 n.
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Data Processing:

The trenendous volume of data acquired on
even a zinzle pass causes computer analysis to
be rancatory. A wide variety of: prograzs on a
nuzber of computers have been developed for
data verification, reduction, display, analysis,
and troubleshooting. The primary analytic tool
for AOL data analysis is a sophisticated multi-
function program called the "Processor." (Ref.
14) This prograa is extrensly versatile because
it is based on a freeforn "keyword™ input proce-
cdure with liberal defaults. Desired functions or

procedures are easily activated and quantified
by the inclusion of a single card in the setup
deck. Briefly, the Processor unpacks and inter-
polates the asynchronous system data tape, iden-
tifies surface and bottoa returps and quantifies
their location and amplitule under control of a
highly paransterized tracking algoritham, perforas
wave height correction, prints and plots alti-
tudes, depths, waveforns, statistics, and other
requested information, and supplies regressions
and correlation values for all combinatiqns of
eleven specially selacted parameters. An addi-
tional proz~an is being developed to cccpare
airborne lidar soundings with corresponding
launch acoustic soundings and regress differences
against a given paramster set.

§. Results
Preliminary:

Return waveforns from the initfial flight
tests were badly contaninated with electronic
ringinz and other spurious but repeatable noise
sources whose arplitudas were greater than those
of the desired botton returns. To suppress this
noise, a technique was devzsloped which subtracts
the systea response to a surface return in ceep
water (with no posaible bottoa return) froa the
waveforas with bottca returns to yield a "resi-
‘dual” waveform in which only the bottoa return
puls= (and any uncorrected ncise) appears. This
subtraction is paraceterized on surlace return
asplitude which drives the system response.
Excellant resolution of bottom returns was
achievad for evea very weak returns approaching
the digitization limit of the system (approxi-
tately 50 nanowatts at the scanner). An added
benelfit of this technique is the resultant sub-
t-action of the surface return (and average
solar noise and voluze backacatter sigral as
vell) wvhich par=its resolution of bottom returns
at very shallow depths where they night other-
wise de masked. Processor output results indi-
cate bottom resolution to as shallow as approxi-~
mately 30 co.

Engineering:

Poninant environaental noise sources for a
11da=- dathyaetric system are solar background
reflection in daylight and volume backscattering
of tre laser pulse in the water column at night.
A narrow-band interference filter centercd on the
Jaser wavelength reduces solar background level
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‘by & luréc factor. AC-coupling in the elec-

tronics further reduces this poise source.
Volume backscattcr has not been particularly
evident in the relatively murky waters used for
AOL testing because it occurs very close to the
surface return, and because the deep water sub- ~
traction technique effectively removes it.

Bottom returns as low as 100 nanowatts can
be tracked successfully. Surface returns rangs
from ten to several hundred times larger. Pro-
bability of a successful surface return under
most circuastances approaches 100% rapidly as
the mean surface return signal strength reaches
several times the trigzer threshold. Typically

. for the AOL this occurs at adbout 2.5 microwatts

optical power into the scanner. A glassy or
nirror-like water surface during totally cala
wind conditions causes the surface return proba-
bility to decrease while the dynazic range of
amplitudes and overall nean amplitude increase.
Operation under these conditions would not be
reconmended. .

Penetration capability is probably the most
ioportant performance parameter for a laser
bathyaetric system next to accuracy. The maxi-
mum penetration depth, in general, is cepencent
on a large number of variables and parameters
including laser power, altitude, water clarity,
bottom reflectivity, off-nadir angle, receiver
aperture, receiver field of view, receiver sen-
sitivity, noise sources, and many more (Ref. 9);
but for a given (appropriately desigaed and
operated) system, the ultimate concern i3 water
clarity. The reduction in bottom return signal
strenzth with increasing depth can be deacribed
by the expression:

: SSB ~ e~2kD

where

SSB = bottom signal strength,

] =. depth, and
k & Psysten™ attenuation coefficient

as defined by this expression.

The coefficient, k, has no particular theoreti-
cal basis, dut simply provices a straight-
forward eapirical paraaeter for describing
systea perforaance.

It has been established (Ref. 15) -that for,
a sufficiently large receiver field of view,
the value of "k™ somewhat coincidentally
approaches very close to the value of depth
averaged diffuse attenuation coefficient (X) for
the water in question. Because of this fact,
the product of K and the depth beyond which

successful returns cannot be detected (Dnax) is

commonly_referred to as the "extinction coeffi-

cient® (K Daa:,‘ and penetration capability is

frequently reported in terns of this unitless
parameter. In addition, because an apparently
1inear rclationship (o = 5K) (Ref. 13) exists
between diffuse attenuation coefficient (K) and

~
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beam attenuation coefficlent () for water
clarities of interest in coastal waters, extinc-
tion coeffictents may also be repcrted in terny
of & Dnax' (AOL results will take this form

because wmost cruise data is fororather than K).

Calculation of "k"™ for the AOL (from the
slope of fn SSB vs. D curves) resulted in values
generzlly consistent with K. Maxioun extinction
coefficients observed in processed AOL data are
o Dcax = 12 during the day and & Dnax = 15 at
night! The latter was accoaplished in Decenmder
off Janes' Island with & = 2.750"' and D___ =
5.50. These results, considered to be excitingly
high for such a low power laser, were defined at
the paximua extent of hizh guality data, where
hit prodbabilities remain in excess of 90§ and
precision (pulse to pulse agreenent) rezains no
worase *han 15-20 cm. Because of the sophisti-
cated processing techniques applied to the raw
signals, the loss of soundings at extinction
tends to occur quite adruptly at bottoa return
signal strengths not greatly in excess of the
minioum hardware digitization level. Projecting
these results to a higher laser power system

(100-250 kW peak) leads to expectations of & Dmax

in the 18-20 range. Such estimates are conSis-
tent with independent high power results (Ref.
16).

Wind and wind generated waves (throughout |
the cntire wavelength spactrun froa capillaries
to off-shore swell) unquestionably influeace
systen perforrance through a number of inter-
actions, but few are overly significant except
at the extrenes--considered for our purposes to,
pe 2-20 knots wind spead. Surface return energy
from ron-nadir scanner angles reaches the
receiver only if capillary waves are excited
sufficiently to present a larze nuaber of tiny
facets perpendicular to the beam. These capil-
laries tend to die out below about 2 knots, and,
as noted above, this leads to a reduced hit
probzbility. On the other end ol the spectrun,
high winds generate waves with sufficient energy
and depth to resuspend bottom sediments and
decrease water clarity to unacceptable levels.
Fron 2-20 knots, beam spreading through the air/
sea interface due to wave slope augnmented refrac-
tion is not large cozpared to bead spreading in
the water coluzmn due to scattering. Surface
return anplitudes at higher off-nadir scanner
angles actually benefit slightly from higher
winds wvhere less variation of amplitude with
angle i3 also noted.

1f mean surface return signal strength ver-
sus altitude data are estimated with power law
curves, the cxponents thus odbtained range between
1.0 ard 2.0 for altitudes from 150-600m. No
correlation between the value of the cxponent and
any variable or parareter (such as off-nadir
angl= or wind speed) could be cstablished;
rather, the value seems to be a cocaplex function
of these plus the direction of the bcam relative
to the wind direction. The nmedian exponent value

obaerved is approximately 1.3, which indicates
that the surface recturns generally contain a high
specular component, rather than being diffuse in
nature (for typical {lluzinated areas from 0.%-
6o in diametcr at the water's surface).

The effect of altitude on bottom return
signal strength is indirect. The azount of
botton return cnergy rcaching the recciver
depends on the fraction of the bottom return
energy refracted through the air/sca interface
(in the direction of the receiver) within the
field of view of the receiver. The factora
determining that fraction are water clarity,
depth, altitude, wind cpeed, and receiver field
of view. An analytic model has been developed
which calculates the field of view necessary to
intercept 90% of the potential bottoms return
energy for specific values of the other paran-
eters. This model is in good agreement with
experimental data and can be used for future
system design applications.

L4

The off-nadir "scanner™ angle affects both
surface and bottom return signal strengths.
Surface returns at nadir are quite strong and can
easily exceed the input capabilities of the
system. With increasing off-nadir angle, the
returns decrcase rapidly in the first five
degrees and then much rore slowly thereafter.
Bottoa return signal strength is also highest
at nadir but falls off more gradually with
increasing angles. A scanner pattern which does
not interacct the nadir is highly desirable
becuuse it avoids the dynauic range prodblen
caused by the strong radir surface returns.
Although the AOL was configured for a coxivun
of f-nadir angle of 157, extrapolalions of teat
data indicate that angles of up to 30 or nore

‘may not be unreasonable. At such large anglesz,

calculations of a depth bias cue to pulse
stretching from long slant ranges would beccae
increasingly more important.

The transuitter beam divergence, varied
froo two to ten milliradians, had virtually no
effcct on results. The only potential restric-
tion is that the beam must be large enough to
provide high surface return probability; resolu-
tion is not degraded with a larger divergence
bccause the beam spreading in the water is
several orders of nragnitude greater.

Dark, muddy bottoms, typical In Chezapzake
Bay, causcd no bottom detection difficulties.
Reflectivities for sediments consisting of
various grades of nud, sand, and shell fraz-
pents ranged between 4% and 12% with a median
of approxtmately 93. Sigaificant boltom vegeta-
tion was present in neither test site. Future
testing of the system will be planned for bottans
populuted by various forzs of broad and narrow
lcaf plants. 1t ia expected that various types
of vegetation will attenuate the bottoa signal
or cause a shallow bias in soundings.

Sunglint proved to be no prodlen in AOL
testing, because acanner off-nadir angles were
not large cnough to perait viewing of the glint
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pattern at the 38° latitude of the test sites.
For low latitudes, noon-tice surser operations
might be difficult, and a systen with larger
scan angle could experience a glint problem.

Vertical Accuracy:

Investigation of the basic sounding accur-
acy of the syasten to date has been bassd on
data acquired in the "fixed" or non-scanning
wode at various off-nadir angles. This tech-
nique pernits sicple coaparisons with acoustic
data and precludes additional errors due to
possible uncertainties in wave correction proce-
dures. (Scanning data contains largs variations

_in air to sea slant range caused by scanner

eccentricity and aircraft roll and pitch.) Wave
correction procedures for scanning data based on
careful modeling of the aircraft and scanner
paramesters are presently being investigated.
¥Wave correction for non-scanning data is accomp-
lished with a siople averaging technique based
on altitude intervalometer data.

Accuracy is divided into two basic peasures:
precision and blas. Precision is a measure of
self-consistency and i{s related to randoa noiss,
while blas errors are deteéerained by coaparison
with an external "standard” and are fixed off-
set or "systematic® errors. :

An upper bound on the actual system preci-
sion under glven conditions can be esticated as
the lower bound of the RMS deviation of given
data about a linear fit to the data over a
representative interval ¢(typically chosen to be
a single page of computer output: &0 points, or
about 15 neters of track length). This is true,
because this peasure also unavoidadbly includes
actual small bottom variations and residual
uncorrected vave noise in addition to actual
systeo randcn noise coaponents. This worst case
measure will henceforth be called "precision" for

purposes of discussion.

2 mean "precision”™ of 4-5 co for data with
reasonadle signal streagths was observed during
& low wind/wave test (without wave correction)
with a 15° off-nadir scan anale. This value
compares favorably with sizulation results
(Ref. 17) undertaken to derive a nodel of
expected system performance based on laser
pulae width and shape, charze dizitizer zate
width, photon arrival rates, pulss detection
algorithms, and sioilar natters. At low bottom
return signal strengths (several tices the rimi-

num detectable limit) the "precision” may typi- .

cally increase into the 10-20 ca range (trending
as predictcd by the simulation). Because of
linitations ia the AOL altitude intervaloneter
(ainioum discrete jumps of 15 co, as operated),
ths aean precislion for wave corrected data
gencrally has a minimua of about 10 cm., Wave
correction thus adds about 5 cnm error to the
opticua perfornance level, but on the other hand
perforas adalrably for the core usual case where
vave heights above 10 co predoainate.
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Fully automated comparisons of AOL soundinga
with NOS acoustic soundings are not yet available
(though pending), and the counparison has conse-
quently involved comparisons of several data sets
by hand--a tedious task. Results in general are
encouraging. Datum free comparisons of lazer
and acoustic bottom profiles yleld mean RMS devia-
tions in the range of 5-15 cm. With appropriate
datuas applied, however, distinct biases of ubout
30 ca have been observed in several cases. Care-
ful analysis of the data indicates no apparent
fault with the basic techniques, and hardware
anomalies are suspected. Ground test data (from
sinulated botton and surface targets), presently
being analyzed to teat this hypothesis, appsar to
contain somewhat similar inconsistencies. Biases
as a class are generally causal and hence correct-
able; the high "precision™ noted in the data is
considered to be a better measure of system per-
formance at this point in time. Ultimately,
biases of less than approximately + 15 cm are
desired. Detailed error budgets, calculated for
the AOL and for an optimized design, indicate that
this is a quite reasonable goal in the reasonadbly
shallow coastal waters of interest.

5. Conclusions

1) The feasibility of obtaining high precision
bathymetric soundings in a typical opera-
tional cnvironment with a scananing airborne
lidar system has been confirzed.

2) Excellent penetration (& D =15) of typical
coastal waters has beea achieved with a
relatively low power laser.

3) Performance in the scanning mode at off-
nadir angles up to 15 is satisfactory for
. perforaing bathymetry.

%) The operational window for various system
variables and environnental paraceters is
not unduly restrictive and should not
lead to unreasonable nission coastraints.

5) The mean precision of AOL soundings is
excellent (typically less than 20 cm) and
predictadble with an existing nodel.

6) Biases of up to 30 cm presently noted in
a limited numder of soundings are slightly
greater than NOS accuracy standards but
are expected to be explainadle (in terns
of hardware instabilities) if not correct-
able. Such biases are not expected -to
appear in a well designed systena.

7) Wave correction usinz altitude intervalo-
neter data has been successfully denon-
atrated for non-scanning cdata. Further
work is required to extend this result
to scanning data.

8) Sophisticated peak detection and location
software has been developed and is perfornm-
ing well in low signal-to-noise ratio
conditions. v
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9) Separate studies indicate that a relatively
high powered (200 kW peak), eye safe, lidar
bathynetry system can be configured to
operate fron a small (Bcech "King Air") air-
craft (Ref. 18) and should provide a signi-
ficant gain in cost-effectiveness over pre-
sent acoustic techniques (Refs. 7 and 8).
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