AD=AO73 485 ALFRED P SLOAN SCHOOL OF MANAGEMENT CAMBRIDGE MA CEN==ETC F/G6 9/2
THE INTELLIGENT MEMORY SYSTEM ARCHITECTURE = RESEARCH DIRECTION==ETC(U)
AUg 79 C LAMr S E MADNICK N00039=T8=6=0160

UNCLASSIFIED CISR-M010-7908~01




o
IS
o

FFFERR
FEEE
FE

fl2

=

=

=
i 22
&y =
Lol

=

22l

‘

.
MICROCOPY RESOLUTION TEST Cl
NATIONAL BUREAU OF STANDARDS-1963-f.

~ + s & 3 1 iy~
M o e st
L - (R L

~ gdd

AL Byt

=
il=

g
ll=




~

-

Yo
Q0
<A
o
Do
()
<!
=

Borlg A=~

Center for Information Systems Research

Massachusetts Institute of Technology
Alfred P. Sloan School of Management
50 Memorial Drive
Cambridge, Massachusetts, 02139

617 253-1000

79 09 6

027

s~




Basic Ordering Agreement No. NP@@#39-78-G-01680
Task No. 003
Internal Report No. M810-79@8 -81

Technical Report No. 1

The Intelligent Memory System Architecture -

Research Directions

Chat-Yu Lam

Stuart E. Madnick

August 1979

Principal Investigator: \.’Aéiﬂg-
Professor Stuart E. Madnick
Prepared for:

Naval Electronics Systems Command

washington, D.C.




i " 7 T
SECURITY CLASSIFICATION OF THIS PAGE (When Daté Entered) ' )
READ INSTRUCTIONS
REPORT DOCUMENTATION PAGE BEFORE COMPLETING FORM
. REPORY NUMBER / 2. GOVT ACCESSION NO.| 3. RECIPIENT'S CATALOG NUMBER

Technical Report No. 1

L:. TITLE (and Subtitle) _ B e

W oin 0

The Inte111gent Memory System Arch1tecture -
Research D1rect1ons ’ Bl o LT A
6. MIN . REF -
L Syt M010-7908-01 — i
7. AUTHOR(s) =" e - m G e)
Chat- YuILam / b e ol .
(@Stuart E.[Wadnick (g “9Pp39'78“‘5‘?‘5/”°°‘

9. PERFORMING ORGANI2ATION NAME AND ADDRESS .\0- ::g2R.A=°ERLKEOLA,5:JTT.NPUI:‘OBJSEJ. TASK
Center for Information Systems Research -
M.I.T. Sloan School of Management, Cambridge, MA
02139
1. CONTROLLING OFFICE NAME AND ADDRESS 2 RERGATFORTE - wnvn
<), Augpst—3979 ./

ETS

43

T4. MONITORING AGENCY NAME & ADDRESS(/! different from Controlling Oftice) 1S. SECURITY CLASS. (of this report)

UNCLASSIFIED

& ._....-_.....‘ Saka Jd L.‘_—.-..‘_‘ ot ¢ L__.._.....-—___

15a. DECL ASSIFICATION/ DOWNGRADING
SCHEDULE

16. DISTRIBUTION STATEMENT (of this Report)

vl ial

Approved for public release; distribution unlimited

17. DISTRIBUTION STATEMENT (of the abatract entered In Block 20, if different (tom Report) .

CISRMJ10-7998~F1, CISR=TR-1

- 'V*“fﬁx l(..y{\_.«;g.{,p-, e

e soscadd okl Als. M .
i
I
!
<
;
{
'

18. SUPPLEMENTARY NOTES !

19. KEY WORDS (Continue on reverse alde if necessary and identily by dlock number)

database management, database computer, multiple processor system,
hierarchical system, c3 system, storage hierarchy, automatic data repair

! 20. ABSTRACT (Continue on reverse side If neceseary and identily by dlock number)

“v ota

DD ,/ox'7s 1473  €oiTion OF 1 NOV 68 1S OBSOLETE
S/N 0102-014- 6601

SECURITY CLASSIFICATION OF THIS PAGE (When Date Bntered)

-
}"“"——"" "’"'—'v‘_ ' e ot oontieg A e i i ".".’?-"'-.R"’ oot i e “ e § | o oo ai cneeanibsiin 'T“"f"‘? r‘"‘"'"’“ "'"""‘

; " . . : ; r « . ‘) * % o -
?/ l‘ ‘h_.‘n‘ ’ '.-.r«"‘.—' -’,} .'~ ‘A .’\ "P-O o e ..‘_' TR Ls’ .,‘ o‘-' e .-‘"'*-,«'}'a .‘,_—_ o "'U o e -w.:*":ﬁ ’ﬂ‘v':'.*-"

P e

- ......._,j_“-.._ -
" " s




T ——

<ﬁ---II-II-II-II-IIIlIlIIIIIIIIIIIIIIIIIIIIIII.

ce o 'NITY CLASSIFICETION OF YTHMIS PAGE(When Dete Enitered)

20. Q@bytract

\Information storage, retrieval, communication, and pro-
cessing have become increasingly important for modern com-
mand and control systems. Conventional computers are pri-
marily designed for computational purposes and are not
well-suited for information management. This report intro-
duces the concepts and research directions of the Intelli-~ i
gent Memory System (IMS), which is particularly designed for
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increases in throughput), supporting very large complex

databases (e.g., over 100 billion bytes of structured data),

and providing extremely high reliability.

By applying the theory of hierarchical decomposition, a

highly parallel and pipelined database computer architecture
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can be implemented by means of complexes of multiple-micro-

processors. In particuvlar, IMS vtilizes a storage hierarchy
to handle the storage &nd retrieval of a large volume of
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! Preface

The Center for Information Systems Research (CISR) is a
research center of the M.I.T. Sloan School of Management. It
consists of $ group of management information systems specialists
including : faculty members, full-time research staff, and
student research assistants. The Center's general research
thrust is to devise better means for designing, implementing, and
maintaining application software, information systems, and

decision support systems.

Within the context of the research effort sponsored by the
Naval Electronics Systems Command under contract
NB0O39-78-G-P160, CISR has proposed to conduct basic research on
the Inteliigent Memory System (IMS). The IMS is a high
performance, high availability information management system for |

supporting future Command, Communication and Control Systems.

Current advances in LSI and Multi-Chip Integration technology
offer the potential for development of modular multi-processor
building blocks for information management, as well as for
intelligent memory controllers. Advances in information
management technologies have made it possible to hierarchically
organize the information management functions so as to facilitate

pipeline and parallel processing. The IMS attempts to integrate

the above hardware and software advances. In the IMS, all the

information management functions are decomposed into a functional




hierarchy. Each level of the functional hierarchy is implemented
using modular multi~-processor building blocks. An automatic
storage hierarchy is used by the IMS for storage and retrieval of
very large databases. Each level of the storage hierarchy is
implemented using modular multi-processor controllers and their

associated storage devices.

The proposed research described in Contract N@9@#39-78-G-0160
focuses on the concept development, architectural design and
evaluation of the IMS storage hierarchy. Specific research tasks
to be accomplished are : (1) design of a general structure of
the IMS storage hierarchy, (2) design of a revised structure of
the IMS storage hierarchy, (3) develop algorithms for the IMS
storage hierarchy, (4) performance evaluation df the IMS storage

hierarchy.

This is first of a series of reports on the IMS storage

hierarchy. This report introduces the concepts of IMS and its

research directions.




ABSTRACT

Information storage, retrieval, communication, and pro-
cessing have become increasingly important for modern com-
mand and control systems. Conventional computers are pri-
marily designed for computational purposes and are not
well-suited for information management. This report intro-
duces the concepts and research directions of the Intelli-
gent Memory System (IMS), which is particularly designed for
large-scale information management to support future command

and control systems.

The specific objectives of the IMS include providing sub-
stantial information management performance improvements
over conventional architectures (e.g., up to 10008-fold
increases in throughput}, supporting very large complex
databases (e.g., over 100 billion bytes of structured data),

and providing extremely high reliability.

By applying the theory of hierarchical decomposition, a
highly parallel and pipelined daﬁabase computer architecture
can be implemented by means of complexes of multiple-micro-
processors. In particular, IMS utilizes a storage hierarchy

to handle the storage and retrieval of a large volume of




data efficiently. The information management functions are
decomposed into a functional hierarchy implemented by a
hierarchy of microprocessors. Decentralized control mechan-
isms are used to coordinate the activities of both the sto-

rage hierarchy and the functional hierarchy. {

- ii -




TABLE OF CONTENTS

T e R S L R v g RN S SRR e

S
Section page
I. FINERODUCTION: Sy e e il e s s el al alisr e e e X

Need for Advanced Data management in C3 Systems
The Intelligent Memory System . . « « o« o o o o

II ® RELATBD WORK . L] L] L] . - L] . . . . L] L d L] Ld L Ld L] ®

New Instructions through Microprogramming
Intelligent Controllers . . « « o o o o &
BaCk"end PIOCGSSOI . ° ° ° . ° ° . . . .
Data Base Computer . . « ¢ ¢ o o o ¢ o o

III. THE IMS ARCHITECTURE . ¢+ ¢ ¢ ¢ o ¢ o ¢ o ¢ o o o &

IV. THE IMS FUNCTIONAL HIERARCHY . « « « ¢« ¢« ¢ « ¢« « o 13

Modular Implementation . ¢« ¢« ¢« « ¢ « ¢ o o « « 13
Dynamic Reconfiguration . ¢« +« s « » « ¢« o ¢ « o 15
Pipeline Processing .« « « « ¢« ¢« 4 » « = s« o« s » 15
Parallel Procéssing « « « s s s ¢ o &« s o s & » 16
Reliability L] L] L] L] L @ . Ll L4 L L4 L 2 * L] L] L] L] . 16
V. THE IMS STORAGE HIERARCHY . ¢ ¢ ¢ o o o o o o o o 17

Strategies for Data Movement . . . « . « « « . 20
Read Through Strategy . « ¢« « o o ¢ ¢ « o« o 20
Store Behind Strategy . « « « o ¢ o ¢ ¢ o« o 22

VI. IMS DISTRIBUTED CONTROL . ¢ « ¢ ¢ ¢« ¢ o o o o o o 26

Functional Hierarchy Implementation . . . . . . 26
Storage Hierarchy Implementation . . . . « . . 27

VII. IMS RESEARCH DIRECTIONS . ¢ « ¢ o ¢ o« s ¢ o o «» o« 28

Research in Functional Decomposition . . . . . 28
Research in Physical Decomposition . . . . . . 31

- iii =




VIII.

SUMMARY

REFERENCES .

- jv -




Section I

INTRODUCTION

Information storage, retrieval, communication, and pro-
cessing have become increasingly important activities of
modern command, communication, and control systems. The
primary objective of the Intelligent Memory System (IMS) is
the design and evaluation of a specialized architecture for
data management to support future C3 systems that will pro-
vide functionality, speed and reliability far beyond that
currently available. An integrated approach that takes
advantage of the current hardware and software state of the

art is used to attain these goals.

2l NEED FOR ADVANCED DATA MANAGEMENT IN C3 SYSTEMS

Modern C3 systems require substantial amount of data pro-
cessing which includes the following activities: (1) data
acquisition, (2) data reduction, (3) data storage and
retrieval, and (4) data analysis. As C3 systems become more
sophisticated and are used to meet more demandina chal-

lenges, their data processing requirements become more cri-

tical.




In a C3 system, data may be acquired from sensors (e.g.,
radar, sonar, etc.), from human inputs, and from other com-
puters over communication links. A reduction phase may be
carried out on the data to reduce its volume and improve its
usefulness (e.g. elimination of noise). Iae reduced data is
then added to the various databases for further analysis and
dissemination. Data analysis is the retrieval and process-
ing of data from the various databases. The result of data
analysis provides feed back controls to sensors for further
data acquisition and provides timely information for deci-

sion support.

1.2 THE INTELLIGENT MEMORY SYSTEM

Since data management functions are essentiél components
of C3 systems, a data managenient system must be capable of
supporting the increasing demand for more functionality,
larger capacity for data, more responsive in handling larger
system load, and provide more reliability. Though current
commercial database mangement systems provide fairly
advanced functionalities for data management, they are built
upon traditional computer architectures which are designed
primarily for numeric computations, not information manage-
ment. Thus, these systems provide limited reliability,
speed and capacity. A new approach that takes advantage of

hardware and software state of the art is needed to realize




a viable data management system to support future C3

systems.

Madnick (Madnick, 1973) proposed a new approach to struc-
ture a data management system. This approach makes use of
the techniques of hierarchical decomposition to modularize
all the functions within a data management system so that
the entire system can be implemented using a microprocessor
complex. This approach has been referred to as INFOPLEX in
the literature. Research on INFOPLEX has been focused on
developing the theory and methodologies for decomposing the
data hanagement functions into a hierarchy of functions
(Huff and Madnick, 1979), and on the analysis of theoretic
properties of data movement algorithms in a generalized sto-

rage hierarchy (Lam and Madnick, 1979).

The IMS architecture is based upon the INFOPLEX concepts
and theories. The research focus of IMS is directed at stu-
inng the architecture of a specific data management hard-
ware/software system which makes use of multiple-processor
modules as its basic building block. The IMS is a critical

step toward a data management systems capable of effectively

supporting future C3 systems.
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Section 11
RELATED WORK

In the past, computers were designed primarily for compu-
tational purposes. In recent years, several ideas have been
suggested for modifying the computer system architecture in
order to handle information processing more efficiently.
These ideas can be largely divided into the following four
approaches: (1) new instructions through microprogramming,
(2) intelligent controllers, (3) dedicated minicomputers for
database operations, (4) specialized database computers.
Most of the previous research activities in the field have
been focused on the first three categories. The IMS archi-
tecture belongs to the fourth category but also incorporates
features from all four approaches. In the following, these

four approaches are briefly described.

2.1 NEW INSTRUCTIONS THROUGH MICROPROGRAMMING

Conventional computer instructions are usually not well
suited to the requirements of daﬁabase systems. Using firm-
ware, it is possible to augment or enhance the instructions.
This approach has been adopted in several systems. One of

the earliest efforts occurred as part of the LISTAR informa-

e A B e o




tion retrieval system developed at M.I.T.'s Lincoln
Laboratory (Armenti et. al., 1978), where several frequently
used operations, such as a generalized List Search opera-
tion, were incorporated into the microcode of an IBM Sys-
tem/360 Modél 67 computer. The Honeywell H60/64 incorpo-
rates special instructions to perform data format conversion
and hashing corresponding to frequently used subroutines of
Honeywell's IDS database system (Bachman, 1975). More
recently IBM announced the\§ystem/38 computer where micro-
programming is used extensively to support the various oper-
ating system and datébase management functions. The perfor-
mance advantages of this approach are highly dependent upon
the frequency of use of the new instructions and the extent
to which they fit into the design of the overall database

system software.

2.2 INTELLIGENT CONTROLLERS

Another approach to improving information processing

efficiently is to use intelligent controllers. The control-

ler provides an interface between the main memory and the
devices. More and more intelligence have been introduced

into these controllers. For example, many cortrollers can

perform the search key operation themselves (Ahern et. al.,

1972; Lang et. al., 1977).




Two major types of intelligent controllers have emerged.
The first type specializes in automating the data transfer
between the storage devices, i.e., the physical storage man-
agement functions. For example, IBM's 3850 Mass Storage
System (Johnson, 1975) uses an intelligent controller to
automatically transfer data between high-capacity, slow-
speed tape cartridges and medium-capacity, fast move-head
disks. The second type is designed to handle some of the
logical storage management functions, such as searching for
a specific data record based on a key. This latter type of
device is sometimes referred to as a database computer, and
is often used to perform associative or parallel searching
(Langdon, 1978). Most parallel search strategies are based
on a head-per-track storage device technology (for example,
magnetic drums, LSI shift registers, and magnetic bubbles)
and a multitude of comparators. Examples of this type of
intelligent controllers include CASSM (Copeland et. al.,
1973; Healy et. al., 1972; Su and Lipovski, 1975; Su, 1977),
the Rotating Associative Relational Storage (RARES) design
(Lin et. al., 1976), and the Rotating Associative Processor
(RAP) ( Ozkarahan et. al., 1975; Schuster et. al., 1976;
Ozkarahan et. al., 1977).

Although the decline in the costs of comparator electron-

ics, due to advances in LSI technology, makes parallel




search strategies quite promising for the future, they are
only well suited to storage technologies that lend them-

selves to low cost read/write mechanisms, and for optimal |
per formance and operation they tend to require a fairly sim-
ple and uniform database structure (e.g., relational flat ,
files). To use these intelligent controllers in conjunction
with other storage devices, such as mass storage, some stag-

ing mechanisms have to be used. Furthermore, these intelli-

gent controllers only support part of the information man-
agement functions, much of the complex functions of language
interpretation, support of multiple user interfaces, etc.,
of an information management system cannot easily be per-

formed in these controllers.

2.3 BACK-END PROCESSOR

The third approach is to shift the entire database man-
agement function from the main computer to a dedicated com-
puter. Such a computer is often called a back-end proces-
sor. The back-end processor is usually a minicomputer
specifically programmed to perform all of the functions of

the database management system.

Back-end processors have evolved rapidly in recent years.
Some of the earliest experimental efforts include the

loosely coupled DATACOMPUTER (Marill and Stern, 1975),
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developed by the Computer Corporation of America using the
DECSystem-108 computer, and the tightly coupled XDMS (Canady
et. al., 1974), developed by Bell Laboratories by modifying
the firmware of a Digital Scientific META-4 minicomputer.
Since the béck—end processor is still a conventional compu-
ter whose architecture has been designed for computational
purposes, not for information management, its performance is

still quite limited.

2.4 DATA BASE COMPUTER

The fourth approach to providing improved information
processing efficiency is the database computer. The data-
base computer has most of the advantages of the first three
approaches. The difference between this approach and the
third apéroach (back-end processor) is that the database
computer has a system architecture particularly.suitable for
database operations while the back-end processor merely

adapts a conventional computer to database applications.

Current database computer research efforts include the
DBC (Hsiao and Kannan, 1976) at the Ohio State University,
the GDS (Hakozaki et. al., 1977) at the Nippon Electric Co.,
Japan, and the IMS architecture at M.I.T. Features of the
IMS architecutre as weil as research issues to be addressed

are discussed in the following sections.
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Section III

THE IMS ARCHITECTURE

The key conczpts of the IMS architecture are hierarchical
decomposition and distributed control. The conceptual

organization of IMS is depicted in Figure 3.1.

Techniques of hierarchical decomposition are applied to
organize the information management functions to obtain a
highly modular functional hierarchy. Each level of the
functional hierarchy is implemented using multiple micropro-

cessors.

The techniques of hierarchical decomposition are also
applied to organize the storage subsystem to obtain a modu-
lar storage hierarchy capable of supporting the storage
requirements of the functional hierarchy. Microprocessors
are used at each level of the hierarchy to implement the
storage management algorithms so the hierarchy appears as a

very large, highly reliable, high performance virtual sto-

rage space.

Due to the high modularity of these organizations, both

the functional hierarchy and the storage hierarchy can take
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advantage of distributed control mechanisms. Each level in
a hierarchy only communicates with its adjacent levels and

each module within a level only communicates with its adja-
cent modules. Thus, no central control mechanism is neces-

sary.

The high speed and high reliability of IMS follows
directly from the hierarchical decomposition and distributed
control. Distributed control enhances reliability since
there is no single component in the system whose failure
renders the entire system inoperative. Distributed control
also enhances performance since there is no system bottle-

neck as would exist in a centrally controlled system.

A functionally decomposed hierarchy, implemented using
multiple microprocessors, can support pipeline proce%sing
naturally. That is, multiple requests for information can
be at various stages of processing at different levels of
the hierarchy simultaneously. Such an architecture also
enhances reliability since an error can be isolated within a
level in the hierarchy thus simplifying error detection and

correction.

Parallel processing is made possible by the hierarchical
decomposition and implementation using multiple microproces-

sors. For example, there may be several identical modules

-l] =
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that implement the same function within a level. All these
modules can be simultaneously operating on different
requests, at the same time, providing potential backup for

one another.

Thus, the distributed control, pipeline and parallel pro-
cessing capabilities of IMS provide very high reliability

and high performance.

In addition to providing high performance and high relia-
bility, a viable database computer must be able to take
advantage of new technological innovations. It must be able
to easily upgrade to incorporate new algorithms, e.g., a new
security checking technique, or new hardware innovations,
e.dg., a new storage device. Due to its modular structure,
the IMS functional hierarchy can take advantaée of new tech-
niques and technologies as they are developed. ‘The IMS sto-
rage hierarchy is specifically designed to be able to handle
any type of storage devices. Thus unlike some other infor-
mation systems, which may be specialized to a particular
data structure, or type of storage device, IMS is designed
to adapt to the changing application needs as well as to

take advantage of new technological innovations.

- 12 =




Section 1V

THE IMS FUNCTIONAL HIERARCHY

One goal of the IMS research effort is to optimally
decompose the database management functions into a func-
tional hierarchy so that each level can be implemented using
multiple microprocessors. To illustrate how such a func-
tional hierarchy helps to meet the performance and reliabil-
ity requirements, let us suppose that the functional hier-
archy consists of only three levels (for simplicity of
illustration). These three levels may be: (1) high-level
language interface, (2) data access path manipdlation, and
(3) physical data structure management. Figure 4.1 illus-

trates this example functional hierarchy.

Some key characteristics of the functional hierarchy that
realize high performance and high reliability are discussedqd

below.

4.1 MODULAR IMPLEMENTATION

As illustrated in Figure 4.1, the functional hierarchy

consists of multiple functional levels interconnected by

request queues. Each functional level can be implemented
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Figure 4.1 Functional Hierarchy Example
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using multiple identical processors to enhance performance

and reliability.

4.2 DYNAMIC RECONFIGURATION

Due to the use of only a small number of basic modules in
the functional hierarchy, and the way these modules are con-
structed, dynamic reconfiguration techniques can be applied
to enhance the reliability and the performance of the func-
tional hierarchy. For example, the number of Functional
Processor Clusters (FPCs) in a functional level can be var-
ied to meet the changing load of the system, or to replace

defective modules.

4.3 PIPELINE PROCESSING

Pipeline'processing is facilitated by the hierarchical
structure, since each level can be regarded as a stage in a
pipeline. For example, multiple different inforwation
requests may be at different stages of processing, e.g., one
may be at the language interface being checked for syntax,
another may be at the access path level searching through a
hash table, yet another may be at the physical structure

level allocating storage space.

- 18 -
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4.4 PARALLEL PROCESSING

Multiple identical microprocessors are used to implement
each level. This gives rise to the parallel processing
capability. For example, several different information
requests may be simultaneously in the language interface

level, each undergoing syntax processing.

4.5 RELIABILITY

Reliability of the functional hierarchy is enhanced since
multiple identical modules are used to implement a particu-
lar function. Thus, a failed module can be removed from

service without interrupting continous operation of the sys-

tem.

- 16 -
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Section V

THE IMS STORAGE HIERARCHY

To provide a high performance, highly reliable, and large
capacity storage subsystem, IMS makes use of an automati-

cally managed storage hierarchy.

The effectiveness of a storage hierarchy depends heavily

R T T e s PP

on the phenomonon known as locality of reference (Denning,

1970). A storage hierarchy makes use of this property of 1
information reference pattern so that the information that
is most likely to be referenced is found in the higher lev-
els of the hierarchy, giving the storage hierarchy an
expected access time close to the expected access time of
the faster memories. This approach has been used in contem-
porary computer systems in cache memory systems, in virtual

memory demand paging systems, and in mass storage systems.

Figure 5.1(a) illustrates the general structure of an
example storage hierarchy consisting of six levels. The key
characteristics of some of the devices that can be used in i

these levels are presented in Figure 5.1(b).




" reqyest source

1. Cache

2. Main

3. Block

4. Backing

5. Secondary

r=£:?{ _16. Mass

Figure 5.1(a) Memory Hierarchy Example

Sequential

Random Transfer Unit Systes

Storage Access Rate Capacity Price
Level Time (bytes/sec) (bytes) (per byte)

1. Cache 100 ns 100M 32 50¢
2. Main 1 us 16M 512x 10¢
3. Block 100 us L} o 2¢
&. Backing 2 ms o 1M 0.5¢
S. Secondary| 25'ms ™ 100u 0.02¢
6. Mass 1 sec. i} 1003 0.0005¢

Figure 5.1(b) Range of Storage Devices
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To the lowest level of the functional hierarchy, the sto-
rage hierarchy appears as a very large linear virtual
address space with a small access time. The fact that it is
actually a hierarchy or that a certain block of information
can be obtained from a certain level is hidden from the

functional hierarchy.

The lowest level of the storage hierarchy always contains
all the information of thé system. A level always contains
a subset of the informatioa in the next lower level. To
satisfy a request, the information in the highest (most

easily accessed) level is used.

The capability to support many functional processors and
the inhe;ent parallelism within each storage lével and among
different storage levels provide high throughput for the
storage hierarchy as a whole. Use of novel data movement
algorithms that maintain multiple data redundancy and makes
use of multiple block sizes across the storage levels f
enhances performance and facilitates automatic data repair
in the event of device failure. The key strategies used by . J

these algorithms are discussed below.
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5.1 STRATEGIES FOR DATA MOVEMENT

Various storage management and data movement techniques,

such as page splitting, read through, and store behind can

m»..,&..m\.,

be distributed within the storage levels. This facilitates
parallel and asynchronous operation in the hierarchy.
Furthermore, these approaches can lead to greatly increased

reliability of operation.

S«1,1 Read Through Strategy

Under the read-through strategy (Figure 5.2), when data
currently stored at level i (and all lower performance lev-
els) is referenced, it is simultaneously copied and stored
into all higher performance levels. The size of data being
broadcasted to all higher performance levels dépends on the
storage level i. The size of data being extracted from the
broadcast depends on the storage level receiving the data.
For example, suppose that the datum 'a', at level 3, is
referenced (Figure 5.2). The block of size N(2,3) contain-
ing 'a' is extracted and moved up the data bus. Level 2
extracts this block of data and stores it in its memory
modules. At the same time, level 1 extracts a sub-block of

i size N(1,2) containing 'a' and level @ extracts a sub-block

4 Bt Coashbadas o b Lige )

of size N(A,1) containing 'a' from the data bus.
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Hence, under the read-through strategy, all upper storage
levels receive this information siﬁultaneously. If a sto-
rage level must be removed from the system, there is no
change necessary. In this case, the information is read
through thellevel as if it didn't exist. Since all data
available at level i is also available at level i+l (and all
other lower performance levels), there is no information
lost. A limited form of this reliability strategy is
employed in most current-day cache memory systems (Conti,

1969).

512 Store Behind Strategy

In a store~-behind strategy all information to be changed
is first stored in level 1, (L(l)), the highest performance
storage level. This information is marked 'changed' and is
copied into L(2) as soon as possible, usually dgring a time
when there is little or no activity between L(1) and L(2).
At a later time, the information is copied from L(2) to
L(3), etc. A variation on this strategy is used in the MUL-
TICS Multilevel Paging Hierarchy (Greenberg and Webber,
1975). This strategy facilitates more even usage of the bus
between levels by only scheduling data transfers between
levels during idle bus cycles. Furthermore, the time
required for a write is only limited by the speed of the

highest level memory.
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The store-behind strategy can be used to provide high
reliability in the storage system by maintaining multiple
copies of data in different levels of the hierarchy. Ordi-
narily, a changed page is not allowed to be purgeg from a
storage level until the next lower level has been updated.
This can be extended to require two levels of acknowledgment
thus maintaining at<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>