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1. SU)~4ARY

Th. objective of the TIES (Tactical Information Exchange System) program
is the integration of the presently used separate CNI (Communication , Naviga—
tion and Identification) subsystems into a large system that is programmable,
reconfigurable , uses common modules , and can process a variety of signals
simultaneously tha t are currently performed one at a time by dedicated hard—
ware. The system is partitioned into three parts — the frequency conversion
unit , the frequency distribution unit , and the signal conversion unit as shown . 

-

in figur e 1.

Because of the difference in signal structure , the signa l conversion unit
is further broken down into the narrow ban d unit which han dles narrow band
signal s such as AM , FM , SSB , etc. , and the wideband unit which handles signals - -

.

such as TACAZI , 1FF , JTIDS , and GPS in the foreseeable future.

As an in house effort to investigate the narrowband signal processing re—
quiremsuts for TIES , a narrowband signal conversion unit (NESCU) was designed C
that will handle All, FM, and SSB signals in the half duplex mode using presently
available digital hardware . The unit uses FIR (Finite Impulse Response) filters
because FM signals ar~ extremely phase sensitive and FIR filters have exactly
linear phase response .

The Arctangent algorithm is used for signal demodulation because of its
efficiency. The amplitude of the signal is given by the equation A — RcosO
+ Qsine . The angle 8 is given by 8 — tan 1(QIR) . In both cases , H and Q are
the real and quadrature components of the incoming signal that was frequency
translated to baseband . F

Detailed descriptions of various functions to be performed by the NBSCU ;
processing algorithms for various signals, as well as circuits designed to
accomplish these functions are presented in the following pages.

2. BASIC CONCEPTS

2.1 Sampling

In order to have a better understanding of the work involved , the basic
concept of sampling has to be reviewed . The sampling theorem states tha t
if a band limited signal is sampled at a sufficiently high rate , the original
signal. can be reconstructed by a set of interpolating functions on the sampled
values of the signal . The minimum sampling rate is the well known Nyquist
rate of twice the highest frequency of the incoming signal. The sampled spec-
trum of a signal is shown in figure 2.

Undersampling will cause the repeated spectrum to fold over one another
causing aliasing. The reconstruction of the original signal , depending on how . I -

severe aliasing is, becomes extremely difficult and can only be recovered with
distortion. The amount of distortion will depend on the amount of under—
sampling and on the shape of the spectrum of the signal being samp led . This

— is shown in figure 3.

If the incoming signal is at a relatively high frequency , sampling at twice
the highest frequency will become impractical. It is known that for a bandpa ss
signal, the sampling rate can be as small as twice the bandwidth of the signal.
Another constraint for the bandpass sampling f requency is that the sampling

I - -.~~~~~~~~~~~~~~~~~ --- - -- - - - . ~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
- - — -
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rate must satisfy the relationship
2F

h

F8 — INT(F h/B)
where Fh is the highest signal frequency ,

B is the bandwidth of the signal,

tNT is the integer value of the quantity .

Therefore , in bandpass sampling, the sampling rate varies between twice to four
times the signal bandwidth. Another effect for bandpass sampling is that of
frequency translation. This is shown in figure 4.

It can be seen then , the original signal can be recovered independently of
the sampling technique by passing the sampled data through a low pass filter
with the proper bandwidth as shown in figure 5.

It is important to note that the duration and shape of the pulses in
the sampling waveform do not af fec t  the ability to recover the signal from its
samples . The task for processing the conventional signals will be to design
a set of digital hardware that will perform the interpolating function of
input samples to produce the original baseband signal. The state—of—the—art
circuit in sampling would be a sample—and—hold circuit which consists of a high
speed electronic switch followed by a capacitor. Upon external command , the
switch is closed and the capacitor is charged up to the incoming signal level. P
The switch is then opened and the charge is then held on by the capacitor until
the next command for closing the switch comes along. A simple diagram for a
sample—and—hold circuit is shown in figure 6. Sample—and—holds normally have
unity gain and are non—inverting. There are several noise sources that are
inherently associated with sample—and—hold circuits that will be discussed in
Appendix A.

2.2 A/D Conversion

The sampled output of the signal has to be converted into a binary number
before any processing can be performed. This process is known as AID conversion
and is accomplished by A/D converters. Most commonly used AID converters are of
2’ s complement notation due to the inherent advantage of the 2’s complement
numbering system in hardware processing. Since the input voltage to the con-
verter needs an infinitely large number of b inary digits for representation,
another source of error will occur due to the finite digit representation of
the analog input signal. This will also be discussed in Appendix A. The
output digits of the A/D converter will be the inputs to the narrowband processor.
To reduce circuit complexity to a minimum only M1/FM/SSB will be processed one
function at a time in the half duplex mode

3. SIGNAL PROCESSING ALGORI THMS

3.1 AM Transmit

The AM transmit algorithm is shown in figure 7.

— 9 —
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Audio input ranging from 300 to 3300 Rz is sampled at a rate of 14.4KHz.
The sampled input will then go through a digital filter that passes the audio
signal, but attenuates signals beyond 4KHz to 50 db. The output will then be
interpolated by two identical 1:4 digital filters to change the sampling rate to
230.4KHz. The output of the second filter will be at audio frequency with change
in sampling rate only. A constant number , representing the carrier , will be
added to this audio signal . By multiplying the resulting samples with the
sequence 1, 0, —1, 0, ..... an effective mixing process with samples of a cosine
function is obtained . The mixing process causes the signal to shift in frequency
by ±57.6KHz , correspond ing to the sum and differ ence frequencies in analog
mixing. This signal is then transmitted through the D/A converter. If the La
carrier is set to 0, then double sideband suppressed carrier will be obtained.
The spectral diagram for the AM transmit chain at points 1, 2, 3, 4, 5, 6, 7
is shown in figure 8. From the diagram , the specifications for the digital
f ilters can be obtained and are shown in table 1.

p~1TABLE 1 - DIGITAL FILTER SPECIFICATIONS FOR AM TRANSMIT MODE

Sampling -~~~

Frequency Passband Normalized Stopband Normalized Attenuation
Filter (IcHa ) ~KHz) Passband (KHz) Stopband (db) La

1, 14.4 0—3.3 0—0.2292 4—7.2 0.2780—0.5 50
2 57.6 0—3.3 0—0.0573 10.4—28.8 0.1806—0.5 50

3 230.4 0—3.3 0—0.01432 53.6—115.2 0.2326-0.5 50

3.2 AN Receive

The AN receiv e algorithm is shown in figure 9. The input signal is con-
verted into an IF frequency of 57.6KHz and sampled at a rate of 230.4KHz. By
multiplying the incoming signal by e i ~1t the incoming IF frequency is then
translated to baseband . At the same time , two channels (one real , one quad)
are formed. This can be seen more clearly as follows : :1

Let f ( t)  be the incoming signal. Multiplication by •J2~~0t yields the
following:

f ( t )  cos 2ii f 0t — j f ( t )  sin 2irf0t

Since f0 is 57.6KHz while the incoming signal is sampled at 230.4KHz, four a

samples are required for the sine and cosine functions in the above expression.
For ease of computation , these samples can be chosen to have the following
values:

For the cosine function : l,0,—1,0 .

For the —sine function : 0,—l,O,1.......

— 14 —
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Therefore, by changing the signs of the input samples and routing the
samples alternately to the 4:1 resampling f i l ter  with appropriate zero filling
as shown in figure 9 , the frequency translation can be accomplished rather
easily. The output of the frequency translater will feed the two 4:1 de—
sampling filters on the real and quad channels. However , close examination of
the block diagram indicates that the function of the frequency translation can
be readily absorbed into tha t of the two 4:1 filters. This can be seen from
the following:

If it is assumed that the 4:1 f i l te r  is of N stages (where N can be any
integer) with coefficients for the impulse response h0, h1 hN_1, the
output of the filter to a set of input samples is given by the convalution sum,

N-I.
Y(n) — Z h(k) X (n—k)

where Y(~ )i5 the output sample and X(n—k) are the input samples . This process
is shown in figure 10. b 

-

However, the input data to the 4:1 resampling filter in this case is multiplied
by l,0,—l,0 .for the real channel and by 0,—l,0,l in the quadrature
channel. - It can be seen that in both channels, alternate samples have value 0 r
while the signs change alternately for samples that are not zero. Using these
input samples for the 4: 1 f ilter , figure 11 is obtained.

Notice that instead of multiplying the input samples by I,0,—l,0.. . and 0, ~ I
—l,0,l....for the two channels , the coefficients for the f ilter can be varied
to obtain output samples as shown in figure 12.

Notice also that while the two outputs of the two figures look identical ,
they are in fact not the same upon close examination. A comparison made between
the two methods used for the real channel shows the difference for the case N.4 .
This is shown in figure 13.

It can be seen clearly that only every four th output of the two methods
are identical. While the other two sets of outputs are different , no difficulty
is encountered because in a 4:1 filtering process only one out of every fourth
consecutive output is used. Thus, for this application, the functions for the
two methods are identical. Consequently , the frequency translation hardware
can be eliminated . The filtering process can be simplified by combining the
two filters in the two channels into a single filter. This can be accomplished

-; by changing the sign of alternate pairs of coefficients and routing alternate
sum of products to two sets of registers for storage. This is shown in figure 14.
While this looks more complicated than the single channel operation, it is in
fact very simple to implement as will be seen later on.

- 
- The baseband signal, due to the process of frequency translation, will be

complex. It has a real component as well as a quadrature component as shown
in figure 15.

The magnitude of the vector will then be the desired AM output. Two methods
can be used for this computation and are given by the following two equations.
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1. A—/i2 + Q 2

2. A — R c o s O + Q s i n O

where A — Amplitude of vector
R Real component of vector
Q — Quadrature component of vector
0 — Phase angle of vector

The first equation is obtained from Pythagoras Theorem while the second
equation is obtained from the trigonometric relationship between the sine and
cosine functions as follows:

cos -0 R/A (
ainO Q/A

p_I _

Therefore,

cos29 — R cos 0/A ‘I

sin2o Q sin 8/A

Adding the two preceding equations yields: - -
1 — (H con 8+ Q sin 8)/A

Multiplication by A on both sides of the expression yields the following
equation:

A — R c o s 0 + Q s in8

Since taking the square root of a number is a complicated process , the
second method is chosen. Notice that A is the amplitude of a vector and therefore,
the sign is always positive. The spectra at points 1,2 ,3,4 ,5 for the AM receive
mode is shown in figure 16. The specifications for the 4:1. resampling filter
are listed in table 2. - -

TABLE 2 - DIGITAL FILTER SPECIFICATIONS FOR AM RECEIVE MODE

Sampling
Frequency Paseband Normalized Stopband Normalized Attenuation

Filter (KEz) (KHz) Pasaband (ERa) Stopband (db)

1 230.4 0—3.3 0—0.01432 53.6—115.2 0.2326—0.5 50
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3.3 FM Transmit

FM is a form of exponential modulation . In exponential modulation , the
modulated wave in phasor form is an exponential function of the message; that
is,

X~(t) — Re CAceiOc(t)]

— A,, C05 Oc(t)
where 0~ (t) is a linear function of x(t ) , the baseband message, and A

~ iscons tent • Fur therinors, ‘

8~
(t) — 27If ct + 41(t),

so that the carr ier frequency 
~~ 

is uniquely specified. The second term in the
equation, 41(t ), will then be the relative phase angle in the sense that the
phasor eiOc differs in angular position from eiWct by 41 ( t ) . Since frequency is
the time derivative of angular position, the instantaneous frequency deviation
f(t) can be written as P.

f(c) _ J _ ~~~ (t)
21? dt

Therefore ,
t

— 2lIfct + 2lrLf(x)dx

But the instantaneous frequency is also proportional to the message.

Therefore,

f ( t) — f
~X( t)

The equation for e~(t) can be rewritten as follows:

0
~
(t) — 2’1rf~ (t) + 21tf~ fx (X)dA

The modulated wave will then be:

X~(t) — Re tAcejO~~
t))

— Re Ac [cos 0~ (t) + j  sin 0~(t))

— A~ cos[wct + 21T f~~

The algorithm for FM transmit is shown in figure 17.

Audio input is sampled at a rate of 14.4KH z and the sampling rate is up
converted to 230.4KHz after filtering and resampling. The output of the filter
is then integrated to obtain the phase. The integration process is given by
the following equation:

Y(n) - X(n) + T(n—l)

— 26 —
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Where Y(n) is the present output sample, X(n) is the presen t input sample , and
flu—i) is the delayed output sample.

Recall that
t

— 21tf~ (t) + 2lTfA Jx(X)dA

The product 21?f~ is a scaler and can be incorporated into the filter coefficients. - -
-

In order to obt*ii~ the desired FM signal , the real part has to be extracted
from the function ~i~c

1.t) as follows :

FM — Re [eiOc(t)3

— Re Cei2~~
c(t))(ei2h1~~

Let j2 1?f~ J x(A)dX — ei$

c o s 4 1 + j  sin 41

and eJ~~~c(t) — COS 2ii f~(t) + j  sin 2~~ c (t)

Therefore,

Re [ei~~
fC(t)ei21?~~ fx(A

)d)~]

— Re [cos 21rf
~
(t) + j sin 2’wf

~
(t)](cos 41 + j sin 41)

— COB 41 COB 21~~c(t) — sin 41sin 2~~c(t)

If the carrier frequency is chosen to be a quarter of the input sampling
rate, then , four samples of the cosine function (which can be chosen to be
l,O,—l ,0,....) and four samples of the sine function (which can be chosen to be
0,l,0,—l  ) can be used for multiplication to produce the desired output
as follows:

(cos$)fl ,0,—l ,0 3 — (sin 41)[0,l,0,—l ,....]

— cos 41, — sin $, — cos 41, + si n4 1 ,  + . 
Therefore, the output , ‘fin) (corresponding to 41 in the above expression) ,

from the integration process can be used as an address to obtain the sine and
cosine values of Y(n). By changing the sign of every other pair of samples
the frequency translation is completed . The FM transmit spectra is shown in
figure 18. The specifications for the filters are listed in table 3.
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TABLE 3 - DIGITAL FILTER SPECIFICATIONS FOR FM TRANSMIT MODE

Sampling
Frequency Passband Normalized Stopband Normalized Attenuation

Filter (jcHz) (KHz) Passband (ERa) Stopband (db)

1 14.4 0—3.3 0—0.2292 4—7.2 0.2780—0.5 50

2 57.6 0—3.3 0—0.0573 10.4—28.8 0.1806—0.5 50

3 230.4 0—3.3 0—0.0143 53.6—115.2 0.2326—0.5 50

3.4 FM Receive

The algorithm f or the FM receive mode is shown in figure 19. As can be
seen, it is identical to the AM receive mode with the addition of a differen—
tiator at the output of the arctangent demodulator. The input to the differ— • 

a-

entiator is the phase output of the arctangent demodulator. Output of the
differentiator will be that of frequency. The FM receive spectra at points
1,2,3,4,5,6 are shown in the FM receive algorithm in figure 20.

L The specifications for the filters will be the same as those for the AM

L 

receive mode. As for the differentiator , in the frequency domain , it will have
7 a linear slope in the frequency band of interest. F

3.5 Single Side Band Transmit

The single sideband signal can be obtained from the double sideband signal
by suppressing the carrier and filtering out one of the sidebands (upper or
lover sideband). The suppression of the carrier can be easily done by adjusting
the constant added to the output waveform before frequency translation. How— -~~~

ever, since the two sidebands are only several hundred hertz apar t , the filter
has to be extremely selective and represents a relatively large load on the
multipliers. Consequently, this approach is abandoned.

The algorithm for single sideband transmit is shown on figure 21. Audio
signals ranging from 300 to 3300 Hz are sampled at 7.2KHz and frequency
translated 1800 Hz to DC frequency by multiplying the input by e±i21?(l~OO).
The positive sign indicates a frequency up shift to the right of the DC
frequency while a negative sign indicates a down shift to the left of the
frequency origin. Due to th. frequency translation process, the signal is
split into the real and quadrature components. A low pass selectivity filter
will then eliminate one of the sidebands depending on which way the frequency
translation took place. This can be seen more clearly on the spectra diagram
for single sideband transmit on figure 22 in which the spectra at points 1,2,
3,4,5,6,7 ,8 on the SSB transmit algorithm are shown.

The signal then goes through three interpolating filters to convert the
sampling rate to 230.4KHz . By multiplying the signal with 4 samples of

— 30 —
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‘
~~~ (2n’5 7600’ te 4 , a frequency translation of 57.6 IUiz is accomplished. The real

part of this signal is the desired single sideband waveform. To determine
whether upper sideband or lover sideband is used , one of the frequency traits—
lation processes is chosen to have a fixed shift (up or down). If it is
assumed tha t the 57.6 KHz translation has an up shift, a down shift for the
1.8 ERa translation will produce upper sideband while an up shift of 1.8 lQiz
wiU produce lower sideband . Again, the samples for frequency translation
are chosen to be the two sets of samples (l ,0,—l,0 ; 0,1,0,—i ) for
the sine and cosine functions so that multiplication is reduced to a minimum.
For the 1.8 KHz translation, we have the following:

X(n)tcos 2irlBOOt ± j  sin 2’,rl800t)

— X(n)((l ,0,—l ,0 ,.....) ± j (0,1,0,—i )]

which is complex. ‘ 
-

The case for the 57.6 KHz translation is different because the input to
the frequency translator is a complex number. Let the input complex numbers
be represented by x + jy. The output of the frequency translator is then given - a-
by the following: .5- -

(x + j y) [cos (2ir57600) t + j sin (2’1r57600)t)

Taking the real parts yield -:

x cos (2,i57600) t — y sin (2n57600)t

Therefore, only every other sample in each channel is needed to produce the
output if four samples of sine and cosine are used .

Notice that the final output is not the same as that of AM double side—
S band with the carrier and one sideband filtered out. This can be seen clearly

in figure 23. The difference being that, in using this method of modulation , SI

the transmitted signal is centered on 57.6 ICHz, while filtering the carrier
and one sideband of the double sideband AM signal produce a signal that is
offset from the carrier frequency of 57.6 KHz . If a tone is used as an example,
AM modulation will produce the spectrum shown in figure 23(a) . SSB modulation
which will be used for the NBSCU will produce the spectrum in figure 23(b).
By filtering the Al! signal, the resulting spectrum is shown in figure 23(c).
The difference is obvious. The filter specifications are listed in table 4.

TABLE 4 - DIGITAL FILTER SPECIFICATIONS FOR SSB TRANSMIT MODE

Sampling
Frequency Pasaband Normalized Stopband Normalized Attenuation

Filter (ERa) (KHz) Passband (KHz) Stopband (db)

1 7.2 0—1.65 0—0.2292 2—3.6 0.2780—0.5 50

2 14.4 0—1.65 0—0.1146 5.2—7.2 0.3610—0.5 50

3 57.6 0—1.65 0—0.0287 12.4—28.8 0.2153—0.5 50

4 230.4 0—1.65 0—0.0072 55.6—115.2 0.2410—0.5 50
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3.6 Single Sideband Receive

The single sideband receive mode is processed similarly to that of single
sideband transmit mode except in the reverse order. The algorithm is shown in
figure 24 and the spectra at points 1,2,3,4,5,6,7 are shown in figure 25.

If the 57.6 KHz frequency translation is an up shift operation, the result
would be lover sideband. If it is a down shift operation, the result would be
upper sideband provided that the 1.8 KHz frequency translation Is an up shift
operation in both cases. The filter specifications are shown in table 5. 

a-

TABLE 5 — DIGITAL FILTER SPECIFICATIONS FOR SSB RECEIVE MODE

Sampling C
Frequency Pasaband Normalized Stopband Normalized Attenuation

Filter (KHz) (KHz) Passband (KHz) Stopband (db)

1 230.4 0—1.65 0—0.0072 55.6—115.2 0.2410—0.5 50 
a-

2 57.6 0—1.65 0—0.0287 12.4—28.8 0.2153—015 50
3 14.4 0—1.65 0—0.1146 5.2—3.6 0.3610—0.5 50

4. CRITICAL FUNCTION DESI(~S
-

S

As can be seen from all the algorithms, the most important tasks the
NBSCU has to perform are those of filtering and arctangent demodulation. These
are discussed in the following paragraphs.

4.1 Digital Filter Design

The design of the digital filter is the most important task for the
NBSCU as it is used in all the modldemod algorithms. In general, a digital
filter performs the equivalent of an analog filter in that it is frequency
selective. However, the same digital filter can be made to be a differe.ntiator
or a Hilbert transformer by varying a set of tap weights for the filter.
Unlike analog filters, which can be designed to pass certain frequency bands
from DC to infinity, digital filters do not enjoy this luxury. All frequencies
are normalized to the sampling frequency F5, which is taken to be 1 (or ii) ira
the digital domain and frequencies normalized to P5 are ksown as digital fre-
quencies. Due to spectral folding in a sampled system , the input to a digital
filter must not have any significant spectral components beyond F8/2. Other—
wise, the original signal cannot be recovered without distortion (the sampling
theorem). Therefore, the analog input to an A/D converter must be band limited
by an anti—ch asing filter.

There are , in general , two classes of digital filters:

1. Infinite impulse response (IIR) filters in which the impulse response
of the filter is infinitely long , and

— 3 7 —
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2. Finite impulse response (FIR) filters, which have finite time impulse
responses and can be obtained by truncating the infinite impulse response
samples.

Analog filters such as Butterworth , Chebyshev, and Elliptic fi l ters which
have polynomials both in the denominator and numerator in the transfer function
in the S plane belong to the f irst  class . Their digital fi l ter counterparts
which have the same kind of frequency response, can be obtained by using a
bilinear transformation. The results are excellent using this method. How-
ever, the implementation is recursive, i.e., the output samples are dependent
on the present input samples as well as the previous output samples and care
must be taken that limit cycles do not occur*. Phasewise , the h R  filter
response is extremely nonlinear. A second order section of an h R  fi l t t r is S

shown in figure 26. The letters a , b , c , d , in the figure are the coefficients
for the second order polynomial.

To alleviate the problem of limit cycles and phase non—hinearities , the
FIR approach can be taken. To generate a FIR filter, the impulse response
of a certain filter with the desired characteristic is obtained . (These may
be the truncated impulse responses from IIR filters). A convolution between
the impulse response of the filter and the input samples to the filter will

-

- produce the desired output. FIR filters have exactly linear phase and since
a convolution is a sum of product computation, the absence of input will pro—
duce no output. Hence, there is no limit cycle. There are many ways in which
FIR filters can be designed (besides truncating the h R  filter impulse response)
such as the use of various windows, the frequency sampling technique etc.
A design technique which is widely accepted in recent years to yiel-~ an
optimum (minimax error) FIR filter is known as the Remez Exchange algorithm.
It proved to be the best of the various design techniques listed in Appendix B.

In general, h R  filters are more efficient than the FIR filters when the S

order of the filter is large. However, since FIR filters have exactly linear
phase, i.e., there is no group delay distortion , FIR f ilters are chosen for
the NBSCU .

The Remez Exchange algorithm is implemented using the CDC 6600 to obtain
the filter coefficients which are listed in tables 6 through 11.

The frequency response using these coefficients are then obtained using
an interpolation formula implemented on a Tektronix 4051 terminal. The output
samples are plotted and shown in figure 27 through figure 32 (with 2 db/division
vertical scale). The response with the coefficients rounded off to 12 bits
are shown in figure 33 through figure 38. Notice that in all cases, the
attenuation in the stopband is at least 50 db down with respect to passband
amplitude.

*Lilnit cycle is an effect due to the dependence on previous output samples.
The filter produces an outpu t sample with no input.
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TABLE 6 - IMPULS E RESPONSE FOR 10 STAGE 1:2 DIGITAL FILTER
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~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~ ~~~~~~~~~~
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TABLE 7 — IMPULSE RESPONSE FOR 10 STAGE 1:4 DIGITAL FILTER

- - 

F I N I T E  IMFULSE RESPCNSE (FIR)
- - - ——-_

~~~~ t N ~~ L-E (~~~E _ ~~ G-U Ai P I-L-T~ R - ~ -E~ -I GN~~~ ._
R E M E Z  EXC H ANG E AL G ORI T H ~~

— B~~N CPA - SS FILTER -—--a----- _ _ _ _ _ _ _ _ _ _ _ _

F I L T E R  LE N GTH = it’

FILTER LENGTH D E T E R M I N E D  ev A P P R O X I P A T I O N

— .. ...- IM~~’JLSE RES~~0-NSE .-. -...

f l  1) = .82~~346’lE—02 = H ( 1 0)

) (  2)  = • 3 4 9 5 4 96 3 E —0 1  = MC 9)
)4 (  3) = . 84412 59 9E— 01 M C  8)
.(  L i)  = .i433~ 758E.00 = M C  7)

f- C 5)  = .18419784~~+0~ = M C  6)

3AP4 p 1 B A ND  2 B A N D_

LOWER B A N C  EDG E .000363000 .241000060 -:
UPPER B A N D  EDGE .007200000 .500000660 5

_OEStPEC~~V aLU E  t.O0000ta0O’~ .00000 0-000

W E I G H T I N G  1.0 0 0 C C  O U O C  ICC .000000000
D E V I A T I O N  .092 8341 10 .00092834 1

_ ÜE3IIATICN IN 1 B  j . 6j ? 35~1~~~~L, -6’.64584839?

EXTREM A L FREQUENCIE S
- .-O C~~2 OO0 .2410000 .259t5 0-O_- .3cc7500

. 459750 0

— 43 —
a- . — - - ~~~~~~~~~~~~~~ - � - - - .-
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TABLE 8 — IMPULSE RESPONSE FOR 25 STAGE 1:4 DIGITAL FILTE R

FIN IT E IMPULSE RESPONSE (F IR )
LINEAR PHASE D I G I T A L  F ILTER DES IGN
R ET4EZ E X C H A N G E  A L G O R I T H M

- BANOPASS FILTER

FILTER LENGTH = 25
- - — 

Sm.  IMPULSE RESPONSE ..... - - - -

H( 1) = . 2 I I C C T € 6 E — 0 3 = HI 25)

HI 2) = — .3900910 8E—03 = H( 2’.)
HI 3) = —.28928785E--C2 = H I  23)
H( 4) = — .83599938E-02 = H( 22)

_ -‘!i ~ = — 6C?7747E—01 H (  21! - —- —  
H( 6) = — .2202 1152E—Oi = M C  20) --

H( 7) = — .19541314E—0l = HI 19)
f4 ( 8) — .13701T37 E—02 = H( 18)
HI 9) = .35973699 E—O 1 = 14( 17)
H( 10) = .885891$7E—0i = HI 16)
HI ii) = .14’i5 8815E+00 = HI 15) 

____

Hf 12) = .18771701E+00 = HI 14)
H ( 13)  = .20393880E+00 = M C  13)

BAND I BAND 2 BAND
LOWER B AND EDG E . 0000O ~~0O0 .180600000
UPPER BAND EDGE ____ .057300000 .S00000000
DESIRED VALUE- 1 .000000000 .000000000
WE IGHTING 1.000000000 100 .000000000
DEVI ATION .0231098% .000231099 

- 
-

DEVIATION IN 08 .401530770 —7 2.724056063

EXTR EM AL FRE QUENCIES 
____

.0C0CC0~ .0 384615 .0573000 .1806000 .1878115

.2 070423 .2358885 .26951.23 .3056030 .3440615
•382523i .4 209846 .4594462 .500000 0

-44 .

- -- ~S 5~~~~~~~~~ -  ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~ ________
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TABLE 9 — IMPULSE RESPONSE FOR 55 STAGE 1:1 DIGITAL FILTER

FINITE IMPULSE RESPONSE (FIR)

- - - a-- 
LIM~~~R PHASE DI GITAL FILTCR DESIGN
REMEZ EYCHANGE ALGORITHM

BANO PASS FILT E R

FILTER LENGTH = 55

IMPULSE RESPONSE .....
H( 1) = .96952259E-03 = H( 55)
HI 2) = •1062 6658E—02 = HI 54)
HI 3)_ —.279 80042E—62 = M I  53)
H f 4) = —.80329778E--C2 = H I 52)
Ml 5) = —.62975140E—02 MC 51)
HI 6) = .22990183E_02 = H I  50)
HI 7) = .‘.7051969E— C2 = HI 49)
H( 8) = — .36383487E—02 = HI 48)
H I 9) = — .6792 C770E—02 M I  47)
H( 10) = .392 19972E—02 H (  46)
Hf 11.) = .9C7C47 74 E— O ~ = HI 45)
MI 12) = —.L .4368474 E—0 2 = HI ‘.4)
MI 13) = — .1220 1.033E—G i M I  43)
MI 14) = .4879407 1E— 02 lU 42)

_______ MI 15) .1627 1823E—0i = HI 41)
MC 16) = — .52916459E— 0 2 = 141 40)
HI 17) = — .21691.685E—01 = MI 39)

____ MC 18) = .564898tOE—02 = MC 38)
MC 19) = .292295L.8E—Oi = HI 37)
HI 23) = —.59589844E—02 = HI 36)

________  H( 21) = — .kQ%4246E— C 1 = H~ 35)
Hf 22) = . 6209 9 16 0E— 02 = H( 31)
MC 23) .60088016E—0i = H I  33)
H I 24) = —.638’.4805E—62 = H( 32)
HI 25) = — .10392 688E +C 0 = H (  31)
HI 26) = • 649 5 0%0 2 E— 02 = 141 30)
HI 27) = .317576 75E +C C = H( 29)
MI 28) = •49 346 3 09E+C0 = HI 28)

BAND I B A N D  2 BA ND
LOWER BA ND EDGE .000000000 .278000000
UPPER BA ND EDGE . 2 292 0 0000  . 5 00 0 0 0 0 0 0
DESIRED VALUE 1 .C C 0 0 0 0 0 0 0  .000000000
WE IG HTING 1 .~~

- 0E’l~CC00O 100.000000030
DEVI ATION .025721650 .000257216
DEVIATION IN OP .4469 29404 — 7 1 .7 94 0 2 3 5 74

E XTREMAL FRE QUENCIES
.CC0 ~ 003 

-- 
.0 212054 .0 1.24107 .063616 1 .0- ~482 14

.1049107 
- 

.1250000 .1462054 .1662946 .1-85 !€79

.2653571 .2209621 .2292030 .2780CC3 .28131.82

.2891607 .3C14375 .31.48304 .3304554 .31.6C8C4

.361 7C 54 .3784464 .39630 36 .4130446 .4297657

.4479.29 .465 5000 .k~~224t 1 .5000000

— 45 —
— __________ - - 5  -~ ~a-—~~- -~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~ —
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TABLE 10 — IMPULSE RESPONSE FOR 16 STAGE 1:4 (SSB) DIGITAL FILTER

FINITE IMPULSE RESPONSE (FIR)
LINEAR PHASE D I G I T A L  F I L T E R  D E S I G N
REIIEZ E X C H A N G E  A L G O R I T H M

- 

BANDPA SS FILTER

FILTER LEN GTH = 16 
- - -- — —a-- —..... IMPU LSE RESPONSE .....

- 
1) = — .92731.092!~ 63 = M I  16)

HI 2) = — .12691651E—02 = M C  15) 
—

HI  3) = . 337 !6O 88~~— C 2  = HI 1.4)
MI 4) = .20226966 E—0 1. = fU 13)
)4( 5) = .5450-661 6E—O t = MI  12)
4( 6) = .10325178E +0O = HI 11)

- - - HI 7) .15292869E+OC HI IC)
HI 8) = .16463465E~+Q0 HI 9)

BAND I BAND 2 BA ND
LO WER B A N D  EDGE .0 0 0 0 00 0 0 0  .215300G00 5

UPPE R B AND EDG E .026700000  .5 0 0 0 0 0 0 0 0
DE SIRED VAL UE 

- 1.fl~~Q000OOg _ . 00 0 0 00 0 0 0
W EIG HT I NG 1.0 0000 0000 100.0 0000 00 00
DE VI ATION .033453619 .00033 1.536

1365629 —sq.51113781.? 
-

EXTREMAL FREQUENCIES
- 
.0030003 -- .C287000 

- 
.2153000 

- 
.2270 188 .2621.750

.3051437 .3598312 
- 

.41451 87 .4692062

— 46 —
- ~~~~~ 

-

~ 
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TABLE 11. — IMPULS E RESPONSE FOR 16 STAGE 1:4 DIGITAL FILTER 
- 

-

-

- - -  - 

FINITE IMPULSE RESPO NSE (F I R )  
- - -

LINEAR PHASE DIGITAL FILTER DESIGN
- - - REMEZ EXCHANGE ALGORITHM

BAN OPASS FILTE R
- - — 

lITER LENGTH = 16

IMPULSE RESPONSE .....
Hf 1) = —.27636378E—03 = HI 16)
MI 2) = .191T6790E 03 = M C  15)

___________ HI 3) = .5138C971 E—0 2 = HI 1’.)

H I 4) = .2 t03 8964E— 0i  = M C  13)
HI 5) = .531925?9E—Oi = HI 12)

HI 6) = .99517446E—C1 = HI 11) 
-

HI 7) = .14739916E+O0 = H I  10 ) -

HI 8) = .17825397E#00 = HI 9) I -
-

________ 
BAN D I BAND 2 BAND - - -

LOWER BAND EDGE .CC0~ OOO00 .232 600C00 
-

UPPER BAND EDGE .014300000 .500000000
DESIRED VALUE 1.000000000 .000000000
WEIGHTING 1.000000000 100.OC0000000
DEVIATION .008907236 .000089072
DEVIATION IN 08 .154736637 — et . o o s l k o t .33

5 

EXT REM AL FRE QUENCI ES
* - - .O03C~~00 ~~~~~~~~~~~~~~~~~~~~~~~~~~~ .2443187 

- 
.2716625

.3146312 .36 15062 .4161937 .47088 1.2

~
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4.2 Macro Instructions - -

A macro—instruction is a set of ones and zeroes that instructs the machineon processing tasks to be performed. From the algorithm, it can be seen that 
-the filtering process is the most important task that -the NBSCU has to perform. -

There are several pieces of information that have to be supplied to the machine - 
-

for the filtering operation. These include the following: - H-
a. Starting Address — The machine has to be instructed as to where to

fetch the coefficients for convolution.

B. Ending Address (or number of coefficients) — The machine has to know - 

-

when the convolution ends so it can stop . The -

two specifications (ending address, or number of
coefficients) are equivalent. However , due to - -

ease of implementation, one specification may be - -

preferred to the other. 
-

c. Resampling Rate — The machine has to know how of ten the samples are r
to be processed. For a 4:1. filter, since only
every fourth sample is needed, the other three
output samples may not be computed. This will
represent a significant reduction in loading.

Based on the requirements on the filtering operation , a macro—instructionformat is obtained and is shown in figure 39.

It is broken into 6 sub—fields with the following bit assignments :

Bit Assigned Function 5 -

0 This is the bit that determines whether a single channel (0)
algorithm (as in All transmit) or a double channel (1) algorithm
(as in AM receive) is used . - -

1 This bit determines the rate at which the memory counter s count.
For a dual channel operation, the rate is half of that of a
single channel operation because two multiplications are required.

2 This bit is reserved for single sideband transmit mode. - :

3 This bit represents a frequency translation process occurring
after a filtering process.

4—13 These ten bits represent the starting address for the filter
coefficients.

14—23 These can bits specify the final location for the filter ~
- 

-

coefficient.

- 60 - 
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24—31 Theøe are the bits that specify the resampling rate and are defined
as f ollows:

(a) If the sample rate remains unchanged a filter resampling
specification of 11 is used.

(b) If the sample rate increases after filtering (e.g., four times
the rate) a specification of 14 is used.

(c) If the sample rate decreases after filtering (e.g., one fourth
the rate) a specification of 41 is used.

In all the above cases, the first digit is represented by the first ~- 
- -

four bits in the field while the second digit is represented by the
last four bits in the field.

32—35 These four bits represent the function to be performed after the is

present stage of filtering and appropriately conditions the bits
for use in the next stage of operation. These bits are defined as
follows:

0000 This code calls for the arctangent demodulation routine in
the AM case.

0001 This code calls for the arctangent demodulation routine in f:
the FM case.

0101 This is the frequency translation routine. P

0100 This is used for pre—emphasis filtering and frequency - :
translation that may be incorporated into the algorithm later - ;
on.

1000 This is for dc—emphasis filtering and will be using in con-
junct ion with the pre—amphasis filter .

1100 This is for AM transmit in which a carr ier is added to the
waveform as well as frequency translation.

1111 This is used for consecutive filtering process.

Therefore , if a 16 stage filter is to be used in a single channel mode
with the starting address in the coefficient listing located at address 10,
and assuming a 1:1 resampling rate , the following macrocode can be obtained
for this process.

OOll000000lOOl00000lOlOl000l000lllll

4.3 The Arctangent Demodulator

The Arctangent algorithm is a fast and efficient algorithm to determine
the phase and amplitude of a complex number . The process is essentially a— 62 —

t
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rectangular to polar coordinate conversion process. Given a complex number,
which can be represented by the vector diagram in figure 40, the amplitude can
be obtained by using the equation

A R cos e + Q sine.
The angle 9 is given by:

e — tan 1 -
~~~

Notice that regardless of the angle 0 , the amplitude is always positive.
This is equivalent to the diode detector output of an AM demodulator which is
always positive. Only two multiplications and one addition are required to
obtain the amplitude provided that the phase is known . It is, therefore,
obvious that as far as the demodulation process goes, phase demodulation is
the most efficient, if the Arctangent Demodulator is to be used.

Obtaining the absolute phase angle of the vector is a little difficult
because it involves a division process as well as an arctangent process.
Straight implementation of the division process and the series method of
obtaining the arctangent of a number is very inefficient and involves many
multiplications . These two methods are therefore abandoned. A more efficient
way to implement the two functions is by means of table look up. By putting
two tables (1/X , arctangent) on read only memories (ROMS), the phase angle fcan be obtained by merely one multiplication. Therefore, four tables, as seen
f rom the equation , are required for the Arctangent Demodulator for both ampli-
tude and phase computation. These are the 1/X, tan~’, sine and cosine tables. - 

-

Since the sine and cosine can be obtained from one another, one table can be
eliminated. Furthermore, since the value of the sine and cosine function
are unique up to 90°, the required sine table will be one fourth of the full
sine table. To reduce the size of the arctangent table, the magnitude of the
two vector components can be obtained and compared. The larger of the two
vectors can be used to address the l/X table. Multiplication of the table
output and the smaller vector will produce a number that is less than 1, cor-
responding to 450

• Therefore, a tan~~- table ranging from 0 to 45 0 is all that
is required. The procedure for obtaining the phase , and amplitude is as
follows:

1. Obtain magn l tude of vectors and store original signs of vectors.

2. Compare the two numbers and use the larger of the two to address
the L/X table. 

-

3. Multiply the output of the lIx table with the smaller number to form
the product IY I /Ix i .

4. Use the product to address the arctangent ROM to obtain the angle
in the first octant.

For getting the magnitude of the vector , the angle can be put into the
proper quadrant and the corresponding values of the sine and cosine of the

- 6 3 -



r -- -. .- - - - -  - 

NADC—79l53—40

.
.
~~~1

~~~~~~~~~~~~ ~~~ ‘a

I - 
I-

A-

- 
I. *- 

~~Ic ’ 5

Figure 40 — Real and Quad Components of a Complex Number
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angle in the first quadrant are obtained from the sine table. The amplitude
is equal to R cos 0 + Q sin 0. Since the amplitude is always positive, and
also cos 0 and sin 0 is positive in the first quadrant, the following equation
can be used without affecting the result.

/R/ cos 0 + /Q/ sin 0

where 00 ~ 0 ~ 900 and is the angle that has the same absolute sine and cosine
value as the original angle. The absolute phase angle can then be determined
by using table 12. Notice that the angle ranges from +180° to ~1800 because
bipolar 2’ s complement arithmetic is used.

TABLE 12 - PEASE DETERMINATION OF ARCTANGENT DEMODULATOR

a IRI — I Q I  Octant Absolute Angle

+ + + 1 Tan4 j Q I / I R ~I
+ + — 2 90° — Tan 1 IR I/IQ I
— + - 3 900 + Tan 1 I’~I/IQ j
— + + 4 180° — Tan 1 IQ I/IRI— — + 5 —180° + Tan 1 IQ I/ I  Rf— — — —90° — Tan~ - I R I / I Q I
+ — — 7 —90° + Tan 1 JR I/IQ I
+ — + 8 —Tan ’ I Q I / I R I

NBSCU Design Requirements

Two of the most important functions that the narrowband signal conversion
unit baa to perform is that of filtering and demodulation. Since the unit has
to handle FM signals which are very phase sensitive, non—recursive finite in—
pulse response (FIR) filters were chosen over infinite impulse response (IIR)
filters. In the FM and SSB mode , notice that the output of one filter is the
input to another filter , and therefore, the filtering circuits must have the
capability to loop the output back to the input of the filter to be reprocessed.
Furthermore, since the filters are performing the resampling and desampling
functions, this imposes a condition on the input and output buffer size. The
maximum requirement occurs in the single sideband receive and transmit mode
in which 32 input samples are required to produce one output sample. Thus ,
the buffers used must be at least 32 words in length. A clock generator is
also required to supply the required clocks to the A/D and D/A converters.
A multiplier, which is the most important element in digital filtering, must
be capable of operating fast enough to do the required number of multiplications
in real time. The various functions that are to be performed should be micro-
processor controlled. In the event that the microprocessor fails, it is
desirable that a standby function can be loaded manually by the operator.
This is also one of the redundant features in the TIES program.

— 65 —
- ~~~~~~ - - -  -



NADC—79l53—40

5. NBSCU CIRCUIT DESIGN

Circuits were designed based on the functions that the narrowband signal
conversion unit has to perform and can be separated into two categories —
analog and digital. A top level block diagram for  the narrowband signal conver-
sion unit is shown in figure 41.

Discussions on the analog and digital circuits are given in the following
sections.

5.1 Analog Interface Circuits

The analog circuits serve as th. interface between the analog world and —

the signal processor. The interface consists of a sample—and—hold circuit , an
AID converter at the input and D/A converter at the output. A circuit that
generates the sampling rate suitable for conversion is also part of the analog f,
interface circuit which is shown in figure 42. All circuit components are
coimnerciafly available hardware.

Upon cosmand from the sampling rate generator , the input signal to the
sample—and—hold circuit is sampled . The sampled value is then held by a capi—
citor. The A/D convertor will produce a 10 bit word in two ’s complement nota—
tion. The sampling rate generator is simply a progra able divide—by—N circuit
that takes in a frequency of 230.4 KHz and produce a sub—multiple of this
frequency. Depend ing on whether the transmit or receive mod* is used , the
higher or lower frequency is routed appropriately to the A/D or D/A converter.
Notice that no phase lock loop is required to generate the sampling frequencies
because the resampling and d.sampling filters are multiples or reciprocals
of the input sampling rate.

5.2 Digital Circuits

A detailed block diagram for the NBSCU is shown in figure 43.

The digital circuIt can be partitioned into two parts — the loading
circuits used to load the filter coefficients from mass storage memory into the
memory of the signal processor and the circuits that process the input samples.

5.2.1 Loading Circuits

The loading circuit is shown in figur e 44. The operation of this circuit
is described as follows :

Toggle switch, SOl, in the open position , enables EPROMS 1 and 2 and the
B input s to Mul. By depressing the preset switch SO2, the appropriate flip—
flops and counters are preset. Depressing switch S03 causes DOlOl to change
state, thereby turning the master clock on at A020l03. The clock then goes
through a counter which has outputs that are sub-multiples of the basic clock
rate . This is necessary because the EPROMS have a cycle time that is much
longer than the 200 neec master clock period . Using the divide by lb output

— 6 6 — 
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as the clock to the EPROM address counter, the contents of the first location
(which consists of the number of stages of filtering involved in the mod/demo

— process) is loaded into flip—flops D04, D05 while the content of location 2
(which contains the required number of constants and coefficients) is loaded into
flip—flops D06 , D07. The 36 bit macro instructions, each of which occupy 5 loca-
tions in the EPROM are loaded into the instruction RAMs which are addressed by
counters B05, B06. Comparators C04, C05, which compare the number of stages
required for the mod/demod process and the counter outputs, produce a signal

S when all the macro instructions are loaded into the instruction RAMs . The
coefficient RAMs then begin to fill up. The addressing device in this case
is a set of arithoetic logic units because of the resampling requirement which
will be seen later on. Upon completion, comparators COl, C02, C03 produce a S

signal that changes the state of flip—flop D0201, which turns a LED on indica— S

t ing that the processor is loaded.

5.2.2 Signal Processor Circuits

Upon completion of the loading process, the signal processor is left
in the idle state. It will remain in the idle state until enough samples re— S

quired for processing are gathered . The number of samples required can be
determined by the overall resampling rate. The circuit for buffer loading is
shown in figure 45.

When the required samples are acquired , a signal is produced at 0240308
- 

- and shaped by the one shot circuit ~OCO2 which produces a 30 nsec pulse that
changes the state of D0802 which turns 00401 on. The signal processor now
becomes active with the master clock turned on at 0040103 . Three reset pulses
are produced and designated RESET 1, RESET 2, RESET 3. RESET 1 is used to re—
set devices that need to be reset after all the input samples are processed.
RESET 2 is used to reset devices that need to be reset after each filtering
process. RESET 3 is used to reset devices that need to be reset af ter each
convolution.

After the proper devices are reset by the three reset pulses, the input
data, which are being held by the input buffer begins the transfer to the high
speed RAMs. The data transfer is complicated due to the resampling process.
The circuit is shown in figure 46.

Inputs to comparators COl and C02 will be coming from the macro inatruc—
tion RAMs representing the resampling rate used for the particular filter.
Since a resampling filter of 4:1 requires the processing of 1 sample out of
4 input samples, four samples are load ed into the high speed RAMs . However ,
the convolution process only takes place after the fourth sample is loaded.
~~ the other hand , if a 1:4 filtering function is to be performed all input
samples are used (including the zeroes used for zero filling). Therefore,
the inputs to comparator COl determine the overall samples required to
produce one sample. However, the input to the comparator C02 does not
represent the number of zeroes to be filled. Instead, the number of zeroes
needed is one less than the input to comparator C02. Provision is made so
that the state of the counter BOl can be stored in memory R05 in case not
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enough samples are available for processing . When enough samples are loaded
in the high speed RAN-s for one convolution, a signal from comparator COl will
turn on the clock to the convolutional filter at 0220102.

Notice that enough samples must be loaded into the high speed RAMs for
convolution to begin. The processor will go to the next macro instruction if
the samples are insufficient, i.e., the program counters 305, B06 will increment
when this condition occurs even no convolution takes place. This operation is
controlled by the circuit shown on figure 47.

The high speed RAN-s are addressed by counters B09 , B10, Bil, which are
loaded with an nitial address for the particular filter and increment each time
new data is deposited onto the RAMs. Decrementation begins when actual con—
volution takes placa. The address at which the counters stop counting is
stored in RAMs 901, &02, 903 because these data have to be retrieved for
processing the next set of data. This is shown in figure 48.

Since each time a new sample is loaded into the high speed RAN-, the
address counters increment by one to get ready for the next input, these .- -

counters have to be decremented by one when convolution occurs. For a parti-
cular filter operation , the beginning and ending addresses for the coefficients
are used and the circuit must have the capability to reset the counter to the
starting address during the loading process and must be able to reset to the
ending address during the convolution process. This is accomplished by en— - 

-

abling the A input of multiplexers M29, M30, M3l to detect the condition that F 
--

the ending address is reached. The 1424, 1425, 1426 1427, 1428 multiplexers are
then enabled so that the beginning address lines are used for loading into
counters 309, 310, 311. At the beginning of the filtering function, the S

previous address is loaded into th. counters by RESET 3 from RAN-s ROl, 902,
903. Convolution begins upon completion of the loading process.

The circuit for the convolution process is shown in figure 49.

Two shift registers SOl, S02 are used for controlling the timing re—
quirements for the two multipliers, the ALUs and the ALU output registers.
SOl is for the real channel while S02 is for the quad channel in the two channel
operating mode • Data from the two channels are alternately loaded into the S

input registers of the multiplier while outputs of the ALlis are loaded appropri-
ately into the corresponding accumulator registers. In the single channel
operating mode , the multiplier circuitry is the same as in the dual channel
mode. However , data now comes from one channel at all times and only one
accumulator register is activated . To operate the circuit at the most
efficient rate, the address counters B09, 310 , Bll have to be clocked at
twice the rate so that the two multipliers can operate at the same rate as in
the two channel case. This is accomplished by flip—flops D2502 upon coamand
from the instruction RAM. Notice that in both the single and dual channel
cases after the last data word is loaded into the multiplier, three clock

p pulses are required before data is available from the multiplier . This is
taken care of by counter B20. Signals coming out of counter 320 will trigger
the state of flip—flop Dll0l to change indicat ing that convolution is completed .
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The control circuits for the high speed RiMs, the multipliers, the ALUs and
S 

associated registers are shown in figures 50 through 55.

Depend ing on the process to be performed after filtering, the data
stored in the accumulator registers have to be conditioned. This can be done
quite easily by a set of shift registers. This is shown in figure 56.

The change in state of flip—flop DllOl enables the 1 of 16 decoder to - -
which the last four bits of the macro—instruction are wired. The 1 of 16 de-
coder , when enabled, activates the proper set of shift registers. As the zero S

logic level propagates down the shift register the corresponding functions are
accomplished . During these processes, the operation of the multipliers, the
ALUs, as well as the accumulator registers nay have to be activated again .
The control signals for these functions can be found in figures 50, 52, 54,
respectively.

The various tasks to be performed after filtering are as follows:

a. Filter ing

This is shown in figure 57 and gives the capability to the proces—
sor to perform cascade filter operation. The data are not changed and are loaded
back into the real and quad RAils appropriately. To simplify circuit design ,
both real and quad accumulators are used even in the single channel mode in
which only one register is used .

b. AM Transmit - Modulation

After the last stage of filtering in the AN transmit mode, a carrier
is added to the filter output sample and the resulting signal is mixed up to
57.6 KHZ for transmission. This circuit has to add to the accumulator register
a constant representing the carrier and multiplying the resulting output by
l,0,—l,0 , — the four samples of a sinusoidal wave for frequency trans—
lation. Since the ALUs can perform a negation function, no multiplication is
actually carried out. Furthermore, since multiplication by zero produces a
zero output, only every other output sample is required to be computed. There-
fore, for this particular process, the filter preceding the carrier addition
process can be set to be a 2:4 filter. This will reduce the overall number of
multiplication required for the process. Notice that the specification is
2:4 and not 1:2. A 2:4 specification indicates that 2 samples are required
to produce 1 output sample and that three out of four input samples are
zeroes , which is what the normal input would be if a 1:4 resampling were to
be done. A 1:2 specification will produce one output sample for every input
sample which has zero value at every other sample. This is incorporated

— into the circuit shown in figure 57.

c. AN Receive — Demodulation

The circuit diagram for this case is shown in figure 58.
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The function of this circuit is to obtain the amplitude of a vector
given in rectangular coordinates and in the arctangent process described
earlier. Notice that the absolute angle is not colnputed since the amplitude
is always positive.

d. FM Tr ansmit — Modulation

The circuit for FM modulation is shown in figure 59.

The output of the 1:4 filter is integrated to give a phase represen—
tation of the incoming signal which is used to address a sine/cosine table to
produce the sine and cosine value of the angle. The frequency translation
process is obtained by changing the signs of these numbers according to the
FM transmit algorithm.

5.

e. FM Receive — Demodulation
PS -

The circuit for the FM receive demodulation process is incorporated -
~ -

in figure 58. This is the same arctangent process used in the AN case. In
the case for FM, the absolute phase iø computed and is to be differentiated
to obtain the frequency of the signal.

f .  SSB Transmit and Receive

Following the last stage of filtering in the single sideband
receive or transmit mode, a frequency translation can be seen f rom the algo—
rithm. This is similar to the FM transmit case in which only every other
sample from the two channels are needed to produce the result. This is in-
corporated into figure 57. The frequency translation in this case is equivalent
to multiplying th. data by +1, +1, —1, —1, .... etc.

Notice that the coefficient and constant RIMs which are normally
addressed by the ALUs have to be addressed differently depending on which
constant is required during the demodulation process. This circuit diagram
is shown in figure 60 which is also the control logic for addressing the RAM
in the loading diagram.

After processing one set of samples, the resulting output can be D/A
converted back into an analog signal or the data can be put back into memory
for further filtering. For reasons of simplicity in control circuitry, two
sets of RAMs are needed. While the contents of one set of RAMs are used as
inputs to the processor, the other set stores the processed output. The
roles are reversed between the two sets of RAMs after processing one set of
data. To accoamodate the dual channel case, therefore, four sets of RAMs
are used. However, the address counters remain as two sets . To eliminate
the time required for transferring the input samples to these RAMs , the input
buffer is chosen to be the other set of the same RAN. By ping ponging this
set of RAMs with one of the two sets of RAMs in the real channel , data trans-
fer can be accomplished readily. The control circuits can be seen on figure
45 and the input/output wiring can be seen on figure 61.
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HARDWARE REQUIREMENTS

To implement the circuits in the design, high speed ICs have to be used
because of the real time requirement. Among the different processes involved,
multiplication is most critical and time consuming. The two candidates that 5

give adequate multiplication performance will be the AND 25S05 multiplier and
also the TRW SJ series multiplier . The AND device has a very slight edge
over the TRW multiplier in speed. liovever, the AND device only comes as a
2 X 4 bit package and would involve eighteen 24—pin ICs plus 5 high speed
carry look ahead ICs to realize a 12 bit by 12 bit multiplier. Because of
the real estate involved , the AM]) device was abandoned . The TRW device is
an LSI device with 64 pins and can perform multiplication at a rate of 175
usec, and draws a maximum of 850 ma equivalent to 4.25 watts at 5 volts.

All ALUs are Schottky ICs. For a 24 bit addition, with high speed
carry look ahead circuits , the addition time is only 19 nsec and presents no
problem of loading the circuit down . 

PS

The overall constraint on slowing the operating speed comes from the
address counters B09 , BlO , Bll as well as the RAMs. This is especially true
in the single channel mode in which the counters are to be incremented at
twice the dual channel mode. The worst propagation delay for a programmable
up/down counter is 36 nsec, while the address access time for the RAMS is
30 nsec, making a total of 138 neec. This is equivalent to a clock rate of
about 7 MHz. To operate at this rate, two multipliers are required. This
will give a safety margin as well as the capability for expansion in the
future.

r~l6. NBSCU Specifications

The following are specifications for major components needed as well as
various design parameters based on the present NBSCU design.

6.1 SAMPLE AND HOLD - 
-

Manufacturer: DATEL

Model No.: SHM—UH

Input Range : ±5V FS

Input Impedance : 100 Megohms shunted with 20 pf .

Sample command : 35 ± 10 nsec

0 to 5 volts positive pulse

3 nsec max . rise and fall time

Sample command Input Impedance : 50 ohms — requires 100 ma of source
current

-92 -
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Output Voltage Range : ±5V FS

Output Current: ±30 ma max.

Output Impedance: 10 ohms, max.

Acquisition Time : 35 nsec for full scale input

Aperture Time : 200 psec.

Output Slewung Rate: 500V/lisec

Maximum Sample Rate: 10 MHz

Hold Decay Rate: 50 ~iV/Usec
—

6.2 A/D Converter

Manuf acturer : DATEL

Model Number : ADC—G3C

Output Coding: 2’s complement (reverse coding)

No. of Bits: 10

Analog Input Range: ±5 volts

Input Impedance: 2K~2

Start Conversion: 2V mitt, to 7V max. positive pulse.

30 asec miii . width
“1” Resets

“0” — Starts Conversion

End of Conversion Output: 0 Conversion complete

1 Reset and Conversion Period

Conversion Rate: 1 MHz

6.3 D/A Converter

Manufacturer: DATEL

Model No.: DAC—VR 12B3C

Input Coding: 2’s complement

— 93 —
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Input Loading : 1 TTL load

Data Strobe: Information must be present at the register inputs of
the fl/A converter prior to strobing. Transfer of informa-
tion to the output pins occurs when the strobe input goes
from ito 0.

Update Rate: 10 MHz max.

Output Voltage: ±5 volts

Output Settling Time : <2 lisec to ± 0.025Z of FS

6.4 Processor

Input Buffer Size: 256, 12 bit words

Scratch pad memory size: 1,024, 12 bit words

Macroinstruction memory size: Sixteen 36 bit words

Multiplication Rate: 10 MHz

Addition Rate: 50 MHz

Maximum Sampling Rate: 5 KHz — 500 ICHz

No. of IC’s used: 360

Power Supply: 5 volt, —12 volts

Current drawn: 20 amperes at 5 volt

10 ma at —12 volts

Output Buffer Size: 64, 12 bit words (PIFO5)

No • of Circuit Boards: One 19” x 8” Multiplier — ALU Board

One 19” x 8” Memory Board
One 10” x 10” I/O and Control Board
One 8” x 8” Analog—Digital Conversion Board
These boards are shown in figure 62.
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APPENDIX A

NOISE SOURCES

In the course of digital processing of signals , there are many places
that noise may be introduced that may affect the quality of the signal. In
the following paragraphs, some of these noise sources are investigated.

A.1 Noise Sources from a Sampling Process

The quality of the signal begins to deteriorate the moment it is
sampled — assuming sampling is high enough in frequency so that there is no
aliasing effect. The first group of noiae sources come from the sample—and—
hold circuit which freezes the fast moving signal for the A/D converter to
make the conversion. Those noise sources are listed below:

1) OFFSET — This is the extent to which the output deviates from zero
with zero input and is usually a function of time and tern—
perature and can be adjusted.

2) NONLINEARITY — This is the amount by which the output versus input
deviates from a straight line.

3) SCALE FACTOR ERROR - This is the amount by which the output deviates
f rom specified gain (usually unity) . This para—
meter can also be adjusted.

4) APERTURE UNCERTAINTY — This is the time elapsed between the command
to hold and the actual opening of the hold
switch .

5) DROOP — This is the drift of the output caused by the discharge of
the storage capacitor.

Among the above nois. sources from the sample—and—hold , the most impor-
tant ones are the aperture uncertainty and the droop.

Th. aperture uncertainty has two components — a nominal time delay, and
an uncertainty caused by jitter or variation from time to t ime and unit to
unit and is shown in figure Al.

• The aperture uncertainty of a sample—and—hold unit dictates the rate that
the input signal can vary given that the signal is to be resolved to a certain
desired minimum value as in the case of an A/D converter. Assuming that a
signal of the form A sin wt is sampled by a sample—and—hold circuit. The
rate at which the signal varies with time will be the t ime derivative of the
signal and is given by the following equation :

sin wt — ~~ cos wt volts/sec H

A-i

- ~
.z- • ~~~~~
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If an AID converter is to be used to put the sampled value into 10 binary
bits , the aperture error should not cause the output to vary more than 1/2 LSB.
Assuming the AID converter has 1 volt as its full scale , therefore 1/2 LSB — 21l
volts. The maximum rate at which the input signal can vary is ~~ volts/eec,
and therefore, the m*i1~~~~ aperture error is 2 1l/ ciA seconds. Therefore , to
specify the aperture error, one must know the weight of the LSB of the AID
converter and the strength of the incoming signal. Notice that if üÁ becomes
larger indicating that the frequency is larger (A is a constant), a smaller
aperture uncertainty is required.

As aperture time is important to fast moving signals , the droop is
important to slow moving waveforms. A typical. diagram for the droop is shown
in figure A2 and is the effect caused by the discharge of the capacitor in the
hold circuit . Since slow moviztg signals imply a slower sampling rate, the
capacitor will have more time to discharge than in higher rate sampling cix—
cuits. Therefore, given the LSB f or the A/D converter using in conjunction
with the sample—and—hold with a certain droop , the minimum sampling rate can
be determined. For example, assume a sample and hold has a droop rate of
50 Mv/Usec and a 1 volt full scale 10 bit A/D converter has 2-11 volt as the
weight of half its LSB. The minimum sampling rate should be:

f — ((2-11 volt) (1 ssc/50 volt)]1 — 102.4 KHz

Sampling less than 102.4 F~z may yield an erroneous result at the output
of the AID converter.

The source of error coming from the A/D converter is known as quantization
noise. The noise arises because of the fact that only a finite number of bits
are used to represent an analog voltage . This is known as truncation error ,
or roundoff error depending on the scheme used to obtain the fixed binary
number .

For two’s complement representation, the error ET for truncation was found to be
0 ~ > —2—i’. Rounding off a two’s complement number will produce an error
given by the following expression:

_ (l/2)(2 b) < ER ~

The mean and variance of the quantization noise are shown to be

me — 0

0e
2 — ~2 /l2 — 2—2b,12

for rounding and

— _2—b,2

a~
2 — 2—2b/12

A-2
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for two ’ 8 complement - truncation.

If we assume that the signal power to the A/D converter is a~
2 , then the

signal to noise ratio produced by the quantization will be ax
2 /0e2 

—

(l2/2 2b)ax
2.

Expressing in terms of db, we have the following:

SNR — 10 log10 (ax2/ae
2) — 6b + 10.8 + 10 1og~~ (a

2)

It can be seen that the signal to noise ratio increases 6 db for each
bit added to the register length. To prevent the signal from exceeding the
dynamic range of the A/D converter , the incoming signal can be scaled . Let
A be the scaling factor , the resulting signal to noise ratio will then be:

10 1oglo(A
Z
~iZ). 6b + 10.8 + 10 log10 (a~

2 ) + 20 log10 (A)

Since A is less than 1, 20 log10 (A) is negative and so by reducing the
input amplitude, the signal to noise ratio is reduced . If A is assumed to be
(l/ 4)a~, the signal to noise ratio is (6b—l.24)db . To obtain a signal to noise
ratio of 60 db , 10 bits are required .

The effect of quantization for the coefficients is slightly different
f rom that of the A/D conversion process. In the A/D conversion process , noise
is introduced into the signal. In the quantization of the filter coefficients ,
the effect is a change from the ideal frequency response.

A.2 FIR Filter Noise

The filtering process of a signal is given by the following equation :

N—l
y(n) — £ h(k) X (n—k)

k.O

which is a convolution sum process. The direct realization of such a system
is a direct realization of the convolution sum process. The flow graph of the
realization is shown in figure A3.

Since the multiplication of two N bit numbers produces a number with 2N
bit s, the product may be truncated to reduce to N bits. This corresponds to
the addition of noise to the filter. Assuming that each product is rounded
off bef ore s~~~ation , the output noise is

N—l
f(n) — Z ei~(n)

k—O

A-3 
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and the variance of the output noise is
2 22bOf

where N — number of coefficients

Notice that the noise is cumulative and depends on the number of coefficientsused for the filter. Given the signal power , the signal to noise ratio for af ixed number of bits used can be computed. Notice also that if all 2N bitsare kept for addition with the accumulator output truncated to N bit , thevariance is red uced to 2 2b/12 which is identical to the noise produced bythe A/D conversion process. 
L

I 
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APPENDIX B

FIR FILTER DESIGN

There are many ways tha t finite impulse response filters can be designed .
One of the design techniques is by the Fourier Series method in which the
Fourier Series representation of the frequency response of the filter is corn—
puted and used as coefficients for the filter. Since the Fourier series have
infinite representations , these coefficients have to be truncated. However ,
direct truncation leads to the Gibbs phenomenon which manifests itself as a
fixed percentage overshoot and ripple before and after an approximated dis—
continuity in the frequency response. The size of these overshoots does not
reduce by increasing the impulse response duration . Instead , the overshoot
is confirmed to a sma~Ller and smaller frequency range as N is increased . To
solve this problem, various functions, known as windows are used to smooth
the filter response. The various windows are shown in figure Bl.

While the window design technique is good , it has its flaws. One problem
is that one needs a closed form expression for the Fourier Series coefficient

L which may be complicated to obtain . A more important problem is that the band
edges cannot be specif ied exactly since the window “smears” the discontinuity
in frequency.

A second method for designing FIR filters is known as the frequency
sampling method. In this method , the frequency response of a filter is
specified and samples are taken at equal frequency spacings. The impulse
response is obtained by using the interpolation equation. In the frequency
sampling method, in order to obtain the best result it is important that the
value for the transition region be an optimum value . To do the optimization p

problem, a series of equations have to be written and solved mathematically
for the solution. This involves linear programming and a computer is needed
as well as a simplex algorithm for minimization. The disadvantage to this
design technique is that the selection of N as well as the selection of
transition samples are based on experience and requires iterations of the
computer program to find the optimal transition samples. Notice also that
the ripplea cannot be specified.

A third , and recommended technique for designing digital FIR filters is• by means of the Remez Exchange Algorithm. The filters designed by using this
technique have proved to be optimal filters . Optimal in the sense that the
peak approximation error over the entire interval of approximation is mini—
sized . This program was run on the MADC CX 6600 computer and used for the
design of the various filters and differentiator in the algorithms. The
program is listed in the following pages .

B—l
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~EPEXC COC b600 F1~’ -13.O-P35C OPT:t 73/03/29. 13.26.51.. P AGE

~RCG RAM REMEX C (TNPUT,CUTPUT)
C
C
C

S C FRCGRAP FOR T$~ DESIG N OF LINEAR PHAS E F INIfE IMPULSE
C RESPCNSE (FIRe FILTER USING TIlE R~~~EZ EXCHANGE A& GORITrnI
C THREE TY~~ES OF FILTERS ARE INCLUC€O——BAN CFASS FILTERS
C DIFFER ENT IATORS, AN D NILBERT TRANSFORM FILTERS.
C

to c THE IP.PUI DATA CONSISTS OF S CARDS.
C
C CA R D 1——FILTER LENGTH, TYPE OF FILT ER (i—M ULT IPLE
C PASSBANO/STOPBAN O , 2—OIFFERENT IATO R, 3-Hu BERT TRA NSFORM
C F ILTER), NUMSEP OF BANDS, ANC GRID
c DENSITy .  (FORMAT — 1.1’) . 

-~C
C CARO 2——E AN OED GES ,  LOWER AND UPPER EDGES FOR EACH BAND
C WIT H A MAX IMUM OF 6 8A NOS. (FORMAT — 16F5.1.) - ‘

C
20 C CA PO 3—— C ESIRE D FUNCTICN (OR ~ ESIREt SL OPE IF A

C ~IFFERE N TIAT OR ) FOR EACH BAND. ( FORMAT — 6F5 ,2)
c L
C CA R D 4 , -—W EI G HT FUNCT IOb TN EACH BAN D. FOR A
C OIFFEQ (NT IA TOR , THE WEIGH T FUNCTION IS INVERSELY

25 C PPGPORTICNM. TO F. (FORMAT — 6F5.2)
C
C CARO 5-—RIPPLE 4140 ATTENUATION IN FASS SA NC AND STOP BAN O.
C THIS CA&~ IS OPTIONAL AND CAN B~ USED TO SPE~~U( L Q WPASS
C FILTERS DIRECTLY IN TE R MS OF OA SS BA NO RIPPL E £140 STOP SANC

30; C ATTENUATION IN OP. THE FILTER LENGTH IS OáT ERNINEO FROM
C THE APPROXI MATION RELATIONSHIPS GIVEN IN I
C 1. R. RA EINER, APP ROXIMATE DESIGN RELATIONSHIP FOR
C L O W PA S S  C IGITAL F ILT E RS ,  IEEE TRANS.  ON AU DIO A ND
C ~LECTROACUST ICS. VOL. AU-El, NO. 5, OCTOB ER 73.

35 C ~~W HEH THIS OPT ION IS USED THE FILTER LENGTH ON
C CARD I SHOU L0 BE SET TO ~~~~~~ (FORMA T — 2015.8)
C
C SA MPLE IP*FUT DATA SETUC
C

l.a C THE FOLLOWING INPU T C A A  SPECIFIES A LENGTH 32 SA NCPAS S
C FILTER WITH STOP3ANDS 0 TO 0. 1 AND 0.1425 TO 0.5, AND
C PASS BAN O FROM 0.2 TO 0.35 WITH WEIGHTING OF 10 IN THE
C STOPOANO S A ND I IN THE PASS8AND.
C THE GRID DENSITY IS 32.

‘5 C 032001003C32 -

C .C~ OO.t0Go.20ot .33C0.l.250.5000
C .0000i.O3G.000 0
c i o .oo i .oo c i a .o c
C

50 C THE FOLLOWING INPUT DA’A SPECIFIES A LENGTH 32 NID~.3ANO
C DIF FEPENT IATOR WITH SLCPE I AND WEIGHTING OF j~~F. THE GRID
C DENSITY IS ASSUMED TO BE 16.
C 032002001000
C .0000 .50CC

53 C I.GO0

B—)
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~ROt ~~ A p REME XC COC 6600 FTN V3~~~~~350 CF TZI 73 ,$~’2 3 .  13.26.5.. PAG E
C 1.2CC
C
C THE FOLLOWING INPUT CA~ A SPECIFIES A LONPA SS FILTER
C ~Y G IV ING C IRECT LY TIlj  RIPPLE AND A I T E N UA T : 3 N .

60 C 0 0 C 0 0 1 0 0 2 f l 3 2
C . 0 C O O . Z 0 C G . 3 O O ~~.5 0 C 0
C i.000.D000
C 1.0001.000
C C.2GGC0000000CC h0 .C0a30 C0Q00u0.~65 C

CC MM CN OES ,WT, AL PHA, IEWT ,NFCNS ,NGPIO ,PI2 ,AD ,DEV ,X,Y ,GRID
CIMENSION IEXT (€6),AO(€6),ALFHA (66),X(66),Y166)
OIMENSION H(66 )
DI PE1’.SIOP, OES(1Cl.5),GRIO(1O~~5).WT (i04.5)

70 DIMENSIO N EDGE (20),PX(iO),WTX (10) ,DEV IAT (tO )
CDENSIO N OM~GAt50 ).RESPAL50 )
DOUBLE PRECISI ON OMEGA ,SuM AR ,SUPAC,R€S PA ,ATT N,RIPPLE,SVRIP,DELT AF
COUBLE PRECISION P12,PI
GOUBLE PQECTSICN A0,OEV,X,Y

75 FI2=5.2d~~~853Q7j79556
Pj 3.1~ l 592653589979T

C
- - ‘ C THE FROGRA P IS SET UP FOR A MAXIMUM LENGTH OF 125, BUT

C THIS UPPER LIMIT CAN BE CHANGED 3Y EDIMENSIONING THE
50 C ARRA YS I~ X T , AD , ALP HA , ~, y, 14 TO BE N FM AX /2 4 2.

C THE ARRAYS DES, GRID, AND WT MUST BE DIMENSIONE D
C 16(NFPAX /2 • 2).
C

N F P A X I 2 P
65 100 CONTINUE

JT YPE :0
C
C PRCGRAP INPUT SECTIO N
C

90 REA OI ,NFILT ,JTY PE,NBANC S,LGRID
1 FOR MAT (‘13)

IFI NF ILT.GT .NF MAX .OR.NFILT .€O.3) CAU_ ERRCR
IF (N(ANOS.LE.0) N~ AhDS 1

C
95 C GRID DENSITY IS ASSUMED TO BE 16 UNLESS SPECIFIED

C OTHER WISE
C

IF (LGRIO 4.E.0) LGRIO=l€
J 9~ 2 N B  A P. 05

ICO REA D2 , (:DGE(J 1 ,J 1,16)
2 FOR MAT (1BLFS.l.))

REA O 3, (FX(JI ,J2 1,6) -

3 FORMAT (P(F5.2))
REAO1., (NTX (J),ixj,5)

105 ~ FORMAT (e(F5.2))
IF(JTYPE.EQ.01 CAL L ERROR
IF (NFILT .EO.0) GO TO t~NR OX C
GO TC It

110 10 REAOS,QIPFL!,ATTN

B-4
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PROGRA P EPEXC COC 6600 FTP. V3 .0—P380 OPT~ j 79/03/23. 13.26.54. PAGE 3
5 FORMAT (2015.6)

• RIPPIE.l~~~~(R IFDLE/2 0)
*TT N~~j G~~~( — A T T N / 2 O )
RIPPLEz(RIPPI.E~~j)/(RIPPLE+t)

115 R IPPLE *OLCGIO (RIPPLE)
A T TN~ CLO Gi C (AT T N)
SV R IP=RIPF ~ E
RIPPLEz(3.CO53 r 9*(RIPPLE4~ 2 ) + C .0T ~~Il,4R IPPLE~~~.1.76 t )4AT T N

1+( 0 .0 C 2 E 6 (RTPPL!~~~2) —0.591.1 RIPPLt—0 . 1.278)
120 A TTN ~~jj . 01217+ 0 .51Z1.’. SVR IP—0. 5 1~ 4k A T T N

CEL TA FZECGE (3 )—EDGE (2)
MFILT=RI FPLE/0EI.T A F — A T T N~ (0ELTAF4~~2)+1
NROX S I

Ii NEG~ 1
125 TF(JTYPE.EQ.i) N!G=0

N030 NFILT/2
N O C0~ NFILT—2~ N O D O
NF CNS~ P-4FtL1/2
T F( NOOG . EO.1.ANO.NEG .EQ.0) NPCNS NFCNS.1

130 C
C SET UP THE GRID DENSIT?. THE NUMBER OF POINTS IN THE GRID
C IS 1FILTER LENGTH + 1) GRIO DENSITY/2
C

GRID (i)=EOGE (1) f135 OELF=LGRID4NFCNS
CELF=0 .5/CELF
IF(NEG.E Q.~~) GO TO 135
IF(EDGE (1).LT.DELF) GRIO(1)=OELF

— 133 CONTINUE
11.0

LPANO~~1-Th 11.0 Ftj PZ ECG E( L.j )
_____ 11.5 TEMP:GRIC(J)
11.5 C

C CALCULAT E THE DESIRED MAGNITUDE P€SPONS~ AND THE WEIG HT
C FUNCTION ON THE GRID
C

C ES(J F EFF ( TEMP , FX ,  W TX ,L BA NO , .31 Y°E I
150 NT (J)ZWATE tTEHP ,FX ,WTX ,LEANO,JTYPE)

JzJ+j
GRI O IJ IX TE PIP+DELF
IF(GRIO(.I) .GT. FUPI GO TO 150
GO T C I 4 5

• 155 15” GRID (,J—1)zFUF
DES (.3— 1) ~EFF (FUP,FX ,WTX ,LBAN O , 4TY PE)
WT (J—1 )Z NATE(FUP,FX,WT X, LBANO,JT IPE)
LBANO SLBANO +1

160 IF( LB A ND .GT .NBAN DS) GO TO 160
GRID(J)~~ECGE1L)
GO TO 11.0

160 NGPIC’J—l
IF(NEG.NE.N000 ) GO TO 165

165 !F(GRIO(NGPID) .GT .(0 .S-O&LF))  NGRIO~ P1GPID—1

3-5
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F PROGRAM REPEXC COC 660C FTN V3.~~-P36O OPTz1 79/03/29. t3.28.5l.. PAGE

16C CONTp4UE •
C —

C SET UP A NEW APP ROXIMATION ~ROQLEM WHICH IS RQUIVALENT
C TO THE- O~~IGINAi. PROBLEM. -

170 C
IF(NEG ) j70,17~’,18C -

170 ZF ( NCOO. EQ.I)  GO TO 200
00 175 J:j,NGRIO

• CHAN GE=OC O S IPI’ G RID(J ) )
173 • DES (J):OES (J)/CHANGE

17! W T IJ ) 3 NT ( J )~~CHANG E
GO TO 20’

len IF (NOCC.EQ.1) GO TO 190
DO 18~ J:1,NGPIC

150 CHANGExOSIN (P!~~GRIC (J))
DESIJ) DES (J)/CNANGE

16! WT(J) zWT (J)~~CH*NGr
GOTO 200

IRO CO 195 .j’l,NGRIC
-~ 155 CHANGEzO !IN(P12 GP10(J)) 

- 
- -

DES(J )~~O ES(J ) /C HANG E
195 WT (J)~~WT (J)4CHANGE

C
C INITIAL GUESS FOR THE €X TRE M AL FRE QU ENCIE S—— EO UALLY

190 C SPACED A LCNG THE GRID
C

200 T EHPZF LOA’(NGR ID—i )/ FLCAT ( NFCNS I
CO 210 J~~1,NFCNS

210 IEXT(J)z (J—i ) ’TE MP+l
195 IEXTtNFCNS.iI=NGRIO

NM1~ NFCNS-l
NZ’NFCNS+i

C
C CALL THE REMEZ EXCHANGE ALGORITHM IC 00 THE A PPROX IMATION

200 C PROBLEM
C

CALL REN!Z (EDGE.NBANOS )
C
C CALCULAT E THE IMPULS E ~ESPONSE.205 C

IFINEG) 300 ,300 ,320
300 IF(NOt D.EC.UI GO TO 31”

00 30! Jai ,NM I
305 H (J) 0.5’*LPHA (NZ—J)

210 - P$(NFCN S)SALP HA(1)
GO TO 3S O

310 H(1)~~0.2~~’A LPHA (NFCNS)
00 313 J:2,NMI

315 IIIJ)X0 .25 (ALPHA (N Z—J)IALP HA (NFCNS+2—JI )
215 H (P.FCNS):0.54ALPHAI1),C .25~ ALPHA(2)

GO TC 35’
320 IFIN000.EQ.0) GO TO 330

H( 1)~~0 .2S A LPH* INFCNS)
H( 2)z0 .25’A LPHA (NMI)

220 30 325 J:3,NMj

3-6
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PROGRAP REMEXC C3C oGCD FTP. V3.0—P !5C OPT:t 79/03/25. 13.28.54. PAGE 5

323 H(,J )~~O .25~~(A L PhA ( N2—J ) -A LP HA ( NF C N5 + 3— ,J))
• H(NFCN!):O.5’ALRNA(j)—” ,25~ ALPHA(!)

HlNZ)~~G.0GO TO 350
225 330 H(11 0.ZS ALPHA(NFCNS)

• 00 335 J~~2,NMi
335 HIJ)z0.25~~(ALPHA(t47.J)-ALPHA (NFCN5+2—J))

H(NFCNS) :0.5eALPHA(j)—0 .25~ ALPHA (2)
C

230 C F RO GRA P CU TPUT SECTIUN
C

PRINT 31.0
340 FOPNAT (1I’l)
350 PRINT 36~235 360 FOPM A T (25X ,~~FINITE IMPULSt RESPONSE (F IR)4/

125X. LIN EA R PHASE DIGITAL FILTER OESIGN~ F
225 X,~ REME Z EXCHANGE ALGORITHN~/) - -

IF(JTYP E .EQ.1)PRINT 36!
365 FCRP lAT(2SX ,~ BAN OPA SS FILTER~ /)

21.0 IF (JTYPE .EQ .2) PRINT T’O
370 FOP$AT (2!X,~ OIFPERENTTAIOR3/ )

IF(JTYPE.EQ.3) PRINT 375
375 FORMAT (25X,~ I4IL9ERT TRANSFORNER’/)

PRINT 378,NFILT
21.5 378 FORNAT (25X,~~FILTEP LE NGTH ~ •,I3/ ) f~

.
IFINROX .EO.t ) PRINT 3’!

37! CORMAT(25X ,~ F I L T E~ LENGTH DETERMINED B Y APPROXIMAT ION~ / )  
I -

PRINT 380
380 FOPMA I (23X ,’...., IMPULSE RESPONSE ••, ,• 4)

250 00 361 J~ 1,NFCNS
K~ NF ILT4 1 J
tF (NEG.EO.0) PRINT 382,J,H(J),K
IF(NEG.E Q.i) PRINT 363,4,H(J),k

381 CONTINUE
255 382 FORMAT(20X,’t41~~,I3,~~) s ‘,ElS.a, =

383 FORMATl2CX,~~H(~~,I3,~~) z .E15.6,’ =
IF (NAG.EC.i.ANO.N000.E0.1) PRINT 381.,NZ

381. FORMAT (2CX ,~ H(~~,I3,~~) 0.0 )
DO 1.50 Ksl,NBANOS,l.

260 IUP = K+3
IF (KUP .GP.NBAN CS) KUP NBAN O S
PRINT 355,(J,J K, KUP )

365 FORMAT4/2 ’ .X ,4(~~9AN D~ ,I3,8X))
PRINT 390 ,(EDG E(2~~J—t )  ,J K,KUP)

265 390 FORMAI(2X,’LOWER SAND EDGE~ ,5Fj3.9)
PRINT 393,(EOGE(2*J),J K.KUP )

395 FORMAT(Z X , ’tJPP!R BAND !06E ,5F15.9)
IF(JTYP(.NE.2) PRINT U00,(FXU),JzK,KUP)

1.00 FCRMAT (2X ,~ QfSIR!D VALUE ,ZX,5F13.9)
270 IF (JTYPE.EO.2) °QINT l.A5,(FX (J),J K,KUPI

405 FORMAT (2 X,4OESIRED SLOPE ,ZX,5F15.!)
PRINT 1.10, (NIX (J) ,JzK,KUPI

1.10 FORMAT(2X,’W!IG HTING~ ,6X,5F1!.9I
CO 1.20 JzK ,KUP

273 420 OEV IAT (J )ZOEV /W TX( J )

3—7
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PROGRA P REPE XC CDC 66CC FTN V3 .0—P38C OPT=1 79/33/23. 13.21.5.. PAGE 6

PRINT 425,(DEV !AT(J),J K,KUP)
425 FORMAT (2X, OEV IATION ,BX,5F15.9) -

IF(,jTYP~~.N€.t) CO TO 1.50
DO 1.30 J=K,ICUP

280 IF (FX (J).EC.1.0) DEVIAT (J)zU .0,CEVI*T (JI)/(1.0—OEVIATCJI)
‘30 OtV I*I(J)=20.O ALO G IO(DEV IAT(J ))

PRINT l.35,IDE~ 1At IJ),J :K,KUP)
1.35 POkM A T (2 x ,~ 3EVI*T IOh IN 08 ,SFIS,9)
‘SO CCNTIP.UE

285 PRINT 1 .55 ,(GR IC( IEXT (J ) ) , J 1,NZ)
1.5! FOPM A T (/2X ,~~EXTREMAL FQEQUEP4CIES~ / (2 X , 5 Fj 2 . 7 ) )

PR INT 1.60
1.60 FORMAT(IHI)

C CALCULAT E FREQuENC ( RESPONSE
290 PRINT 710

710 FOPMATU8X~~... ..... FREQUENCY RESPONSE ........~~)00 610 IKA = 1,50
CHEGA (IKA) = 0.010000000~~(IKA — 1)
SL’~AR * 2.0

295 SU 14AC * 3.~CC 620 NIX = 1, NF CNS
SUMAR SUMA R +H (NIK)4(OCCS (PI2*ONEGA (IXAI~~(NIK.13) •

iOCOSIPI2 OMEG A 1I KA )~~4NFIL T—NIK )))
SUMAC = SUMAC • N(NIK)’(OSIN(PI2~OMEGAUKA)~~4NIK—1)) +

300 1OSINiPI2 OHEGA (XKA) *(NrZLT—N TKI ))
620 CONTINUE

IF 4HCDD.EO.1) SUMAR= !UNAR—H (NFCNS)*OCOS (P12+CPEGA (IKAI.(NFCNS
1-1))
IF (N000 .EO.1) SUNAC=SUMAC—N(NcCNS) DSIN(FT2~~CMEGAlIKA ) •( NFCNS

305 1-1))
RES PA ( I KA)  = DSQRT (SU MA R~~~2 + SUIIAC 2
R ES F* ( I K A)  211 .O D LO G I O ( R E S PA ( I KA ) )
PRINT 630 ,  O M E GA ( I KA ) , R ES P A ( I KA J

630 FORMA T (15X,Q12.h,15X,012.k)
310 610 CONTINUE

XF (NFILT .NE.0I GO TO 120
CONTINUE
E N D

3—8
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FUNCTION ECF COC 66~ 0 FTP. V 3 . 3 — P 3 $ C  CPTxI 79/3 3/25 , 13.28.5’., PAGE

FUNCTION EFF (TEM°,FX,WTX,L8ANO,JTYFE)
C
C ~UNC?ION TO CALCULATE THE DESIRED MAGNITUDE RESPONSE
C AS A FUNCTION OF FREQUENCY

S C
DIMENSION FXI5I,WTX (5)
IF (JTYP€ .EQ.2) GO TO 1
E FF= FX LEAN O)

- - RETUR N
10 1 Err=cXcLeANo) .TENp

RETURN
-
‘ 

- END

- ________  ~~~~~~~~~~~~~~~~~~~~
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FUN CTTCP4 N ATE CDC 5600 FTP. V3.0—P380 OPT.i 79/03/29. t3.Z6.5
~~• PAGE

FUNCTION WATE (TEMD ,FX ,blIX ,L~ AP4O,JTfFE)
C -

C FUNCTION TO CALCULATE THE WEIGHT FUNCTION AS A FUNCTION
C OF FRE QU ENCY

S DIMENS IO N FX (S),WTX (5 )
IF(JT1PE.EC.2) GO TO 1.
WA TEZW TX( L PANO )
RETURN

1 IF (FX4LBANO ).LT.0.001) GO TO 2 -;

10 WATEaWTX (L~ AND),TEplFRETUR N
2 W ATE WTX (LPANO ) -~~~

RETUR N
END

8—10
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SUBROUTINE ERRO R COC 6600 FtP. V3.0-P360 OPTaI 79/33/~ 9, 13.Zl.5~~. PAGE 1
SUBROUTINE ERROR
PRINT I

I FORMAT( ’ 
~~~~~~~~~~~~ ERROR IN INPU T OA TA 

~~~~~~~~~~~~~~~~STOP 
-5 ENO 
-

I

1,

1W
8—11
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SUBROU T INE QEP!Z COC 56CC FTP.  v3 .O—P360  OPTzI 7 9/0 3/29. 13,26.5...PAGL

SUBROUTIN E REMEZ(EDG! ,NeANO S)
C -

C THIS SUSPOUTINE IMPLEMENTS THE R~ MEZ EXCHA NGE ALGORITHM
C ~OR THE WEIGHTED CHEBYCHEV APPROXIMATION OF A CONTINUOUS

5 C FUNCTION WITH A SUM OF COSINES. INPUTS TO THE SUBROUTINE
C A RE A DENS! GRID WHICH REPLACES THE FR~ AUENCY AXIS, THE
C DESIRED FUNCTION ON THIS GRID , THE WEIGHT FUNCTION ON THE L
C GRID, THE NUMBER OF COSINES, A NC API INITIAL GUt.SS OF THE
C EXTRE MAL FREQU ENCIES. THE RRO (aRAN M INIMIZES THE CME 3YCHEV

10 C ER ROR BY DETERMINING THE BEST LOCATION OF THE EXTR EMAL
C FRE QUENCIES (POINTS OF MAXIMUM ERROR) AND THcN CALCULATE!
C THE CC !FFICIENTS OF THE BEST AP PROXIMATION.
C

COMMON D!S,WT,ALPHA,1!XT,NFCNS,NGRIO,P12,AC ,DEV,X,Y,GRIO
1, DI)EP.SIOP. !OGE (23)

DIMENSION IEXT(6B),AO (S5),ALPHA (56),x (66),Y(55)
DIMENSION OES (1C1.5),GRIO(ICI.S) ,WT(101.3)
0INENSIOP. l(55$,P (65),Q(6S~
DOUBLE PRECISI CN P12 ,DNUM,00EN ,DTLNF ,A ,P,Q

20 DOUBLE PRECISION AO,DEV, X ,f
C
C THE PROGRA M ALLOWS A MAXIM UM NUMBER OF ITERATIONS OF 25
C

ITRMAX ZZS
25 CEVL — t.0

NZ NFCNS ,1. r
N ZZ*NFCNS+2
NITER C

-- 100 CONTINUE
30 IEXT(NZ Z)SNGR IC +j

NITER.N ITER +1
IF N ITER .GT .ITRMAX ) GO TO 4uO
CO 110 J’l,NZ
DTEM P=GR T Q (IEX T (J) I

35 OT~ M P=OCOS(0TEMP*PI2)
110 X(J)ZOTEPP

JETz(t.FCNS~1)~~~5et
CO 120 Jzj,NZ

120 AO (JIzO(J,NZ,JcT)
40 CNUM C.0

CCEN O.0gc*t
00 130 .3 1.NZ
I.SIEXT (J )

45 CTEP (PZAO (J)’OES(L)
CNUMW CNU P I +OT!MP
CTEMPsK~ *0 (J)/WT (L)
ODENaCOE N+OTEMP

130 Ks—K
50 CEV CNUN /CCEN

NUsI
IF~OEV.GT.3.0) NUs—1
CEV z-NU~ CEV
KZNU

• 53 CO 11.0 J 1,NZ

3—12
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SUBROUTINE REPEZ CCC 6800 FTN V3 .0—P 580 OPTz1 79/03/23. 13.2$.5~~. 
—

• La T E X T ( J )  PAGE 2
~~~~~~~~~~~~~~~~~~
UJ) ‘DES (LI .OTEM~

1’4 Ka -K
• 50 IF (OEV .GE.3EVL ) GO TO ISO

CALL OUC H
GO TO 1.0~

130 CE V L CEV
JC$NGE*C

65 K1 *IEXT( 11
KNZ ’IEXT (NZ)
ML OW. 0
NUT s-MU
.3=1.

70 C
C SEARCH FOR THE EXT REMAI. FREQUENCIES OF THE BEST
C APPROXIMAT ION
C

200 IF (J .1O.PIZZI YNZ .CONP
73 IF (J.GE.PIZZ) GO ‘0 300

KUF*IEXT IJ.j)
L IEXT (J).1
NUT s—NUT
IF(J.E Q.2) YISCONP
COMP .OEV
IF(L.GE.kUP) GO TO 220
ERR SGEE (L ,NZ)
ERRSIIRR-OASIL))’WT (L)
OTEMP. MU T~ ERR—COMP

85 IF (OTEMP.LE.0 .0) GO 70 220
CONP’NUT~ ERR

210 L*L +1
— TF*L .&E.XUP) GO TO 213

ERR=GEE (L,N2)
90 !RR=lERR—OE S(L))~ WT (L

- -  OTEM PaNU T~ ERR— CONP
IF (DTCMP,LE.J.O) GO TO 215
CO NP NUT E
GO TO 21(~

93 215 IEXT (Jb a I_ — 1
.3=.3+1
KLCNZI —1
JC$NGE~JCPINGE+ I
GO IC 200 

i - -

100 220 L’L—I
225 .‘L—l

— 
IF (L.LE. KLOW ) GO TO 2 5”• ERRSGEE (L,kZ)
ERR I(ERR—D ES *L )~ W T L

103 OT!MPsNUT’ERR—COHP
IF (CTEMP.GT.0.C) GO TO 230
IF(JCHNGE .LE .0 ) GO TO 225
GO tO 260

230 COMP sNUT~ !RR
11. 235 L 1 1

3—13 —
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SUBROUTINE QEMEZ COC 6600 FTP. V3,0— P3IG OPIzI ~9/C3/2’3. 13.28.54.

IFtL.LE.KLCWI CI~ TO ~~~
ER P’GE!(L.NZ) PAGE 3
!RR=IERR—O!SU.)15w1(L )
OTEMPENUT’!RR-COMP

115 IF (OTEMP.Lc.C,fl) GO TO 21.C
COMP’NUT.4ERR • .

~~GC TC Z3S
21.0 ICLO W IEXY (JI

120
JCHNGE*JC$NGE.1
G0 T0 200

230 LSIE XTIJ).1
IFtJCHIIGE.G’ .G2 GO TO 215

123 733 1 L.1
IFIL.GE.KUP) GO ‘0 260
ERR GIEI I ,NZ)
ER Rz t EAR —OES(L I I ~W T IL)
OTE MP=NUT’!RR.CONP

130 IF (DTE$P,LE.0, 0) GO TO 255
COPP NUT’t.RR
GO TO ZSO

260 CLCW a I~ XT (J)
J.J4j

133 GO TO ZOO
300 IF (J .GT .NZZ) GO TO 320

IFIIIi.GT .TEXT(i)) CIZICXT (1)
IF (KNZ,LT .t~~ T (NZI ) KNZ IEXTINZ)
NUTI*NIJT
NUT S-MU
1:”
KUFaXI
COM PS VN Z ’ (l.OOCOI )
LUCK*t P

11.3 310 L L+l
IFIL.GE .KUP GO TO 315

~RRa (ERR— 0ES (L)I~ W T(LI

~TENP’NU T~ ERR—COMP
150 IP IDT ENP .LE .3 .C)  GO TO 310

COIP.NUTSCRR
jaN22
GO TO 210

315 LUC~s5
155 GO TO 323

320 IF(LLCK.GT.9I GO TO 35
IV ICCPP .GT .71) ‘VI*COMP
KI IEXTAPiZZI

325 L’I*GR!D.1
160 KLOW aKN Z

NUT —NUT I
COMP Y 1~ 

(0 .03001)
330 L *L—1

IF(t.LE.KLOW ) GO TO 31.0
lBS ERP *GEE4L,N Z)

8—14
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¶ L BPOU’!N! OC MEZ COC bOG” FTP. V 3 . 0 — P 3 8 0  OPTSI 79/0 3/29 . 13.26.54.PIGE

€ R R ’ ( E R R - O E S ( L ) 1 5 W T ( L )
DIE MR. NU 7’ ERR—C OMP
IF(OTIMP.LE.2.0) GO TO 330
jzkZZ

178 COHP NUT’ERR
LUC~~ LUCK.10 

- 
-

GO TO 233
31.0 IFILLCI(.EQ.6 1 GO ‘0 3’3

• CO 3i.5 J’I,NFCNS
173 31.5 IEXT (NZZ-4) IEXT(NZ—JI - 

- 

-IEXT (1)u Kl

3C) I~N*1EXT (NZZ)CO 360 J=1,NFCNS p,
180 360 XEXT (J)sZ!XT(J.tI

IEAT (KZ) aM P.
GO TO 10~3’0 IF(JCHNG!.GT.Oi GO TO 100

C CALCULAT ICH OF TP4~ COEFFICIENTS OF THE BEST APPROXIMATION
183 C USING THE INVERSE DISC RETE FCU PIER TRANSFORM

I,(I0 CONTINUE
NM 1 N~CNS.1

- 
- -

GT!NP.G*I0(t$
190 X (NZ2)a—2.2

CN 2’NFCPIS—1 I - -

CEL.Fsl.S/CN
L~ 1
KKK’0

195 IFIEDGE (1).EQ.0.0.ANO.EOGL(2’NBANDS).EQ.0.3) KKX=1 —

IF(NFCNS.LE.31 kKK=1
IF(*kk.EC.1) GO TO 1.05
CT!MPSOCCS (R12’C;RIO (l,) P
GNUMSOCOS(PIZ GRIO(NGRIDfl

201 AAuZ ,I ,(OTEMP—CNUN )
8Bs-(OTENP.ONUM)/ICTENP—ON UR

1.03 CONTINUE
CO 1.30 Js1.NFCNS

205 *T OCOSIPX2SFT)
IF(KKk.EQ.t) GO TO 1.10
*T~ (XT BB )/ AA
FTaACCS(XT )/P1 2

1.10 XE RIL )
210 IF1XT.GT.XE) GO TO 420

IF ((XE—XT ) .LT,FSH) GO TO 1.15
L.L+1
GO TO ‘40

1.15 A (J) Y ( L)
213 GO TO 42 E

1.20 IR (IXT—XE).LT .FSH) GO TO 1.15
GR1011 ) FT
*14) ~GELI1,NZ)

1.25 CONTINUE
220 IFft..GT.t) LSL—t

3—15
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SUBROUTI NE REPEl CDC 6600 FTP. V3.3 P380 OPT*1 7~ /w3/29 . 13.26.5...

1.30 CONTINUE 
- 

PAGE 5 - 
-

GRIO(i)=G’~ M~ 
- 

-
~

CDENzP12 lC~l
CO 51C Jz1,PIFCNS

225 OTE MPZC O
CNU MS(J—t)’ODEP
IF(NMI.LT.1) CC T~I !C5
CO 500 K:1,NMI

~~~ OTEMP :CTCMP•A(K41)’CCOS(ONUN’ () - -
230 505 OTEMP=E .O’OTEMP.*II)

510 ALPHA (J)$CTEMP
DC 530 I’2,NFCNS

550 ALP NA(J ~~~2’ALP HA (J)/CN

— 23! IF(Krnc .EC.1) GO TO 51.5
P( 1).2 .O’A LPHA(NFCNS) ’EB .A LPHA (NMI)

O (1) ALPHA(NFCNS—2 ) —ALP NA (NFCNS)
CO 51.0 4z2,NMI

21.0 IF(J,LT.NP1$ CC TO 315
AAs O.5 SA 1 1~ae=o.s’se

315 CONTINUE

245 CO 520 Ksi,J I -

-A(x)sP(K)
520 P( K ) z Z . O ’ F B •A ( K I

JMI J—1.
250 00 525 K=1,JM1 , - 

- -

523 P(K)sP(K).Q(Kj.tA~ A (K.2)
JP 1ZJ.1
CO 5!C X*3,J PI

53~ P ( K ) s F ( K ) .A A ’* IK—j )
253 IF (J .EC.NM1 ) GO TO 3..t

DO 335 k*I,J
333 0(112.—AIM)

C(t).Q (jI.ALPHA(NFCNS-t—JI
51.0 CONTINUE

260 CO 51.3 J.1,NFCP.S
51.3 AL PH*IJ)aP(JI
51.3 CONTINUE

IF(NFC NS.GT .3) RETURN
ALPNAINFCNS+j)zO,O

265 AL PHAINFCNS.2) ’0 ,O
RETURN
EPIC

3—16
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VI -~FUNCTION C CDC 6600 FTP. V3.0—P380 CPT~ 1 79/~ 3/29. 13.26.51.. PAGE

COUBLE PRECISION FUNCTION D(K,N,M) 
- -  -

C FUNCTION TO CALCULATE THE LAGRANGE INTERPCLAT ICN
C COEFFICIENT FOR USE IN THE FUNCTION GEE

COPMCN DES,WT,ALPHA ,IZXT,NFCNS,NGRIC,pI2 ,*D,O!V,X,Y,GRIO -~~
- -

5 QIMENSIOP. IEXT (66),AO(6b),ALPHA(56),X466),y (66) V
CIMENSIOP’ DES(10’.5 ),GR IO (i045) ,WT1101,5)
COUBLE PRECISION At,OEV,X,Y
DOUBLE PRECISION 0
COUBL E PRECISION P12

10 D 1.O
Q=X (K)
00 3 Lzt,M
00 2 J L,N,P4
IF (J— K)1 ,2,1

15 1 C=2 .0’D~~1Q— X ( J )
2 CONTINUE
3 CONTINUE
0=1.0,0
RETURN

20 END

B—li
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FUNCTION G~! CQC 65~~ FTP . v3 .0—P 380 OPIst 79/03/29. 13.26.5.. PAGE P4

DOUBL E PRECISION FUNCTION GE~~(K.N)C F~ NCTtON ‘0 EVALUATE 1H~ FREQUENCY RESPONSE USING THE
C LAGRANGE INTERPOLAT ION FORMULA IN 114€ eARYcENTRIc FORM - 

-

COPMCN DES ,W T ,ALPHA ,IEXT,N FCP4S,NGR IC.PI2,A D,DEV,X ,V,GRIO
S DIMENSION IEXT(66),*O (66),ALPPIAI66),x(56$,y (55,

DIMENSION OES( 1043) ,G RID( jO45) , W ’( i 045)
DOUBLE PRECISION P,C,O,XF
DOUBLE PRECISION P12
DOUBLE PRECISION AO,OEV,X,Y

10 P~~0.0
*FXGR IO (K)
XF=OCCSI P12’XF )

CO I J 1,N
15 CX X F—X J)

C=A 0(J)/C
D.O.D

I Da p•c~ y(j)GE != P/O
20 RETUR N

- -V.- - EPIC 

- ~~~~-
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.

suepoU-YINE OUCH COC 6600 FTP . V3 .0—P360 OPT=1 79/u3/29. 13.26.51.. FACE

SUBROUTI NE OUCH
PRINT I

I F O PPPAT(
~~.... ....... . FAILURE TO CONVERGE ,.. ..,..., ...,

I’OFROOABLE CAUSE IS MACHINE ROUNDING ERROR’/5 2’OTHE IMPULSE RESPONSE HAl BE CORRECT’/
3’OCHECK W ITH A FREQUENCY RESPONSE’)

RET URN
EPIC

3—19

_ _ _  - 
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D I S T R IB U T I O N  L I S T

R~~ORT NO. NADC-7 9153—40

AIRTASIC NO. WF21-200-000
Work Unit No. ZC902

No. of Copies

N&VAIRSYSCOM, AIR—950D . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
(2 for retention)
(1 for AIR—370)
(1 for AIR—5330)
(1. for AIR—53301)

cNo ....... •... ..... .... I . ..  • • •  ......... .... 2
(1 for OP—951)
(1 for OP—952)

CO OPTEVPOR  .... .  .. . .. .. . .. . .. ........  1
DDC . . . . . • . . . . . . . . . . . . . . . . . . . . . . . . 12
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