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ABSTRACT

Analyses are described of knowledge structures used to understand and solve problems in high school geometry and in primary-grade arithmetic word problems. Analysis of geometry problem solving has clarified the nature of strategic knowledge needed by students and raises the question whether more explicit training in strategies would be beneficial in school instruction. Analysis of semantic knowledge needed to understand word problems raises questions about relationships between students' learning of computational procedures and their understanding of general types of quantitative relationships.
As concepts and methods for the analysis of complex cognitive performance have developed, it has been increasingly attractive to think about their potential use in analyzing tasks that are used in instruction. The idea of applying concepts and methods of cognitive psychology to the analysis of instructional tasks is certainly not new; efforts of such early investigators as Dewey, Judd, and Thorndike come to mind, as well as more recent contributions by Atkinson, Gagné, Glaser, Resnick, Skinner, and Suppes, to name a few. However, recent developments seem to have added a new dimension to the potential use of ideas from psychology and other cognitive sciences in the analysis and design of instruction. At least that seemed the case to me when I wrote a chapter entitled "Cognitive Objectives of Instruction," in 1974 (Greeno, 1976a). The organizers of this conference requested that I prepare a paper on that same topic. Perhaps it will be useful in this context if I present a brief progress report of work that I have been engaged in during the meantime. Much of this work is still in very early stages, and I apologize that this presentation is still more a research program than a set of results. However, some of the potential research that I sketched in 1974 has become actual research, and it may be useful to report the directions in which those ideas have developed during the short period since publication of that earlier article.
In my earlier paper, I discussed three kinds of instructional tasks: performing calculations in arithmetic, proving theorems and solving other problems in geometry, and understanding concepts in science. I did not intend to suggest then, nor do I now, that these topics exhaust the instructional domains in which cognitive science will contribute to instructional practice. For example, my short list did not include the analysis of reading skill, which probably is the domain in which the most has been accomplished in relating cognitive science and instruction. However, the three tasks that I discussed represent three important theoretical foci, and my research has progressed in ways that are relevant to those three kinds of tasks.

The analysis of calculating skills uses concepts in the theory of cognitive procedures. The analysis of knowledge acquired in geometry uses concepts in the theory of problem solving. And the analysis of understanding scientific concepts uses concepts in the theory of semantic schemata used in the process of understanding language. The work that I will discuss in this paper has involved analyses of geometry problem solving and arithmetic. Thus far, our studies of geometry have fit rather well into the research domain of problem solving. However, in our study of arithmetic we have become concerned with processes of understanding and semantic schemata, as well as with procedural knowledge involved in computational skill.

Problem Solving in Geometry

When the cognitive processes involved in an instructional task have been analyzed, the results can be viewed as a hypothesis about the knowledge that students acquire when they successfully learn the material given in instruction. The knowledge required for problem
solving in geometry has been represented in a computer simulation model that I have given the name Perdix. The major source of empirical data used in developing Perdix was a set of thinking-aloud protocols that I obtained from a group of six ninth-grade students during a year in which they were studying geometry in a course. I interviewed the students individually approximately once each week throughout the year. At each session, the student solved a few problems, thinking-aloud during the process. The protocols were recorded on audiotape and the transcriptions are accompanied by diagrams that the students drew during problem solving. In developing Perdix, I have included procedures and structures of knowledge that enable the model to solve the problems that these students were able to solve, in the same general ways that the students solved the problems.

The form of Perdix is a production system, which means that each component of its knowledge is a pair consisting of a condition and an action that is performed if a test of the condition is performed and it is found to be true. The productions that constitute Perdix' knowledge about geometry are in three groups, and these three groups of productions can be considered as three domains of knowledge required for students to solve the problems they are given in their study of geometry.

The three domains of knowledge required for geometry problem solving are the following:

1. Propositions used in making inferences.
2. Perceptual concepts used in recognizing patterns.
3. Strategic principles used in setting goals and planning.
The propositions needed in geometry problem solving are the familiar statements about geometric relations, such as, "Corresponding angles formed by parallel lines and a transversal are congruent"; or, "If a triangle has two sides and the included angle congruent to two sides and the included angle of another triangle, the triangles are congruent"; or, "If two angles are congruent, they have equal measure." Inferences based on this kind of proposition constitute the main steps in geometry problem solving. Geometry problems require students to show relationships between objects, for example, "Prove that angle A and angle B are congruent"; or to find the measure of an object, such as the size of angle or the length of a line segment. Information is given in the problem in the form of segments or angles that are congruent, lines that are parallel, the measures of some angles or segments, and so on. Each step in solving the problem consists of an inference in which some new relation or the measure of some additional component is deduced from information that was given or that has previously been inferred. The problem is solved when this chain of inferences reaches the relation or measure that is the goal of the problem. Each of the inferential steps is based on one of the if-then propositions that the student knows. The antecedent condition of the proposition is found in the given information or the diagram, and the consequent relation is added to the problem situation.

The perceptual concepts needed for geometry problem solving include the patterns that are mentioned in the antecedents of many propositions. For example, the proposition, "Corresponding angles formed by parallel lines and a transversal are congruent" mentions a pattern, corresponding angles. To use this proposition as a basis for inferring that angles
are congruent, a student must look at a diagram and determine that the angles are in the correct positions relative to a pair of parallel lines and a transversal to be called corresponding angles.

The strategic knowledge that is needed in geometry includes knowledge of general plans that lead to the various kinds of goals that occur in geometry problems. For example, when solution of a problem requires showing that two angles are congruent, three alternative approaches are available. One approach is to prove that triangles containing the angles are congruent. A second approach is to use relations between angles that are based on parallel lines, such as corresponding angles or alternate interior angles. A third approach is to use relationships between angles whose vertices are at the same point, such as vertical angles, or angles that are formed by the bisection of another angle.

The design of the planning process in Perdix is similar to the one developed by Sacerdoti (1975) in his program NOAH (for Nets of Action Hierarchies). As with NOAH, Perdix has knowledge of some general actions that it can perform. Knowledge about each general action includes the consequences of the action and prerequisite conditions that are required for the action to be performed. Perdix selects a plan for its current goal by checking the general action that have consequences that achieve the goal. If the prerequisite conditions for one of the actions are present in the situation, Perdix adopts the plan of achieving the goal using that action. Then Perdix proceeds to try to execute the plan, using procedures that are also stored as part of the knowledge that Perdix has about the general action. These procedures can include the setting of further goals, which may require selection of plans for
their achievement, leading to a hierarchy of plans and goals for the solution of the problem.

Most of the features of the model for geometry problem solving have been developed by applying standard concepts in the recent literature on problem solving in psychology and artificial intelligence. There have been some interesting new developments required to simulate problem solving in this domain, which are discussed in other places (Greeno, 1976b, 1977, 1978). However, the main results have been obtained by examining the nature of the geometry task environment in some detail, studying the performance of subjects who are successful in performing the tasks that are used as a criterion of learning in that domain, and using concepts and methods that have been worked out in the general theory of problem solving to develop a theory about the knowledge structures and cognitive processes required for successful performance in the domain.

The result of this theoretical analysis can be considered as a model of the outcome of successful instruction for those aspects of the course that have been included in the analysis thus far. It has the advantage over purely rational task analysis that it is generally consistent with performance of human learners who did succeed in learning how to accomplish the criterion tasks. On the other hand, it does not characterize all the students who were in the course; some of them did not succeed in acquiring the necessary knowledge, and I do not have a model for their unsuccessful performance. Furthermore, to provide a really strong guide for instructional practice, we need to develop models of the process of acquisition in addition to models of the knowledge that is acquired.
On the other hand, a clear representation of the outcome of successful instruction probably can be useful. In the case of this geometry model, some interesting issues appear when the characteristics of the model are considered in relation to the content of the geometry curriculum as it is represented in texts for the course.

The theoretical analysis of geometry problem solving led to the conclusion that three main components of knowledge are required for a student to successfully accomplish the criterion tasks used in the domain. These are propositions for inference, perceptual concepts for pattern recognition, and strategic knowledge for planning and setting goals. Of these three, the first two are included explicitly in the instructional materials used in teaching. There is explicit presentation of the propositions that are used as the basis of inferences. When a new proposition is introduced, it is always explained carefully, and often a proof of the proposition is given. There is also explicit presentation of the perceptual concepts that are needed for pattern recognition. These are usually presented in diagrams, with exercises that emphasize the relevant features needed to identify instances of the concepts.

However, the components that I have been calling strategic knowledge are not represented explicitly in the instructional materials of geometry. The knowledge that is needed for planning and setting goals can be given an explicit characterization; indeed, it has such a characterization in the model that I have been describing. However, most references to that knowledge in texts that I have examined are relatively indirect, and my impression is that most teachers do not explicitly identify principles of strategy when they teach their students.
One interesting question is the following: If the instructional materials of a course do not include an important part of the knowledge needed to perform criterion tasks, how do students acquire that knowledge? We know that many students must acquire strategic knowledge in some form, since they are able to solve problems that we are confident require strategic knowledge. It seems a reasonable conjecture that this knowledge is often acquired by induction. Texts include example problems that present the steps of solutions in sequence, and teachers solve example problems during class, both before and after students have attempted to solve problems as exercises. The principles of strategic knowledge that must be applied in solving problems probably can be induced as general properties of the sequences of steps that students observe in example solutions. Knowledge that is induced in this way probably is implicit in nature. As with many intellectual skills, when we ask subjects to explain how they decided to perform in the way they did, the answers are not very coherent. Thus, the induced strategic principles appear to be in the form of tacit procedural knowledge involving things the learner is able to do, but not things that the learner can describe or analyze.

It is not surprising that students' knowledge of strategic principles is implicit; it has only been in recent years that our scientific theories have included concepts that make it possible to describe strategic knowledge in explicit ways. In our general wisdom about problem solving, we attribute the skill some students show in problem solving either to their intelligence, or to their motivation in the form of persistence, or at most to their ability to use very general heuristic problem-solving methods. However, when current theoretical
concepts and methods are used to analyze the tasks, the analysis indicates a set of important strategic principles involving planning knowledge that is quite specific to the domain of problems that are analyzed.

A question about instruction arises in a rather obvious way. Now that we have discovered the nature of domain-specific strategic knowledge, should we include it explicitly in the materials of the geometry course? The argument for teaching strategies explicitly is quite straightforward. Strategic knowledge is part of the knowledge that students must acquire in order to solve problems in geometry. It is reasonable to try to teach that knowledge, like other knowledge of the course, in as effective a way as possible. While it is possible that the unguided discovery method that is now used is more effective than a more explicit form of instruction would be, that seems unlikely in the light of the research that has been done on discovery learning. The propositions for inference and concepts for pattern recognition in geometry are taught in the specific form in which they are required for geometry problem solving, and it seems reasonable to treat problem-solving strategies in the same way.

An argument against teaching specific problem-solving strategies explicitly rests on the intuition that with the instructional methods we now use, students are required to actively generate the solutions of problems, and that this is a more valuable learning experience than would be provided if the instructional materials provided step-by-step guidance in methods of solution. The issue is an empirical one, albeit difficult to decide, and it would be desirable to have some empirical comparisons between instructional methods that are based on the two ideas. However, it seems certain that some methods of teaching strategic
principles could be devised that would do more harm than good. It
would probably not be helpful to most students to teach about strategies
in an abstract way, with the strategic principles divorced from the con-
text of problem solving in which they are used. Successful performance
in solving problems probably should be considered as an intellectual
skill, and it seems likely that successful instruction in problem-solving
strategies will be based on principles of skill acquisition. Since we
don't understand very much about the principles of skill acquisition,
it is clear that we have a long way to go before we can make
definite pronouncements about the relative merits of different forms
of instruction in problem-solving strategies. It should be noted,
though, that our present methods are quite analogous to the method of
teaching swimming that consists of throwing a pupil into the water.
That method is successful for some students, but it has obvious nega-
tive consequences for others.

Another possibility that I believe should be investigated is in-
clusion of explicit instruction about problem-solving strategies in
the instruction that is given to mathematics teachers. I have not
studied geometry teachers' understanding of problem solving in a sys-
tematic way, but the teachers with whom I have had conversations have
quite an undifferentiated impression of the nature of skill in solving
problems. In one meeting of teachers, when I described the strategic
component of the problem-solving model Perdix, one teacher responded
by asking whether what I was discussing wasn't just the students' in-
telligence. This teacher's view was that some students are better
than others in applying mathematical ideas in problem situations, and
that occurs because they are more intelligent. Another teacher proposed
a motivational theory, in which the cause of failure in problem solving arises from a lack of persistence. When difficulties are encountered, some students continue to work on the problem and may eventually find a way to make progress, while others give up as soon as the next move is not obvious. I am sure that both of these views have merit, but they are not the complete story. I am hopeful that teachers might be able to be considerably more helpful in facilitating their students in the acquisition of problem-solving skills if their own understanding of the process became somewhat more sophisticated, with some concepts that refer to various components of the skill rather than being limited to very global concepts of intelligence and persistence.

I will close this discussion of geometry by noting that the cognitive analysis of problem solving has not provided strong recommendations about how to teach the subject matter. It has provided a characterization of the knowledge that a student should acquire, and some of the features of that knowledge raise issues about instruction that appear to be significant and interesting. It may be that specific recommendations about instruction would follow from a cognitive analysis of the learning process itself, but that is a point we will have to look into when we have some theoretical analyses of the learning process.

**Computation and Understanding in Arithmetic**

A second instructional task that we have been studying at Pittsburgh is elementary arithmetic. In this work we have begun with the basics—concepts of addition and subtraction that are taught in the first and second grades. As in the case of geometry, we are attempting to develop a model that represents the knowledge that students acquire if they are
successful in mastering the material they encounter in arithmetic instruction.

Instructional objectives for primary arithmetic have two aspects: skill and understanding. In the domain of skill, students are expected to learn the basic addition and subtraction facts, so they can answer questions such as, "What is 8 - 3?" or "What is 3 + 5?" or perhaps "3 + ? = 8." In the domain of understanding, a variety of tasks are included in the curriculum, and they probably relate to rather different ideas about the nature of understanding. We have focused on the kind of understanding needed for children to be able to apply their knowledge of arithmetic in concrete situations, or in the semi-concrete situations that are presented in the form of word problems.

A substantial number of studies have analyzed processes for answering questions involving basic arithmetic facts. A considerable body of evidence now supports the idea that children use methods based on counting when they answer simple questions such as, "3 + 5 = ?." The method used by practiced subjects for addition is shown in Figure 1. Evidence supporting this model has been obtained in studies by Groen and Parkman (1972) and by Groen and Resnick (1977). The evidence supports a model of subtraction that is similar in character. If the gap between two numbers in a subtraction problem is small, as in "8 - 6 = ?" the child finds the answer by counting the size of the gap. If the number to be subtracted is small, as in "8 - 2 = ?" the child uses a procedure that requires only a couple of counts—it
Figure 1. Procedure for answering simple addition questions.
might involve counting backward, but more likely involves some process of generating a small sequence of numbers near the larger term, and then identifying the appropriate member of that sequence (Woods, Resnick, & Groen, 1975; Groen & Poll, 1973).

The main feature of these models is their procedural character. We should conclude from these analyses that the knowledge acquired by students when they learn the basic facts of addition and subtraction is a set of procedures that are based on their knowledge of counting. This implies that to understand the learning of these procedures, we need to understand the nature of children's knowledge structures that are involved in counting. We have been fortunate to be able to collaborate with Rochal Gelman, who has conducted several studies of children's counting, focused on analyzing general principles that children understand and that affect their performance in counting tasks. This collaborative project, in which Mary Riley is also participating, has the goal of representing children's counting knowledge in a simulation model that we test by comparing its performance on various tasks with the performance that Gelman (1978) has reported. A long-term goal is the development of a simulation of learning, in which the knowledge structures that we identify for the counting tasks are transformed into knowledge structures that are capable of performing addition and subtraction.

The second aspect of knowledge about arithmetic involves children's understanding of concepts and procedures. In one test of understanding children are asked to solve problems consisting of brief stories involving quantitative information such as the following: "Jill had three
apples. Betty gave her some more apples. Now Jill has eight apples. How many did Betty give her?

One project that we have begun is a simulation model of the process of solving arithmetic word problems; in this project I am collaborating with Joan Hailer. A model of solving word problems has been developed previously, by Bobrow (1968), but our model is based on quite a different view of the process than Bobrow's was. In Bobrow's model, the main process was translation of the text into a set of simultaneous equations. This process of translation was based as much as possible on syntactic information, and semantic processing occurred only when it could not be avoided. In our model, semantic processing is the main component of the understanding process. The system constructs a semantic network representing the information in the problem. To solve the problem, the system must select an arithmetic operation—for example, addition or subtraction. In our model, the operations are associated directly with structural representations, so there is no intervening process of constructing equations before the operation is chosen.

The processing of a problem by our system is based on a set of schemata that specify alternative structures of quantitative information. The analysis of these schemata has provided the most interesting result of our project thus far. The problems we have analyzed at this point all are solved by addition or subtraction of the numbers given in the problem. We have identified three distinct schemata that we believe are necessary and sufficient for understanding of all the problems that are solved by a single operation of addition or
subtraction. I will refer to these three schemata as Cause/Change, Combination, and Comparison.

The Cause/Change schema is used for understanding situations in which some event changes the value of a quantity. For example, when Betty gives Jill some apples, there is a change in the number of apples that Jill has. The abstract schema that represents such situations is in Figure 2. There are three main components. First, there is an initial quantitative state in which some object $O$ is associated with some quantity $P$. Second, there is some action that involves a direction of change, increase or decrease, and an amount $Q$, in the object $O$. Finally, there is a resulting state in which $O$ has quantity $R$. For example, in the problem where Jill had three apples and got five more from Betty, the object is the set of apples in Jill's possession, the initial amount, $P$, is three, the direction of change is increase and the amount of increase, $Q$, is five. The question indicates that the final amount, $R$, is unknown and the problem is to find that quantity.

Figure 2 indicates that both addition and subtraction are related to the cause/change schema. This is because either operation can be required to solve problems in which the schema is used to represent the information. Consider two kinds of problems in which the unknown quantity is $R$, the amount in the final state, with numbers given as the values of $P$ and $Q$. Addition is needed if the direction of the change is an increase, and subtraction is needed if the direction of
Figure 2. Schema for Representing Problems in Which an Event Causes a Change in a Quantity.
the change is a decrease. For example, in the problem, "Pat had eight flowers; he found three more flowers; how many flowers does Pat have now?" P is eight, Q is three, the direction is an increase, and the answer is found by adding eight plus three. In the problem, "Pat had eight flowers; he lost three flowers; how many flowers does Pat have now?" P is eight, Q is three, the direction is a decrease, and the answer is found by subtracting $8 - 3$. Thus, both of the operations addition and subtraction are related to the semantic structure that represents changes in quantity, and the selection of an operation for solving a problem depends on the content that is found in a specific problem.

The second general schema for addition and subtraction problems is in Figure 3. This schema is used to represent situations where there are two amounts, and they can be considered either separately or in combination. For example, "Sue has three apples; Betty has five apples; how many do they have altogether?" or "Sue has three apples; Betty has some apples; they have eight apples altogether. How many does Betty have?" The two separate amounts fill in the positions denoted by U and V in Figure 3, and the combined amount fills the position denoted W. In this schema, the choice of an operation for answering a question depends on which of the three quantities is unknown in the question. If the combined amount is unknown, it is found by adding the other two amounts. If one of the separate amounts is unknown, it is found by subtracting the known separate amount from the combined amount.
Figure 3. Schema for Representing Problems Involving a Combination of Two Quantities.
The third general schema for addition and subtraction is in Figure 4. This involves two amounts that are compared, and a difference between them. It would arise in a problem such as, "Sue has three apples; Betty has five apples; how many fewer apples does Sue have than Betty?" Betty's apples are the reference object 01, and their amount, J, is five. Sue's apples are the comparison object 02, and their amount, K, is 3. The direction of the difference is fewer, and the amount of difference is unknown. Another problem that would be represented using this schema is "Sue has three apples; Betty has five more apples than Sue; how many does Betty have?" In this case, the reference J, the number of Sue's apples, is given as three; E, the direction of the difference, is given as more; L, the amount of difference, is given as five; and K, the number of Betty's apples, is unknown. Notice that when the difference is unknown, the question is answered by subtracting J from K or K from J, depending on which is smaller. If the difference is known, the question is answered by adding L to the known single quantity, or subtracting L from the known single quantity, depending on the direction given for the difference.

These three semantic schemata constitute three different meaning structures for addition and subtraction. I think it is appropriate to say that these arithmetic concepts are ambiguous. They have distinct and incompatible meanings. On the other hand, addition and subtraction are genuine abstractions in relation to the Cause/Change,
Figure 4. Schema for Representing Problems Involving a Comparison of Two Quantities.
Combination, and Comparison meaning structures. These, in turn, are relatively abstract themselves. For example, the Cause/Change structure applies to situations where many different events can occur that increase or decrease the number of objects in someone's possession, to events that change the amount of some substance in a container (e.g., "There were five gallons of gasoline in the tank; I poured in three more gallons."). It is not hard to generate different verbs that refer to events that fit into the Cause/Change schema, or different situations that fit into the Combination or Comparison schemata. There are also situations that can be interpreted naturally with more than one of the schemata. For example, "Jack built four birdhouses yesterday; today he built six more birdhouses," may most naturally be thought of as a combination. However, it also can be understood with the Cause/Change schema, considering the initial amount as the number of birdhouses built before, and the change as an increase in the number of birdhouses caused by today's work.

In our model of the problem-solving process, the input text is translated first into a parsed form, in Anderson's ACT formalism (Anderson, 1976). One of the three semantic structures is constructed, based on categorical information stored about the verbs in the sentences. Note that the construction of a semantic representation involves processing much like that involved in ordinary language processing, with inferences made in order to achieve a coherent structure. However, the inferences made in the context of arithmetic word problems are quite different from those made in other contexts, such as ordinary stories. If the sentence, "Betty gave Jill five apples" were encountered in a story, the reader would probably be making
inferences about Betty and Jill's friendship, or some general goal of Betty's such as a hope that Jill would reciprocate by sharing something that Betty wants (cf. Schank & Abelson, 1977). In the context of an arithmetic problem, if a person already has the information that Jill had three apples before, then the sentence, "Betty gave Jill five apples" produces the inference that a change occurred in the number of Jill's apples, the direction of the change was an increase, and the amount of the change was five.

When a semantic representation has been constructed, the answer is obtained by applying an arithmetic operation. The first three columns in Table 1 specify 14 different structures that can result from representing different addition and subtraction problems. One possible theory is that each of these is simply associated with one of the operations, along with a procedure for assigning the quantities in the problems as arguments of the procedures. The form of the model that we have programmed is based on a somewhat different intuition which we consider plausible, but not firm. The current model has direct associations from six of the semantic structures to operations. For the remaining structures, a transformation is required to obtain a representation that is associated with one of the operations. For example, for a problem such as, "Jill had three apples; Betty gave her some more apples; now Jill has eight apples; how many apples did Betty give her?" the model first generates a Cause/Change structure with three as the starting quantity, eight as the final quantity, an
### Table 1
Selection of Arithmetic Operators

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Direction</th>
<th>Unknown</th>
<th>Decision</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cause/Change(P,Q,R)</td>
<td>Increase</td>
<td>Result, R</td>
<td>Addition (P + Q)</td>
</tr>
<tr>
<td>Cause/Change(P,Q,R)</td>
<td>Decrease</td>
<td>Result, R</td>
<td>Subtraction P - Q</td>
</tr>
<tr>
<td>Cause/Change(P,Q,R)</td>
<td>Increase</td>
<td>Change, Q</td>
<td>Transform to Combine(P,Q,R)</td>
</tr>
<tr>
<td>Cause/Change(P,Q,R)</td>
<td>Decrease</td>
<td>Change, Q</td>
<td>Transform to Combine(R,Q,P)</td>
</tr>
<tr>
<td>Cause/Change(P,Q,R)</td>
<td>Increase</td>
<td>Start, P</td>
<td>Transform to Combine(P,Q,R)</td>
</tr>
<tr>
<td>Cause/Change(P,Q,R)</td>
<td>Decrease</td>
<td>Start, P</td>
<td>Transform to Combine(R,Q,P)</td>
</tr>
<tr>
<td>Combine(U,V,W)</td>
<td></td>
<td>Combined Amount, W</td>
<td>Addition (U + V)</td>
</tr>
<tr>
<td>Combine(U,V,W)</td>
<td></td>
<td>Separate Amount, V</td>
<td>Subtraction (W - U)</td>
</tr>
<tr>
<td>Compare(J,K,L)</td>
<td>More</td>
<td>Difference, L</td>
<td>Subtraction (K - J)</td>
</tr>
<tr>
<td>Compare(J,K,L)</td>
<td>Fewer</td>
<td>Difference, L</td>
<td>Subtraction (J - K)</td>
</tr>
<tr>
<td>Compare(J,K,L)</td>
<td>More</td>
<td>Second Amount, K</td>
<td>Transform to Combine(J,L,K)</td>
</tr>
<tr>
<td>Compare(J,K,L)</td>
<td>Fewer</td>
<td>Second Amount, K</td>
<td>Transform to Combine(K,L,J)</td>
</tr>
<tr>
<td>Compare(J,K,L)</td>
<td>More</td>
<td>First Amount, J</td>
<td>Transform to Combine(J,L,K)</td>
</tr>
<tr>
<td>Compare(J,K,L)</td>
<td>Fewer</td>
<td>First Amount, J</td>
<td>Transform to Combine(K,L,J)</td>
</tr>
</tbody>
</table>
increase as the direction, and the amount of increase unknown. This is the structure described on the third line of Table 1. Then this structure is transformed to a Combine structure, with three as the first separate amount, eight as the combined amount, and the second separate amount unknown. This is the structure shown on line eight of Table 1. This new structure is associated with the operation of subtraction, so the system then chooses that operation.

The choice of Combine as the canonical structure for missing addend problems is largely speculative on our part, though there is some suggestive evidence in Case's (1978) work that is consistent with our intuition. We consider the specific set of decision rules in Table 1 to be quite arbitrary, and probably different individuals have different decision rules associated with the semantic structures. The nature of these decision and transformation processes remains an open question in our research, and Table 1 should be considered as illustrative of the kinds of procedures that seem plausible in the framework that we are using.

The idea of a system that solves word problems without generating equations is encouraged by the fact that children can solve many word problems before they have any knowledge of equations. In fact, there are data showing that children can solve some word problems before they begin to learn arithmetic at all (Buckingham & MacIntosh, 1978). The supply of data about solution of word problems by young children is not large, perhaps because it is much more convenient to present word problems as test items to children who are able to read the problems from written text. One of our current projects involves collecting some systematic data to identify the abilities of young
children to understand the kinds of information involved in simple word problems.

In one experiment conducted by Mary Riley, second-grade children were asked to solve a series of word problems that were designed to provide information about relative difficulty of the three semantic structures that we identified in the theoretical analysis described above. A sample of the problems used in the experiment are shown in Table 2. In the experiment, students were asked to solve the problems, and were also asked to represent the problems using sets of blocks. Table 3 shows the structural descriptions of the nine kinds of problems used, and also shows the proportions of correct answers and the proportions of correct representations that the children produced with blocks.

Insert Tables 2 and 3 about here

The main finding is that the semantic schemata involved in problems were rather strong determiners of problem difficulty for these children. They had little difficulty with any of the problems with the Cause/Change structure. While the Combination problems with the combined amount unknown were all solved correctly, the students were not as successful with the Combination problems with one of the separate amounts unknown. This finding casts doubt on the assumption about decision rules shown in Table 1 that missing addend problems are all transformed into Combination structures. We are collecting further data on this matter, but if results like those in Table 3 are typical, we should revise our assumptions about the nature of
### Table 2

**Examples of Problems**

<table>
<thead>
<tr>
<th>Schema</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cause/Change</strong></td>
<td>1. Joe has 3 marbles. Tom gives him 5 more marbles. How many marbles does Joe have now?</td>
</tr>
<tr>
<td></td>
<td>2. Joe has 8 marbles. He gives 5 marbles to Tom. How many marbles does Joe have now?</td>
</tr>
<tr>
<td></td>
<td>3. Joe has 3 marbles. Tom gives him some more marbles. How Joe has 8 marbles. How many marbles did Tom give him?</td>
</tr>
<tr>
<td></td>
<td>4. Joe has 8 marbles. He gives some marbles to Tom. How Joe has 3 marbles. How many marbles did he give to Tom?</td>
</tr>
<tr>
<td><strong>Combination</strong></td>
<td>5. Joe has 3 marbles. Tom has 5 marbles. How many marbles do they have altogether?</td>
</tr>
<tr>
<td></td>
<td>6. Joe and Tom have 8 marbles altogether. Joe has 3 marbles. How many marbles does Tom have?</td>
</tr>
<tr>
<td><strong>Comparison</strong></td>
<td>7. Joe has 3 marbles. Tom has 5 more marbles than Joe. How many marbles does Tom have?</td>
</tr>
<tr>
<td></td>
<td>8. Joe has 8 marbles. He has 5 more marbles than Tom. How many marbles does Tom have?</td>
</tr>
<tr>
<td></td>
<td>9. Joe has 5 marbles. Tom has 8 marbles. How many more marbles than Joe does Tom have?</td>
</tr>
</tbody>
</table>
Table 3

Problem Structures and Proportions of Correct Problem Answers and Representations

<table>
<thead>
<tr>
<th>Problem Type</th>
<th>Schema</th>
<th>Direction</th>
<th>Unknown</th>
<th>Correct Answers</th>
<th>Representations</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Cause/Change</td>
<td>Increase</td>
<td>Result</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>2.</td>
<td>Cause/Change</td>
<td>Decrease</td>
<td>Result</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>3.</td>
<td>Cause/Change</td>
<td>Increase</td>
<td>Change</td>
<td>0.83</td>
<td>0.94</td>
</tr>
<tr>
<td>4.</td>
<td>Cause/Change</td>
<td>Decrease</td>
<td>Change</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>5.</td>
<td>Combine</td>
<td>—</td>
<td>Combined Amount</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>6.</td>
<td>Combine</td>
<td>—</td>
<td>Separate Amount</td>
<td>0.67</td>
<td>0.77</td>
</tr>
<tr>
<td>7.</td>
<td>Compare</td>
<td>More</td>
<td>Comparison Amount</td>
<td>0.56</td>
<td>0.28</td>
</tr>
<tr>
<td>8.</td>
<td>Compare</td>
<td>More</td>
<td>Reference Amount</td>
<td>0.28</td>
<td>0.50</td>
</tr>
<tr>
<td>9.</td>
<td>Compare</td>
<td>More</td>
<td>Difference</td>
<td>0.42</td>
<td>0.83</td>
</tr>
</tbody>
</table>
transformations that are typically performed with Cause/Change and Combination problems.

The most striking finding of this experiment is that all of the problems that have Comparison structures were relatively difficult for these second-grade children. One interesting item was the discrepancy between the proportions of correct answers and correct representations in problems of Type 7, relative to problem Types 8 and 9. The higher proportion of correct answers for Type 7 apparently was due to a tendency for students to add the numbers in the problem, whether or not they understood the problems. When students were asked to show the relationships using blocks, these were the hardest problems of the set used. In the two remaining types of problems with Comparison structures, representation using blocks was more successful than problem solution, perhaps because the blocks provided a method of holding the quantitative information in external memory.

The analysis of semantic processing in solution of word problems provides an interesting suggestion regarding instruction. If we are correct, the process of solving a word problem often involves construction of a semantic representation that is only indirectly related to the operations of addition and subtraction that are used to solve the problems, but that is nonetheless an important component of the process. The suggestion that this hypothesis leads to is that students might be instructed to identify the various general semantic structures that occur word problems, and relate them to arithmetic operations in appropriate ways. In arithmetic, this would involve training in representing problem situations as one of the three general schemata: change in a quantity, a combination or a comparison; and teaching them the connections
between those representations and the addition and subtraction operations. One approach that seems worth trying would be to use techniques of the kind used in concept formation tasks to train students to attend to the relevant dimensions of information. Many of the training procedures used in experiments that have been concerned with training children to perform more successfully on Piagetian tests of cognitive development can be interpreted as concept-formation procedures in which children learn to attend to the features of the situation that are relevant for the task. Gelman's (1969) study of training for number conservation is an important example in which the discrimination-learning paradigm was adopted explicitly.

A second issue that arises involves the way in which computational skill is acquired. I have already discussed the fact that at the beginning of instruction basic arithmetic, children have relatively sophisticated knowledge about counting, and that this is almost certainly an important knowledge base for their acquisition of basic arithmetic facts of addition and subtraction. An additional issue involves children's understanding of these facts. The instructional materials used in primary grades emphasize use of manipulative materials, such as blocks or plastic counters, in providing alternative representations of addition and subtraction facts. The idea that seems to underlie this instruction is that students will be able to understand the operations performed with blocks and other concrete manipulative materials relatively easily, and these will provide a cognitive basis for their understanding of arithmetic expressed in symbolic notation.

When we began our study of primary arithmetic in 1976, we planned to focus our attention on relationships between formal notation of
arithmetic and manipulations of concrete materials such as blocks, plastic counters, and the number line. Our initial exploratory work using these materials was surprisingly discouraging. Rather than understanding operations on manipulative materials easily, children seemed to have considerable difficulty. The number line was especially troublesome as a medium for representing quantitative information, and we were informed that the children had not received much instruction involving the number line. We were led to wonder whether the children's general understanding of operations with concrete materials may depend rather strongly on the instruction they have received, rather than being something they comprehend easily and naturally. We have not pursued this issue in detail; however, the experience of our informal explorations was sufficiently discouraging that we moved our research program in another direction.

The direction in which we have developed our research is the study of processes of solving word problems, as I have described in this paper. Children seem to have considerable ability to understand information that describes relationships among quantities in concrete situations involving changes in possession, location of objects, and so on. Our current conjecture is that children's ability to understand and solve word problems might be exploited much more than it is in present instructional practice as a part of the cognitive basis for the acquisition of arithmetic concepts and operations. Rather than basing instruction on relatively abstract representations such as blocks or the number line, we wonder whether addition and subtraction (and later, the more advanced topics of arithmetic) might be taught in relation to more concrete events and situations where people give things
to each other, more objects from one room to another, and so on. This involves viewing problem solving as a basis for instruction arithmetic, rather than as a skill that is more complex than arithmetic knowledge and that has to be built on top of the more basic knowledge of computation. The issue has ramifications that implicate fundamental aspects of the current structure of our teaching of mathematics in the schools, and we have only begun to touch the edges of some of these. However, the ideas seem plausible, and we look forward to a lively period of exploration and research in the years ahead.

**Conclusions**

In my concluding comments, I will try to extrapolate from the kinds of results we have obtained in our studies of geometry and primary arithmetic. The kinds of issues that are raised by those findings arise in other domains as well, and it seems a reasonable conjecture that there are possibilities for exploring alternative methods of instruction in a number of different domains that correspond to the possibilities that I have been suggesting in the domain of mathematics.

First, the issue of teaching problem solving strategies in geometry seems quite clearly applicable in other domains where students are trained in problem solving. Strategic knowledge in a problem-solving domain consists of knowledge of the kinds of subgoals that are useful in various problem situations and the plans that are helpful in achieving various goals and subgoals. One advantage of teaching that knowledge to a student in explicit form is that the student will then have a better understanding of her or his own problem solving achievements (cf. Brown, Collins, & Harris, 1977). It would be reasonable to expect that this might facilitate transfer to other problem-solving tasks,
although this conjecture remains to be tested. Explicit instruction in a problem-solving domain could have considerable facilitating effects on students' abilities to solve problems within the domain of instruction, but there may be potential hazards of making strategic knowledge too explicit, if it reduced the educational benefits that at least some learners now receive by finding their own solutions for problems. It seems quite likely, however, that if a more detailed analysis of strategic knowledge in a problem domain were taught to individuals who are instructors in that domain these individuals would have a better understanding of what their students are required to learn in order to succeed as problem solvers and could interact with their students more effectively in instructional situations.

The second general issue raised by the analyses I have presented is the issue of teaching students how to represent problem situations. There is a very large experimental literature on the process of learning the relevant attributes of a categorical concept, and an interesting extension to that literature has been given in Winston's (1975) analysis of acquisition of concepts in the blocks world. The general idea of analyzing the relevant features of problem domains and then giving specific training in identifying those features seems to be widely applicable. Recent studies by Larkin (1977) and by Simon and Simon (1978) have indicated that a major difference between expert and novice problem solvers in physics arises from the expert's construction of an abstract representation of the problem situation, in contrast to the novice's more direct attack on the problem. One interpretation of the result is that by achieving a coherent representation of the situation, the expert avoids the need for extensive
problem-solving search because the expert's representation contains information needed to select appropriate problem-solving operators directly. The well known studies of expert chess and Go players' to encode complex game positions rapidly (Chase & Simon, 1973; Reitman, 1976) attest further to the importance of knowledge for representing problem situations to successful problem solving performance.

While the experimental literature on concept formation provides a useful starting point for a program of developing instructional technology for representational knowledge, we probably will encounter some important differences when we study concept formation in the domain of problem representation. Traditional study of concept formation emphasized features that permitted classification of stimuli, and used simple perceptual features as much as possible. In the representation of problem situations, the important thing is to find features that are relevant to the selection of a problem-solving method, rather than features that simply distinguish one category of situations from another. This means that the concepts to be acquired are components of a decision process, rather than simple labels. Further, the powerful representations that experts construct apparently involve complex and abstract relationships in the problem situation, rather than simple perceptual attributes. We will need to extend our technology for teaching concepts considerably in the domain of problem solving representations, but it seems a promising and generally applicable idea.

The third general issue raised by these analyses involves the acquisition of procedural knowledge in meaningful ways. It has always seemed reasonable to teach procedures in contexts that involved the
situations in which the procedures were to be used to solve problems, both because that should make it more likely that the learner would be able to apply the knowledge appropriately and because in that way the new procedures would be more meaningful. However, the analysis of arithmetic problems and procedures may illustrate some of the reasons why that old truism is correct. The problem solving contexts in which procedures are applied may indicate important semantic distinctions that should be considered as differences in meaning of the procedural concepts that are involved in the instruction. These distinctions are probably important for students to understand, since they are relevant components of the situations in which they are expected to use procedures to solve problems. They also may be important mediating concepts that are needed to provide understanding of the nature of relationships between concrete problem situations and the abstract ideas involved in problem-solving methods.
References


1 Dr. Ed Aiken
Navy Personnel R&D Center
San Diego, CA 92152

1 Dr. Jack R. Borsting
Provost & Academic Dean
U.S. Naval Postgraduate School
Monterey, CA 93940

1 Dr. Robert Breaux
Code N-71
NAVTRAEEQUIPCEN
Orlando, FL 32813

1 DR. PAT FEDERICO
NAVY PERSONNEL R&D CENTER
SAN DIEGO, CA 92152

1 Dr. John Ford
Navy Personnel R&D Center
San Diego, CA 92152

1 LT Steven D. Harris, MSC, USN
Code 6021
Naval Air Development Center
Warminster, Pennsylvania 18974

1 Dr. Norman J. Kerr
Chief of Naval Technical Training
Naval Air Station Memphis (75)
Millington, TN 38054

1 CAPT Richard L. Martin
USS Francis Marion (LPA-Z49)
FPO New York, NY 09501

2 Dr. James McGrath
Navy Personnel R&D Center
Code 306
San Diego, CA 92152

1 DR. WILLIAM MONTAGUE
LRDC
UNIVERSITY OF PITTSBURGH
3939 O'HARA STREET
PITTSBURGH, PA 15213

1 Naval Medical R&D Command
Code 44
National Naval Medical Center
Bethesda, MD 20014

1 Library
Navy Personnel R&D Center
San Diego, CA 92152

6 Commanding Officer
Naval Research Laboratory
Code 2627
Washington, DC 20390

1 JOHN OLSEN
CHIEF OF NAVAL EDUCATION &
TRAINING SUPPORT
PENSACOLA, FL 32509

1 Psychologist
ONR Branch Office
495 Summer Street
Boston, MA 02210

1 Psychologist
ONR Branch Office
536 S. Clark Street
Chicago, IL 60605

1 Office of Naval Research
Code 200
Arlington, VA 22217

1 Code 436
Office of Naval Research
Arlington, VA 22217

1 Office of Naval Research
Code 437
800 N. Quincy SSreet
Arlington, VA 22217

5 Personnel & Training Research Programs
(Code 458)
Office of Naval Research
Arlington, VA 22217
1 Psychologist
OFFICE OF NAVAL RESEARCH BRANCH
223 OLD MARYLEBONE ROAD
LONDON, NW, 15TH ENGLAND

1 Psychologist
ONR Branch Office
1030 East Green Street
Pasadena, CA 91101

1 Scientific Director
Office of Naval Research
Scientific Liaison Group/Tokyo
American Embassy
APO San Francisco, CA 96503

1 Office of the Chief of Naval Operations
Research, Development, and Studies Branch
(OP-102)
Washington, DC 20350

1 Scientific Advisor to the Chief of
Naval Personnel (Pers-Or)
Naval Bureau of Personnel
Room 4410, Arlington Annex
Washington, DC 20370

1 LT Frank C. Petho, MSC, USNR (Ph.D)
Code L51
Naval Aerospace Medical Research Laborat
Pensacola, FL 32508

1 DR. RICHARD A. POLLAK
ACADEMIC COMPUTING CENTER
U.S. NAVAL ACADEMY
ANNAPOLIS, MD 21402

1 Roger W. Remington, Ph.D
Code L52
NAVRSL
Pensacola, FL 32508

1 Dr. Worth Scanland
Chief of Naval Education and Training
Code N-5
MAS, Pensacola, FL 32508

1 A. A. SJOHOLM
TECH. SUPPORT, CODE 201
NAVY PERSONNEL R & D CENTER
SAN DIEGO, CA 92152

1 Dr. Alfred F. Smode
Training Analysis & Evaluation Group
(TAEG)
Dept. of the Navy
Orlando, FL 32813

1 CDR Charles J. Theisen, JR. MSC, USN
Head Human Factors Engineering Div.
Naval Air Development Center
Warminster, PA 18974

1 W. Gary Thomson
Naval Ocean Systems Center
Code 7132
San Diego, CA 92152
Army

1 HQ USAREUE & 7th Army
   ODCSOPS
   USAREUE Director of GED
   APO New York 09403

1 DR. RALPH DUSEK
   U.S. ARMY RESEARCH INSTITUTE
   5001 EISENHOWER AVENUE
   ALEXANDRIA, VA 22333

1 Dr. Ed Johnson
   Army Research Institute
   5001 Eisenhower Blvd.
   Alexandria, VA 22333

1 Dr. Michael Kaplan
   U.S. ARMY RESEARCH INSTITUTE
   5001 EISENHOWER AVENUE
   ALEXANDRIA, VA 22333

1 Dr. Milton S. Katz
   Individual Training & Skill
   Evaluation Technical Area
   U.S. Army Research Institute
   5001 Eisenhower Avenue
   Alexandria, VA 22333

1 Dr. Beatrice J. Farr
   Army Research Institute (PERI-OK)
   5001 Eisenhower Avenue
   Alexandria, VA 22333

1 Dr. Harold F. O'Neil, Jr.
   ATTN: PERI-OK
   5001 EISENHOWER AVENUE
   ALEXANDRIA, VA 22333

1 Dr. Robert Sasmor
   U.S. Army Research Institute for the
   Behavioral and Social Sciences
   5001 Eisenhower Avenue
   Alexandria, VA 22333

1 Dr. Frederick Steinheiser
   U.S. Army Research Institute
   5001 Eisenhower Avenue
   Alexandria, VA 22333

Air Force

1 Dr. Genevieve Haddad
   Program Manager
   Life Sciences Directorate
   AFOSR
   Bolling AFB, DC 20332

1 Dr. Roger PenneU
   AFHRL/TT
   Lowry AFB, CO 80230

1 Dr. Marty Rockway (AFHRL/TT)
   Lowry AFB
   Colorado 80230

1 Jack A. Thorpe, Capt, USAF
   Program Manager
   Life Sciences Directorate
   AFOSR
   Bolling AFB, DC 20332

1 Brian K. Waters, LCOL, USAF
   Air University
   Maxwell AFB
   Montgomery, AL 36112
1 H. William Greenup
Education Advisor (E031)
Education Center, MCDEC
Quantico, VA 22134

1 Mr. Richard Lanterman
PSYCHOLOGICAL RESEARCH (G-P-1/62)
U.S. COAST GUARD HQ
WASHINGTON, DC 20590

1 Director, Office of Manpower Utilization
HQ, Marine Corps (MPU)
BCB, Bldg. 2009
Quantico, VA 22134

1 DR. A.L. SLAFKOSKY
SCIENTIFIC ADVISOR (CODE RD-1)
HQ, U.S. MARINE CORPS
WASHINGTON, DC 20380
<table>
<thead>
<tr>
<th>Other DoD</th>
<th>Civil Govt</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Dr. Stephen Andriole</td>
<td>1 Dr. Susan Chipman</td>
</tr>
<tr>
<td>ADVANCED RESEARCH PROJECTS AGENCY</td>
<td>Basic Skills Program</td>
</tr>
<tr>
<td>1400 WILSON BLVD.</td>
<td>National Institute of Education</td>
</tr>
<tr>
<td>ARLINGTON, VA 22209</td>
<td>1200 19th Street NW</td>
</tr>
<tr>
<td></td>
<td>Washington, DC 20208</td>
</tr>
<tr>
<td>12 Defense Documentation Center</td>
<td>1 Dr. Joseph I. Lipson</td>
</tr>
<tr>
<td>Cameron Station, Bldg. 5</td>
<td>Division of Science Education</td>
</tr>
<tr>
<td>Alexandria, VA 22314</td>
<td>Room W-638</td>
</tr>
<tr>
<td>Attn: TC</td>
<td>National Science Foundation</td>
</tr>
<tr>
<td></td>
<td>Washington, DC 20550</td>
</tr>
<tr>
<td>1 Dr. Dexter Fletcher</td>
<td>1 Dr. John Mays</td>
</tr>
<tr>
<td>ADVANCED RESEARCH PROJECTS AGENCY</td>
<td>National Institute of Education</td>
</tr>
<tr>
<td>1400 WILSON BLVD.</td>
<td>1200 19th Street NW</td>
</tr>
<tr>
<td>ARLINGTON, VA 22209</td>
<td>Washington, DC 20208</td>
</tr>
<tr>
<td>1 Military Assistant for Training and Personnel Technology</td>
<td>1 Dr. Arthur Melmed</td>
</tr>
<tr>
<td>Office of the Under Secretary of Defense for Research &amp; Engineering</td>
<td>National Institute of Education</td>
</tr>
<tr>
<td>Room 3D129, The Pentagon</td>
<td>1200 19th Street NW</td>
</tr>
<tr>
<td>Washington, DC 20301</td>
<td>Washington, DC 20208</td>
</tr>
<tr>
<td>1 Dr. Andrew N. Molnar</td>
<td>1 Dr. Andrew R. Molnar</td>
</tr>
<tr>
<td>Science Education Dev. &amp; Research</td>
<td>National Science Foundation</td>
</tr>
<tr>
<td></td>
<td>Washington, DC 20550</td>
</tr>
<tr>
<td>1 Dr. Jeffrey Schiller</td>
<td>1 Dr. Jeffrey Schiller</td>
</tr>
<tr>
<td>National Institute of Education</td>
<td>National Institute of Education</td>
</tr>
<tr>
<td>1200 19th St. NW</td>
<td>1200 19th Street NW</td>
</tr>
<tr>
<td>Washington, DC 20208</td>
<td>Washington, DC 20208</td>
</tr>
<tr>
<td>1 Dr. Thomas G. Sticht</td>
<td>1 Dr. Thomas G. Sticht</td>
</tr>
<tr>
<td>Basic Skills Program</td>
<td>Basic Skills Program</td>
</tr>
<tr>
<td>National Institute of Education</td>
<td>National Institute of Education</td>
</tr>
<tr>
<td>1200 19th Street NW</td>
<td>1200 19th Street NW</td>
</tr>
<tr>
<td>Washington, DC 20208</td>
<td>Washington, DC 20208</td>
</tr>
<tr>
<td>1 Dr. Frank Withrow</td>
<td>1 Dr. Frank Withrow</td>
</tr>
<tr>
<td>U. S. Office of Education</td>
<td>U. S. Office of Education</td>
</tr>
<tr>
<td>400 6th Street SW</td>
<td>400 6th Street SW</td>
</tr>
<tr>
<td>Washington, DC 20202</td>
<td>Washington, DC 20202</td>
</tr>
<tr>
<td>1 Dr. Joseph L. Young, Director</td>
<td>1 Dr. Joseph L. Young, Director</td>
</tr>
<tr>
<td>Memory &amp; Cognitive Processes</td>
<td>Memory &amp; Cognitive Processes</td>
</tr>
<tr>
<td>National Science Foundation</td>
<td>National Science Foundation</td>
</tr>
<tr>
<td>Washington, DC 20550</td>
<td>Washington, DC 20550</td>
</tr>
</tbody>
</table>
Dr. Lyle Bourne  
Department of Psychology  
University of Colorado  
Boulder, CO 80302

Dr. Kenneth Bowles  
Institute for Information Sciences  
University of California at San Diego  
La Jolla, CA 92037

Dr. John S. Brown  
XEROX Palo Alto Research Center  
3333 Coyote Road  
Palo Alto, CA 94304

Dr. Bruce Buchanan  
Department of Computer Science  
Stanford University  
Stanford, CA 94305

Dr. C. Victor Bunderson  
WICAT INC.  
UNIVERSITY PLAZA, SUITE 10  
1160 SO. STATE ST.  
OREM, UT 84057

Dr. John B. Carroll  
Psychometric Lab  
Univ. of No. Carolina  
Davie Hall 013A  
Chapel Hill, NC 27514

Charles Hyers Library  
Livingstone House  
Livingstone Road  
Stratford  
London E15 2LJ  
ENGLAND

Dr. William Chase  
Department of Psychology  
Carnegie Mellon University  
Pittsburgh, PA 15213

Dr. Michelene Chi  
Learning R & D Center  
University of Pittsburgh  
3939 O'Hara Street  
Pittsburgh, PA 15213
<table>
<thead>
<tr>
<th>Non Govt</th>
<th>Non Govt</th>
</tr>
</thead>
</table>
| 1 Dr. William Glancey  
Department of Computer Science  
Stanford University  
Stanford, CA 94305 | 1 Dr. Edwin A. Fleishman  
Advanced Research Resources Organ.  
Suite 900  
4330 East West Highway  
Washington, DC 20014 |
| 1 Dr. Allan H. Collins  
Bolt Beranek & Newman, Inc.  
50 Moulton Street  
Cambridge, MA 02138 | 1 Dr. John R. Frederiksen  
Bolt Beranek & Newman  
50 Moulton Street  
Cambridge, MA 02138 |
| 1 Dr. Meredith Crawford  
Department of Engineering Administration  
George Washington University  
Suite 805  
2101 L Street N.W.  
Washington, DC 20037 | 1 Dr. Alinda Friedman  
Department of Psychology  
University of Alberta  
Edmonton, Alberta  
CANADA T6G 2J9 |
| 1 Mr. Ken Cross  
Anacapa Sciences, Inc.  
P.O. Drawer Q  
Santa Barbara, CA 93102 | 1 Dr. R. Edward Gelselma  
Department of Psychology  
University of California  
Los Angeles, CA 90024 |
| 1 Dr. Hubert Dreyfus  
Department of Philosophy  
University of California  
Berkeley, CA 94720 | 1 DR. ROBERT GLASER  
LRDC  
UNIVERSITY OF PITTSBURGH  
3939 O'HARA STREET  
PITTSBURGH, PA 15213 |
| 1 MAJOR I. N. EVONIC  
CANADIAN FORCES PERS. APPLIED RESEARCH  
1107 AVENUE ROAD  
TORONTO, ONTARIO, CANADA | 1 Dr. Ira Goldstein  
XEROX Palo Alto Research Center  
3333 Coyote Road  
Palo Alto, CA 94304 |
| 1 Dr. Ed Feigenbaum  
Department of Computer Science  
Stanford University  
Stanford, CA 94305 | 1 Dr. Ron Hambleton  
School of Education  
University of Massachusetts  
Amherst, MA 01002 |
| 1 Mr. Wallace Feurzeig  
Bolt Beranek & Newman, Inc.  
50 Moulton St.  
Cambridge, MA 02138 | 1 Dr. Barbara Hayes-Roth  
The Rand Corporation  
1700 Main Street  
Santa Monica, CA 90406 |
| 1 Dr. Victor Fields  
Dept. of Psychology  
Montgomery College  
Rockville, MD 20850 | 1 Dr. Frederick Hayes-Roth  
The Rand Corporation  
1700 Main Street  
Santa Monica, CA 90406 |
<table>
<thead>
<tr>
<th>Non Govt</th>
</tr>
</thead>
</table>
| 1 Dr. James R. Hoffman  
University of Delaware  
Newark, DE 19711 |
| 1 Library  
HumRRO/Western Division  
101 COLONEL BY DRIVE  
OTTAWA, CANADA K1A 0K2 |
| 1 Dr. Earl Hunt  
Dept. of Psychology  
University of Washington  
Seattle, WA 98105 |
| 1 Mr. Gary Irving  
Data Sciences Division  
Technology Services Corporation  
2811 Wilshire Blvd.  
Santa Monica CA 90403 |
| 1 Dr. Steven W. Keele  
Dept. of Psychology  
University of Oregon  
Eugene, OR 97403 |
| 1 Dr. Walter Kintsch  
Department of Psychology  
University of Colorado  
Boulder, CO 30302 |
| 1 Dr. David Kieras  
Department of Psychology  
University of Arizona  
Tucson, AZ 85721 |
| 1 Dr. Stephen Kosslyn  
Harvard University  
Dept. of Psychology  
33 Kirkland Street  
Cambridge, MA 02138 |
| 1 Mr. Marlin Kroger  
1117 Via Goleta  
Palos Verdes Estates, CA 90274 |
| Non Govt |
| 1 LCOL. C.R.J. LAFLEUR  
PERSONNEL APPLIED RESEARCH  
NATIONAL DEFENSE HQS  
101 COLONEL BY DRIVE  
OTTAWA, CANADA K1A 0K2 |
| 1 Dr. Jill Larkin  
Department of Psychology  
Carnegie Mellon University  
Pittsburgh, PA 15213 |
| 1 Dr. Alan Lesgold  
Learning R&D Center  
University of Pittsburgh  
Pittsburgh, PA 15260 |
| 1 Dr. Michael Levine  
Department of Educational Psychology  
University of Illinois  
Champaign, IL 61820 |
| 1 Dr. Robert A. Levit  
Manager, Behavioral Sciences  
The BDM Corporation  
7915 Jones Branch Drive  
McLean, VA 22101 |
| 1 Dr. Robert Linn  
College of Education  
University of Illinois  
Urbana, IL 61801 |
| 1 Dr. Mark Miller  
Systems and Information Sciences Laboratory  
Central Research Laboratories  
TEXAS INSTRUMENTS, INC.  
Mail Station 5  
Post Office Box 5935  
Dallas, TX 75222 |
| 1 Dr. Richard B. Millward  
Dept. of Psychology  
Hunter Lab.  
Brown University  
Providence, RI 82912 |
Non Govt

1 Dr. Allen Munro
Univ. of So. California
Behavioral Technology Labs
3717 South Hope Street
Los Angeles, CA 90007

1 Dr. Donald A Norman
Dept. of Psychology C-009
Univ. of California, San Diego
La Jolla, CA 92039

1 Dr. Seymour A. Papert
Massachusetts Institute of Technology
Artificial Intelligence Lab
545 Technology Square
Cambridge, MA 02139

1 Dr. James A. Paulson
Portland State University
P.O. Box 751
Portland, OR 97207

1 Mr. Luigi Petrucco
2431 N. Edgewood Street
Arlington, VA 22207

1 Dr. Peter Polson
DEPT. OF PSYCHOLOGY
UNIVERSITY OF COLORADO
BOULDER, CO 80302

1 Dr. Peter B. Read
Social Science Research Council
605 Third Avenue
New York, NY 10016

1 Dr. Fred Reif
SESAME
c/o Physics Department
University of California
Berkely, CA 94720

1 Dr. Andrew M. Rose
American Institutes for Research
1055 Thomas Jefferson St. NW
Washington, DC 20007

Non Govt

1 Dr. Ernst Z. Rothkopf
Bell Laboratories
600 Mountain Avenue
Murray Hill, NJ 07974

1 Dr. David Rumelhart
Center for Human Information Processing
Univ. of California, San Diego
La Jolla, CA 92039

1 Dr. Walter Schneider
DEPT. OF PSYCHOLOGY
UNIVERSITY OF ILLINOIS
CHAMPAIGN, IL 61820

1 Dr. Allen Schoenfeld
Department of Mathematics
Hamilton College
Clinton, NY 13323

1 Dr. Robert Smith
Department of Computer Science
Rutgers University
New Brunswick, NJ 08903

1 Dr. Richard Snow
School of Education
Stanford University
Stanford, CA 94305

1 Dr. Robert Sternberg
Dept. of Psychology
Yale University
Box 11A, Yale Station
New Haven, CT 06520

1 Dr. Albert Stevens
BOLT BERANEK & NEUMAN, INC.
50 Moulton Street
Cambridge, MA 02138

1 Dr. Patrick Suppes
INSTITUTE FOR MATHEMATICAL STUDIES IN
THE SOCIAL SCIENCES
STANFORD UNIVERSITY
STANFORD, CA 94305
1 Dr. Kikumi Tatsuoka  
Computer Based Education Research Laboratory  
252 Engineering Research Laboratory  
University of Illinois Urbana, IL 61801

1 Dr. Maurice Tatsuoka  
Department of Educational Psychology  
University of Illinois Champaign, IL 61801

1 Dr. John Thomas  
IBM Thomas J. Watson Research Center  
P.O. Box 218  
Yorktown Heights, NY 10598

1 DR. PERRY THORNDIKE  
THE RAND CORPORATION  
1700 MAIN STREET  
SANTA MONICA, CA 90406

1 Dr. Douglas Towne  
Univ. of So. California  
Behavioral Technology Labs  
3717 South Hope Street  
Los Angeles, CA 90007

1 Dr. J. Uhlaner  
Perceptronics, Inc.  
6271 Variel Avenue  
Woodland Hills, CA 91364

1 Dr. Benton J. Underwood  
Dept. of Psychology  
Northwestern University  
Evanston, IL 60201

1 Dr. Phyllis Weaver  
Graduate School of Education  
Harvard University  
200 Larsen Hall, Appian Way  
Cambridge, MA 02138

1 Dr. David J. Weiss  
N660 Elliott Hall  
University of Minnesota  
75 E. River Road  
Minneapolis, MN 55455

1 DR. SUSAN E. WHITELY  
PSYCHOLOGY DEPARTMENT  
UNIVERSITY OF KANSAS  
LAWRENCE, KANSAS 66044

1 Dr. J. Arthur Woodward  
Department of Psychology  
University of California  
Los Angeles, CA 90024

1 Dr. Karl Zinn  
Center for research on Learning and Teaching  
University of Michigan  
Ann Arbor, MI 48104