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The mission of AGARD is to bring together the leading personalities of the NATO nations in the fields of science
and technology relating o aerospace for the following purposes: {

— Exchanging of scientific and technical information;
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— Continuously stimulating advances in the aerospace sciences relevant to strengthening the common defence
posture;

— Improving the co-operation among member nations in aerospace research and development;

— Providing scientific and technical advice and assistancc to the North Atlantic Military Committee in the field ;
of aerospace research and development;

— Rendering scientil- ¢ and technical assistance, as requested, to other NATO bodies and to member nations in
connection with reuearch and development problems in the aerospace tield;

— Providing assistance to member nations for the purpose of increasing their scientific and technical potential;

— Recommending effactive ways for the member nations to use their research and development capabilities for
the common benefit of the NATO community.
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TECHNICAL PREFACE

The 36th Technical Meeting of the Avionics Panel of AGARD was held in Monterey, California, USA, 16th and
17th Octcber 1978. The meecting, “*Strategies for Automatic Track Imtiation™ was held in response to the growing ’
awareness in the radar community that automatic tracking is potentiaily r~lizable with today’s technology. i

The concept of an automatic tracking radar is appealing. it holds forth the promise of increasing amber
and accuracy of target tracks while simultancously reducing the cost of manning the radar. While the pre aise is great,
. the problems are formidable. An automatic tracking radar must operate 1n a variety of environments, including some
3 which would rapidly overload the machine if it were not capable of making intelligent decisions in real time. An

; autoniatic tracking radar must adapt to its enviromment to conserve its resources and to apply them intelligently.
3

The radar must cope with natural interference such as clutter and multi-path, and with man-made interference

4 due to jammers or chaff. It must track isolated targets and tight clusters of targets flying in formation. It must track
maneuvering target, and targets which fly crossing trajectories. If the automatic tracking radar is part of a surveillance
network, it should be capable of correlating trazks obtained by more than one radar from a single target and of '

handing over tracks to otber radars in the network as targets fly out of the field of view of one sensor and into the F
field of view of an adjacent one.

AR

The critical sssue for an automatic trackingadaris the extraction of targets from clutter and maintaining tracks
on targets which enter repions of hieavy clutter. Many of the papers at the meeting dealt with these two issues.
Classical techniquis baed n the use of CFAR and MTI have been superseded thanks to the availability of modern
digital techniques. It is now pussible 10 store a complete clutter map for each of the range, angle and doppler cells
of a modern 2-D or 3-D radar. The maps ore undated each time the radar scans its surveillance volume. The use of a
clutter map, in one forn or avother, provides ta. oasis for target extraction and track initiation for most of the radars

uescribed at the meeting. [he succes. ~f one techmque (MTD) 1s illustrated in Figure 13 of the paper by O’Donnell
and Muehe.

The adaptability inherent in an electron :ally ste:te | phased array also has great implications for the design of
multifunction radars which commne volumetrio so tr¢i. and sultiple target tracking. Van Keuk’s paper describes an
experimental syster * (FLRAY. Not only ~u  phasca . rry radars rdapt their search and track rates to respond to the
enviromaent, they can adap. their antenna pa . ns as we'”, The state-of-the-art of adaptive antenna nulling is still

in its iafancy and none of the pape.s at this me ng reporwe ! n the role of adaptive arrays in automatic tracking .
. . - . t
radurs. We will surely hear more about this subjec{ in he future
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The researcht rennrted at this ¢ tisg and *he romise Hf new deyv~lo,'ments yet to come clearly show that the
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ﬁ, radar art, although 1mature, has lost none of :ts vonhful vigor. ; ;
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AN AUTOMATIC TRACKING SYSTEM BASED ON THE STATIONARY PLOT FILTER

R J Tunnicliffe
Admiralty Surface Weapons Establishment
Portsdown, Cosham
Portsmouth, Hants
United Kingdom

SUMMARY

This paper is concerned with the design of an automatic tracking system applicable to shipborne non-MI'l
radars. It is based on the stationary plot filter (SPF)}, which cancels stationary and slow moving
detections and also provides data for bota control of the first threshold and adaption of the track
confirmation rules, The design of the system is discussed, with the emphasis on the SPF. Some
experimental results are presented, which show how the performance of the filter is affected by the
values of its parameters and also coupare the performance of the SPF based apprecech with that of the
more conventional Moving Target Indication (MTI).

1. INTRODUCTION
1.1, The aim of automatic track extraction systems is to provide rapid and reliable formation of

tracks on new targets, together with the updating of all tracks in an accurate and reliable manner. It
becomes incre.singly necessury to automate this process as the speed of the threats increases and, as a
consequence, the required reaction times are reduced. Few problems are encountered in non-cluttered
areas, but difficulties in the form of excessive numbers of false tracks arise in the face of clutter

and interference. The function of a track extraction system is to automatically extract information from
the rsdar video on all the moving tracks in the radar cover, in realistic operating conditions which
includs clutter and interference, while maintaining a low rate of gencration of false tracks.

1.2. Or.e of the major difficulties in the design of automatic track initiation systems is the
presence of clutter in the environment and some means of combatting its effect is therefore essential for
effective operation. Moving target indication (MTI) systems are an obvious solution to this problem, but
some operating conditions, such as pulse-to-pulie frequency agility, may preclude their use. It is
nonetheless higinly desirable to maintain an automatic capability under such conditions because clutter
tends to produce false tracks, which not only cause overload in the data processing system but can also
lead to confusion of the total track picture. Recent advances in technology have revived interest in
area MT1 systems, which do not necessarily depend on coherent transmissions for their operation, but these
cannot easily be used with moving radars, due to difficulties in the corrections required for platform
motion with the large number of cells involved. This leads to the consideration of post-plot extraction
techniques, where the processing required 1s more likely to lie within the scope of a general purpose
couputer,

1.3, It has been estimated that several thousand detections per revolution of the radar can be
generated by land clutter, but that the general purpose corputer used for the track processing can handle
only several hundred. This leads to a requirement tu reduce the number of plots fed to the tracking
computer by mora than an order of magnitude. The stationary plot filter (SPF) accomplishes this by taking
advantage of the fact that land clutter returns tend to appear in the same position from scan to scan and
removes from the plot extractor output those plots which do not appear to be moving, thereby preventing
saturation of the rest of the data processing system.

The problem of automatic operation would be solved by the SPF if all the clutter detections were removed,
leaving detections from wanted targets unaffected. Inevitably in a real world this is not the case and
the detection density in clutter will still be higher than in the clear, even at the output of the SPF.

If the rules for promotion of tentative tracks to confirmed are formulated so that the desired t.ack false
alarm rate is achieved in the clear, then too many false tracks will be generated in cluttered areas, even
though the number is very much reduced by the action of the SPF. Conversely, if the promotion logic is
designed to produce an acceptable number of false tracks in clutter, then the track fermation range in the
clear will be seriously degraded, particularly for the high speed tracks, which are of greatest interest.
The obvious solution to these conflicting requirements is to adapt the track promotion logic as the
detection density changes. The SPF files contain the information required to do this and each output

plot message includes data on the local detection density, which is used by the adaptive track initiation
logic as a basis for varying the promotion rules. In this manner, tracks in the clear may be quickly
initiated, while those in cluttered (or otherwise confivsed) areas are confirmed fess quickly, if at all.

The stationary plot filter is designed to deal with land clutter and when faced with clutter which does
not correlate from scan to scan, its cancellation efficiency is very much reduced. Each entry in the
filter store hac associated with it a capture area, which effectively blanks out part of the radar cover
as seen by the tracking process. The capture areas around land clutter points are effectively stationary
and contribute to the rejection efficiency of the filter; those from non-correlating clutter, however, do
not, and, what is worse, remain in the filter store for several scans before being cancelled. This has
the effect of bianking out such areas at relatively low clutter densities and therefore suppressing all
returns (including targets). The effect of this is to provide a system which, although it has the
desired low track false alarm rate, tends to over-densitise the radur outpat as seen by the data
processing system in areas o{ clutter where detections which do not correlate from scan to Scan are
produced. As the process depends for its viability on inter-clutter visibility, a better solution might
be to control the first threshold so that the maximum density of detections is limited in areas

identified by the stationary plot filter as cluttered. This allows the possibility of super clutter visibility

in non-correlating clutter and inproves the probability of inter-ciutter visibility in land clutter.
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1
The stationary plot filter has now evolved from a simple device for the cancellation of clutter returns
to the heart of aa integrated automatic tracking system, feeding information back for first threshold
control and forward for adaption of the track initiation logic. :

1.4, System Description

R »»«4}1’:5««*‘,‘,&%5 TR L
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: A block diagram of the data processing system is shown in Figure 1. Radar video is fed into the plot i

- extractor, whose function is to identify those groups of returns having the characteristics of targets,

: ; while rejecting those from other sources (eg noise, clutter and interference)., Plots output from the

3 : extractor are passed to the stationary plot filter, which holds data on all tracks which appear to be ;
stationary (ie correlate from scan to scan). Each incoming plot is compared with this data and if the new
detection falls within a defined capture urea around one of the filter entries, the plot is deemed to be
clutter and is cancelled. If, however, there js no correiation, the plot is passed on to the tracking
process for comparison with known system tracks. If this results in an association the appropriate track
is updated, In the abserce of an association, it is concluded that the plot is from a new moving object,
a new stationary object, or is otherwise spurious. As a decision as to which is applicable cannot be
made at this stage, such plots are used both to initiate new moving tracks and as new entries i the
stationary plot filter store. On subsequent scans either the new track or the stationary plot filter
entry wiil become confirmed, the other being cancelled due to lack of supporting data. 1f the plot is
spurious, however, both the filter entry and new track are cancelled. The plot processing logic is
summarised in Figure 2, This arrangement introduces the need for feedback from the tracking to the

" stationary plot filter, but is the simplest method of eansuring that tracks which slow down (eg helicopters)

and tnose which always move slowly (eg ships) are not cancelled by the filter once the autotrack has been

established. The stationary plot filter also feeds information on local detection densities back to the

first threshold and forward to the automatic track initiation system.

S Y W TS S L

The main constituents of the data processing system are discussed in the following sections of this paper,
the emphasis being on the stationary plot filter.

2, PLOT EXTRACTOR

PR

The plot extractor design is fairly conventional, consisting of a cell averaging constant false alarm
rate {CFAR) processor, fcllowed by integration of the single level quantised video. Although more
sophisticated CFAR processors are available, none of them offer ideal performance and the subsequent
processing has therefore to be tolerant of this non-ideal behaviour. As a result, simplicity is opted
for. The main elements of the extractor are shown in Figure 3.

P

As the false alarm rate at the output of the CFAR is, in general, higher than that desired, an additional
margin is added at the first threshold to reduce the false alarm rate to the required level, usually omn
the assumption that the input has a Rayleigh distribution. The false alarm rate at the second threshold
is further reduced by integrating the output of the CFAR across the radar beam. A staircase integrator

is used, which, like the well-known m-out-of-n detector, is relatively insensitive to target fluctuation
and impulsive interference (Marcoz, F and Galati, G, 1972). The combined effect of these 2 processes is
to reduce the probability of a false target being generated from noise to approximately 1076, This

figure assumes the unwanted input to be Rayleigh and uncorrelated from pulse-to-pulse. The probability of
false alarm is greatly increased when the input does not conform to these assumptions, as is the case for
most ftorms of clutter, and additional processing is included at a later stage to take account of this.
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3. TRACKING
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The tracking system consists of 3 separate processes, namely plot-to-track association, track updating and
track initiation,

r
i

3.1. Association and Updating

Plot-to-track association is the process of comparing plots with known tracks and deciding on the currect
pairs. When a pairing is made, the track information can be updated to produce refined estimates of
position and velocity., The track updating algorithm is required to smooth the incoming data in order to
produce reliable estimates of track position, speed and heading. The process is designed to smocth out
the reasurement errors, while retaining a good response to manoeuvres and consists of a least-squares

a, 8 process, The algorithms used have manoeuvre response and missed observation handling based on
Kalman filter theory, with simplifications applicable to surveillance radars in order to reduce the

computer load.

;
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At first sight it appears that tracking should be carried out in a polar co-ordinate system, but

: urfortunately straight tracks are generally non-linear in this representation, It is clear, however,
that manoeuvre detection ought to be carried out in polars. One way out of this dilemma is to use a
cartesian co-ordinate system aligned along and across the line-of-sight to the target (sensor orientated
cartesians), Further details of the tracking system can be found in thu references Hoimes, J E, 1977 and
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initiation of new tracks and the rate of generation of false tracks. Since measurement conditions can
vary significantly with position and time, the optimum scheme must be adaptive. Without the ability to
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On successive radar scans the plots which remain after failing to associate with existing tracks can be
used to form new tracks. Two such plots from different scans will be used to form a tentative track,
which will either be confirmed as genuine or deleted as further plots do or do not associate with it,

&

. . The method used is based on probability theory, where the conditiona! p.obability of validity for each
+ ! tentative track is determined from the observed measurement sequence and the observed local detection

. : environment. By using the a priori value for the ratio of valid and invalid track probabilities and the

: probabilities of successful measurements on such tracks, the a pusteriori value for the ratio of valid and
i N invalid track probavilities can be found. The rule used is based on Bayes theorem and is derived from it
i in a simple manner (Holmes, J E, 1977 and Quigley et al, 1976)., The a posteriori value after one scan is
, used as the a priori value for the next scan and the measurement attempt made on that scar is then used to
update the a priori value to give a new a posteriori value,

Prior to track formation or updating attempts occurring in any given area some value for the likely
probability of validity of any track formed from target detections within that area can be postulated.
Such factors as false target detection rate, true target detection rate, expectancy of target(s) based on
. data from other sensors or flight plan information, SPF efficiency or rate of leakage of false target
detections to the track formation logic can all influence the a priori value of valid track probabilities.

Change of track status to a confirmed level or deletion occur if the probability of validity reaches
suitable upper or iower limits based on the acceptable false alarm —-ate for the track promotion logic or
the likely deletion of a true track respectively. The false alarm rates thus set are constant false alarm
rates and enable the logic to operate under any condition with knowi and acceptav.e performance.

4. STATIONARY PLOT FILTER

4 ' 4.1. The basic principles of the stationary plot filter are simple. Plots (output from the plot

extractor) which are at or near the positions of plots received and stored on previous scans are deemed to !
. be clutter and are therefore cancelled. The stored plots result from ¢innes from land clutter and slow

) moving targets, New plots which are not close to any stored plot are output by the filter and are also

used to form new entries in the store, provided they do not associate with any existing track.

The position of a stationary plot is stored for a specified number of scans beforz being wiped, unless a
new plot occurs in close proximity, in which case its life in store is extended and its pcsition modified
by the position of the new plot (ie a smoothing process takes place). The parametzrs which control the
effective memory length merit consideration in more detail. The memory is conirolled by a consistency
counter, which is incremented by vy on each scan when the filter entry is updated anc decremented by &
(usually one) on each scan where no association is made. When a new filter entry is created, th: counter
' is set to an initial value, usually equal to vy. The maximum value of the counter (M) limits the time an
entry which is not being updated can remain in the filter, as entries are cancelled when the counter
. reaches zero.

L AR R T e N A

Clearly, clutter points with high detection probabilities are likely to have entries in the stationary
plot filter and are therefore iikeiy to be cancelled, ie the probability of observing them at the output
is low, FEgjually, clutter poiits with low detection probabilities are not likely to have filter entries,
but, by virtue of their low detection probabilities, are unlikely to be seen at the input and hence also
‘ at the output. From the foregoing, it is expected that there will be some value of the detection

. probability for which there exists a maximum value of probability of presence at the output of the SPF.
' Figure 4 shows a set of curves which relate the detection probability &t the input and output of the

!

!

filter for various parameter settings. Note that tiie expected maximum is clearly visible and that it is a
function of the memory parameters. It is also clear that the output detection probability can never exceed
the input detection probability.

¥
K;

In the case where the input consists sclely of detecti~ns from land clutter, the longer the mewory lemgth,
the greater the cancellation efficiency of the process. However. zs has already been pointed gut, if other
forms of clutter (or interference) arc considered, the situarion is somewhat different, as each entry in
the filter has associated with 1t a capture area, which effectively blanks out part of the radar covar as
seen by the tracking process., The SPF rciies ror its visbiliity on inter clutier visibility and so the

, nraber of spurious entries in the filter store necds to be minimised in oxrder to maximise the area where

i detections of moving tracks can be made. Tine values of the parumeter y and to some exten. the ¢ounter
maximum (M) requare to be a comprumise between cancellution of real returns with low values of detection

H p vbability and limitaticn of the time which spurious entriea rcmain in the filter memory.

PR

The other SPT parameter whick needs to be considered is the size of the capture area around each filter
. entry. This area would normally necd to be several times the radar measurement standard deviation (to
. i 2liow for radar weasurement errors), Lut is likely to be less then the radar resolution capability

RSB BRI

e s {Quigley, AL C, 1973). The size of thc capture arca clearly dictares the miniwum speed that a targset
'f R : requires to evade capture by the filter and hence allow automatic initiation ¢~ occur. The size of the
Sier ! capture area, therefore, requirss te he z compromise between rilter e¢fficioncy and a reasonable escape
O specd.
S ’
g{gg;ﬁ . Using minimum escape speeds of up tc a fow hundred km/hr, this system plluws automatic initiation on fast
éhé~~' J tracks where it is most necded, whilst allowing munual initiation on slowor moving tracks. This is

chieved simply by romoving the appropriate filter ent.v, which cugures that subsequent detections are
output to the traching process.
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The filter is required to produce information relating to the local clutter density with each output plot
mes<age. As the data structure that produces the most efficient search, and therefore the smallest
processing time for the SPF program, will not, in general, have the optimum structurs for the plot

density requirement, a separate data store is maintained for this purpose, Ideally the local detection
density should relate to an area centred around the plot of interest, but this woulr increase the searcn
time of the process by an unacceptably large amount. A compromise solution is, therefore, to divide the
radar cover into a number of cells, each of which should contain sufficient radar resolution cells to give
a reasonable plot count under a range of clutter conditions. The optimum dimensions of the cells are
still under consideration, but it seems to be reasonable to use approximately equal dimensions in range
and cross range. A typical size might be 3km %y 6°, which is square at approximately 32 km, A

count is maintained on each scan of the number of detections received in each cell und detections output
from the filter are tagged with the count appropriate to the cell in which they fall. This system, is,

of course, only accurate for plots near the centre of the cell and is likely to be in error for those near
the edges. It may be possible to improve the accuracy by using a weighted average of the density in the
surrounding cells.

¢
'
i
l
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PR

A sihilar storage structure is required fo. “eedback to the first threshold in order to implement area
sensitivitr control. The algorithms used to calculate the required threshold offset could vary from a
simple fixed value for those cells Jeemed to be cluttered to a very much more complex system, It is
relatively easy to determire when to raise the threshold, but rather more difficult to decide when to
lower it. A simple system can be envisaged which raises the threshold when the number of plots .
(corrected for those which associate with known tracks) reaches an upper limit, but only lowers it again R
when the number of plots falls to some lower limit. The threshold cannot be reduced below that set by ’
the normal CFAR system and the plots in those cells in which the threshold is being changed will not be

considered for initiation of new tracks or even, in extreme conditions, for updating existing tracks,

until the threshold is stable. The maximum allowable number of plots per cell should be set to a level

where only a few per cent of the resolution cells are filled, to allow maximum probability of inter-

clutter visibility and let through only the larger fixed scatterers, which will be dealt with |
effectively by the SPF. In this manner it is expected to evolve a system which will approach the !
performance of an area MTI, but which is more amenable to fitting to shipborne radars.

U

Aspects of the system design such as the size and number of cells in the clutter files and the optimum
alge~ithns for threshold control are currently under investigation, usiitg both simulated and recorded
data. An experimental real-time track extraction system is also being built and will be used for land
andd?cg based trials to validate the design and determine the performance of the system under realistic
conditions.

4.2, Data Structure

A section of the computer store is used as a file to store the positions of stationary plots. Each new
plot received from the plot extractor needs to be tested for association with stationary plots held in
the store. Tn order to reduce the search time, the data structure needs to be efficiently organised.

Assuming that every nev plot from the piut extractor associates with a stored stationary plot and that
association tests stop once association is made (so that the averags search is th sugh hslf the
stored plots, zssuming they are not ordered), then t. e total number of tests per input plot is
approximately equal to half the number of scored plots. It has been found experimentally that the
number of storad plots is approximately double the number of input plots per scan. With 1000 input |
plots, the number of tests required per scan is of the order of a million, which is prohibitively large. ,
This can be considerably reduzed by dividing the radar covevage area into a number of segments cf equal '
size in terms of range and bearing. The number of associatinn tests is then reduced and is dependent

on the number of stationary plots stored per occupied segment. If each plot is perfect.y stationary then,
for each input plot, the segment contairning its associated stored plot can be immediately found. However,
in practice plots are not perfectly stationary and if segment sizes are smaller then the association ,
box size, additional work mst be done in searching for an occupied segment befor> testing for i
association can take nlace and additionally several segments will need to be searched for each input

plot. Another disadvantage of having a large number of segments is that they all have to be examined ,
once per scan to decrement the confidence counter of any unassociated stationary plots. Time also has

to be spent in examining empty segments to see if they are occupied. Thus there is an optimum number of .
segments for a given clutter scenario. N

A factor which influences this optimum rumber (and therefore the processing time) ic the shape of a !
segment. Using the local ground clutter scenario, the effect of changing the segment shape was !
investigated (Shepherd, A M 1976). All the 3 shapes used showed a decrease in processing time w#ith the
number of segments (n), but the best for a fixed value of n was n segments in bearing (und one in range)
followed by n in range (and one in bearing), the worst being with 64 in bearing and the rest (M/g4) in
range. The most ~fficient shapes, of n segments in range or bearing, cannot generally be used as the
segment size wo..d almost certainly be smaller than the association box and several segments would
therefore require to be searched for each input plot. This condition imposes a minimum segment size in

v

N - ’
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both range and bearing, As the plut extractor used transfers data in octant (3 scan) blocks, it was ﬁ:“
convenient to use 8 bearing sectors. 53
7
The optimumn number of segments is now required and in order to obtain this, the number of instructions in ;?
the compiled code was found for each procedure and, assuming a mean instruction time of 3 ,us for the 2?%
general-rurpose computer used, the processing times were calculated for different values of n Eagé

AN

(Shepherd, A M 1976). It was assumed that the stored plots in each segment are not ordered and that the
search is complete once an association is made. Figure 5 shows a graph of processing time against number
of segments for $0% and 100% association, with 1000 input plots/scan, It can 'v seen that, for these
conditions, 4096 is a reasonable number of segments to use, as it is convenient to use a power of 2, and
that the computer used would take of the order of one second to process 1000 plots. Figure 6 shows
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processing times for 600-2000 input plots per scan as a function of number of segments, assuming 90%
.ssoviation. It can te seen that the processing time is a fairly linear function of the number of input
plots when 4096 segments are used,

The system is programmed completely in the high level language CORAL 66 and it is estimated that the
processing time could be reduced by up to 20% by using a low level language to code the critical parts
of the program, in order to overcome inefficiencies in the CORAL 66 compiler. This would, however,

lead to less ccmprehensible program, which would therefore be more difficult to maintain, Processing
time could also be reduced bﬁ using a more complex search process and having a list ordered in bearing (or
range). This would reduce the average number of tests for association in each segment since the search,
beginning with the stationary plot having the lowest bearing in a segment, would proceed through the
list only until the maximum bearing for association had beocn exceeded. On the other hand additional
instructions would be required for keeping this list ordsred. This method is only likely to be
effective with relatively large numbers of plots per occupied egment and the optimum number of segments
is therefore likely to be smaller than with a non-ordercd systea, Processing time for this method has
not been calculated but it may be worth considering if faster processing is necessary.

4.3, Experimental Results
4.3.1 Parameter Settings

Experimental measurements have been obtained from land clutter using 3 radars with pulse lengths cf

2 msec and 50 nsec on the same site and of 250 nsec on a different site. The optimum (standard) value
for each of the varameters was determined empirically and each was then varied a turn while keeping the
others constant. The smoothing factor used to update the positions of stationary pluts relates to a
fixed value of a in a position only tracking filter. The standard values are tabulated in Figure 7 and
the results are summarised in Figures 8-13.

In Figures 8 and 9 the capture areas are shown in terms of radar beamwidths and range bins (plot
extractor range increments). It can be seen that the results obtained are generail: ;:nilar for the

3 radars and that there is an optimum size of capture area of approximately 6 rsnge bius by 1.5
beamwidths. In the case of the 50 nsec pulse length radar this represents a minimum esca;o speed of

40 km/hr, the corresponding figures for the 250 nsec and 2 smsec radars being 200 and 400 hn/Lr
respectively. Increasing the memory parameters {ie v and the initial and maximum values of the
confidence counter) over the stand-rd values appears to have little effect on either the efficient; of
cancellation or the total number of plots held in the store. The value of the smoothing Jactor (a; :!so
has little effect, the optimum value being about 0.5.

The rlutter scenario at the second site was markedly different from that at the first, there being a
significant number of detections which were likely to be from motor vehicles enving on the local road
system, This is the most likely explanation of the signficantly wcrse cancellation efficiency and its
steady imprcvement with increasing range capture area obtained with the 250 nsec :ulse length radar.
Even so, the results demonstrate that the optimum filter parameter settings are relatively insensitive
to both the radar pulse length and the observed clutter scenario, although the cancella.ion efficiency
is obviously affected.

It should be emphasised that this data was obtained from land based sites and the process has yet to be
validated for shipborne use, where the characteraistics of the observed land clutter may well be
different due to the motion of the ship and the change in graring angle,

4.3.2 Filter Performance

Using the 250 nsec pulse length radar recordings were obtained of both non-MII and MTI plots, the radar
being switched to MTI mode after 23 scans. Unfortunately it was not possible to record data from both
channeis simultaneously. The radar was radiating over a sector from 163° to 318°, with a minimum rangc
of 12 km and a meximum of approximately 60 km.

The track initiation rule used was fixed at 2 plots on consecutive scans for tentative track formation
and a further one from the next 2 for confirmation,

It can be seen by comparing the SPF output (Figure 15) with its input (Figure 14) that a significant
proportion of the returns from the land clutter area are cancelled by the SPF, while the detections from
the moving targets are not seriously affected. Of course, the slower tangential tracks are likely to
lose more detections than the radial ones, particularly at the longer ranges. Figures 19 and 20 show
that during he first Yew scans, as the SPF builds up its picture of the clutter environment, the number
of output plots is high and the cancellation efficiency is therefore low. After a warmup period of

2 scans, during which automatic initiation is inhibited, the cancellation efficiency fluctuates between
80% and 90%. This has the effect of inhibiting the first 2 scans of detections, including those from
moving tracks, which therefore appear 2 scans later in Figure 15 than Figure 14, All 4 of the tracks
visible in the non-MTI data are also present in the SPF output. However, only 2 of these are confirmed
by the autotracking system (Figure 16). Both the missing tracks are nearly tangential and one fails to
run for sufficient scans to be confirmed, while the speed of the other is such that every second
detection is absorbed by the SPF, so that the tentative track initiation criterion of 2 outputs on
consecutive scans cannot be met,

From Figure 16 it is clear that no false tracks are initiated from the residual land clutter plots riot
cancelled by the filter and that only a few plots on moving tvar .s have been lost, which does not
seriously degrade the tracking system performance. Unfortunately data which demonstrates the ability of
the system to initiate and track targets in cluttered regions is not available, although this has been
observed using the real-time radar system.
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4,3.3 Comparison with MTI

It can be seen from Figure 19 that the number of plots output from the MTI channel is nearly 2 orders of
magnitude less than the non-MI'I and one order less than the SPF output. The number of tentative tracks
generated from the MTI plots is similarly about one tenth of the number from the SPF output (Figure 21).
Howevar, the number of confirmed tracks is the same, the third track only entering the radar cover just
after M1 was selected and therefore not being present in the non-MT'I data, Of the 4 tracks visible in
the non-MTI picture (Figure 14) only 2 appear in the MTI data (Figures 17 and 18). However, as pointed
out above, only 2 of the tracks in the SPF output were confirmed by the autotracking system (Figure 16).
Although this is the case, the data on the other tracks was available (at the¢ input to the filter),
whereas in the case of the MIT it was not. This was demonstrated by using an association yate of half
the normal size and the resultant track output is shown in Figure 22, where 3 of the original 4 tracks
are visible, the fourth again not being present for sufficient time to be confirmed., However, a further
2 tracks were produced from the area of land clutter and these appear to have sufficient detections to be
genuine, It is concluded that they are from road vehicles, as their speed is cf the order of 70 km/hr. .
This clearly demonstrates the fact that w.ile the MTI is blind to all tracks with no radial velocity !
component, the SPF has a finite, range dependent, minimum speed for detection of tengential tracks. At

close range, where land clutter is most likely to be detected, the minimum speed for initiation of tangential

tracks may well be less than that for radial. Once a tentative track is formed, of course, the SPF ceases to ;
cancel detections whatever the speed and slow tracks may therefore be manually initiated if necessary.

The performance of an SPF based system in practice may well be superior to that suggested by these
results, as adaptive initiation rules allowing 2 out of 3 (or even 4) scans in clear arcas would reduce
minimum speeds for automatic initiation, particularly for long range tangential tracks. Indeed, it is
possible, in clear -reas, to have automatic initiation of all tracks, by allowing the SPF to determine in
which areas it is unnecessary to suppress detections. The addition of first threshold control should
also improve performance in clutter which does not correlate from scan-to-scan and reduce the computer
load in that which does. H

As the MTI is blind to tangential tracks, it is therefore only useful for detecting tracks with radial s
velocity components in cluttered areas, where it has sub-clutter visibility. The SPF, on the other hand, ;o
can be used for all tracks in the clear, but has no sub-clutter capability and therefore relies on inter

or super-clutter visibility, under which conditions both radial and tangential tracks may be visible,

depending on their range. It is therefore clear that to obtain the optimum performance under all

conditions, both MTI and non-MTI channels should be combined, as their outputs are complementary. This

is confirmed by the fact that the MTI and SPF system did not recognise the same 2 tracks out of the

4 that were obviously present.

1
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i
S. CONCLUSION 5 :
i

The automatic surveillance radar track extraction which has been described is capable of achieving low :
false track generation rates while operating in realistic radar environments. In order to achieve this Po--
goal, several stages of false alarm rate control are incorporated, culminating at track level with the ;
adaptive initiation system. The bwsis of the system is the stationary plot filter (SPF), which provides b
data for arca sensitivity control at the first threshold and adaptation of the track promotion logic. '
It is expected that the processing power required for the 3PF together with the automatic initiation and
track.ng functions, will be within the capability of 2, or maybe 3, mini-computers, depending on the
parameters of the radar involved. It can be seen that it is not necessarily possible to optimise
components of tie system in isolation and that it may be more cost-effective to incorporate extra
processing t:o correct known deficiencies than to attempt to overcome them in isolation.

From the foregoing it is clear that, in order to obtain the best performan-e from future surveillance i
radars, the data processing should be designed as an integral part of the radar and include complementary 4
MTI and non-MII channels, so that the performance of the system as a whole may be optimised. P
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DISCUSSiON

G.V.Trunk, USA
The range capture area was stated to be 6 range cells. Is this 3 cells on each side?

Author’s Reply
The optimum range capture area was found empirically to be £6 cells, although in practice a somewhat smaller size
would generally be used to reduce the speed required to escape cancellation, the optimum being relatively broad.

G. van Keuk, FRG
You are speaking of a stationary plot filter to suppress clutter at a data processing level. Could you explain what
will happen in situations of nonstationary clutter? I am thinking of typical military problems with nonstationary
clutter like chaff

Author’s Reply ]
The stationary plot filter tends 1o blank out areas of clutter where detections which do not correlate from scan-to-
scan are produced, because under these conditions the capture gates tend to overlap at relatively low clutter
densities. In this case it is likely to be more beneficial to desensitize the radar in the area affected so that the plot
density is reduced. It is for this reason that feedback control of the first threshold was introduced.

W wm cmmbem— s

G. van Keuk, FRG
Could you explain what will happen if an established track enters a cluttered at2a?

Author’s Reply
If the detection falls within the capture gate of a stored statiorary plot. then it is absorbed and the track is updated
for a missed observation: otherwise it is used to update the track in the normal manner.

G.Binias, FRG
What is your way of updating the clutter map?

Author’s Reply
The status and position of the map entrics are updated on each scan of the radar.

G.Biniss, FRG
Is there a one-to-cne relation between the number of resolution cells and storage cells?

Author’s Reply

The size of the association gate used is a compromise bctween the conflicting requiements of cancellation efficiency
and minimum escape speed. The size used is generally as small as possible conducive with reasonable escape speeds
and is usually smaller than the resolution capability of the radar.
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AUTOMATED TRACKING FOR AIRCRAFT SURVEILLANCE RADAR SYSTEMS*

R.M. 0'Donnell and C.E. Muehe
M.I.T. Lincoln Laboratory
Lexington, MA 02173

SUMMARY

An {mproved Moving Target Detector (MTD) (a digital signal processor) has been designed, constructed
and teated which succeasfully rejects all forms of radar clutter while providing reliahle detection of all
alrcraft within the coverage of the radar. The MTD 1s being tested on both turminal and enroute surveil-
lance ralars fur the FAA. This processor has been integrated with automatic tracking algorithms to give
complete rejection of ground clutter, hesvy precipitation and angels (birds).

1. INTRODUCTION

T the past, dlificulty has been experienced i{n providing high quality digital primary radar output for use
in the FAA's radar tracking. However, new techniques (1,7) have been develuoped which significantly enhance
automated alreraft Zetection in all forms of ciutter. These techniques are embodied in a digital signal
processor callua the Moving Target Detr=ctor (}ID). The MTD employs ccherent, linear doppler filtering,
adaptive thresholdtiy, and a fine grained clutter map to reject ground clutter, rain clutter, angels (birds),
and interference. A detailed description of the ground-based radar clutter problem and solution was pre-
sented at ACARD 1976 (ref. 3).

v

In 1975, a hard-wired version of the MTD was tested extensively at the National Aviation Facilities Ex-
perimental Center (NAFEC) near Atlantic City. The subclutter visibility performance of the MID on con-
trolled aircraft flying in heavy rain and heavy ground clutter was measured to be about 100 times greater
than conventional MTI. The MTD report data was found to be about 50 percent more accurate in range and
azimuth than the sliding window detector. Automatic primary radar tracking was achieved when MTD processed
data was input to a modified version of the FAA's ARTS-TIT tracker.

Recently, second generation MTD's have been designed and constructed for both terminal and enroute radars
for the FAA. These M1D's (which will be tested in Burlington, Vermont, and Bedford, Virginia) are being
implemented in Parallel Microprogrammed Processors (PMP's, ref, 4). These are programmable, digital signal
processing computers whose high degree of parallelism was designed to give both high speed (100-150 MIPS)
and great reliability and maintainability in the field.

New aircraft report centroiding and automatic tracking algorithms have been developed for use with the
second generation MTD's. Because of the exceptionally clean data input to the tracker from the MTIM's, it
has been found that automatic tracking algorithms can be made reasonably simple. In addition to the high
blip-scan ratio and the low false report rate, better tracking results from the fact that any falae reports
or missed detections from MTD-proccssed radar data are uncorrelated both spatially and tewporally (ref. 6).

The paper will first describe the MTD-II system and secondly discuss the details of the automatic and
adaprive track initiation and maintenance algorithms developed for these radars and, finally, present
experimental results obtained when these algorithms were run on live radar data from an ASR-7 radar equipped
with a PMP-2 processor,

2. MOVING TARGET DETECTOR (MTD-II) RADAR SYSTEM
2.1 General

A bloch diagram of the MTD-11 radar system is presented in Figure 1. Analog signals from the radar's linear
receiver (which is linear over 60-dB dynamic range) are sampled by 10-bit A/D coverters. This data is sent
to the Parallel Microprogrammed Processor (PMP-2), a high-speed, microprogrammable, digital signal proceasor
in which the MTD sigual processing algorithms are performed. The PMP~2 outputs approximately 500-600
range-azimuth-doppler threshold crossings per scan out of the 3,000,000 cells {n the radar. Typically,
there are between 5-15 threshold crossings per aircraft target. These threshold crossinga are sent over
the 1EEE bus to the post-processor where report correlation and interpolation are done on a single-scan
basis. In addition, poat-MTD area thresholding and scan-to-scan correlation are performed to remove the
few false reports that are sent by the PMP-2 signal procesaor. Aircraft position reports are then sent from
the post-processor to a digital maintenance display and over an interface to the users displays. It should
be noted that five computera are interconnected asynchronocusly via the 1EEE 488 bua. They are:

1. PMP-2 Signal Procesaing Computer

2. Radar Controlier (Intel 8080)

3. Post-Processor (Data General Eclipse $-130)

4. Digital Maintenance Display (Data General Nova 3/12 based)
5. 1EEE Bua Controller (AMD-2901) -

2.2 Parallel Microprogrammed Processor (PMP-2)
2.2.1 Introduction

The Moving Target Detector (MTD) signal processing algorithme are performed in a programmable digital
signal proceasing computer designed at Lincoln Laboratory called the Parallel Microproprammed Proceasow ref. 4,

AThe work reported was preapared for the Federal Aviation Adminiatration under Interagency Agreement DOT-FA-
72-WAI-242 and DOT-FA-TQ-679 by Lincoln Laboratory, a center for reasarch operated by Mamaachusetta Inatttute
of Technology under Air Force Contract F19628-78-(=0002, ;
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The second generation MTD radar systems were designed for use in an environment of operational FAA terminal
These requirements indicated a need for a flexible processor, one that is:

1. capable of self-diagnosing failures,

2. easily maintainable,

3. fail-soft in its performance,

4, easily modifiable,

5. expandable and completely programmable so that it cam be

e ey

%

'.\ & &‘.'.i}%

e *&3

8

i

applied to a variety of radar signal and data processing tasks.

Figure 2 is a block diagram of the PMP. It consists of several Processing Modules (PM's) in parallel
connected tog:ther by four busses. Each PM contains input memory and auxiliary memories appropriate to the
radar processing job, together with a Processing Element (PE) which performs all of the arithmetic functions.
The PE is connected to the input and auxiliary memories via a local PM memory bus.

Functions performed within the PMP are divided into two types. The data handling and arithmetic functions
are performed in the PM's and the program control functions are pevformed for all PM's within the controller.

2.2.2 Description of the Processor Element (PE)

“ The heart of the PMP-2 is the Processor Element (PE). Each PE is rated at approximately 25 MIPS and several
can be paralleled to provide processing capability in the hundreds of MIPS.

Figure 3 shows the block logic diagram of the PE. Wich operands in the five registers (Al, Bl, M, A2 and
B2) at the start of a cyle, control lines are set true or falge to control the operations performed in the
two ALU's, the random access memory and the word sghifters. At the end of the 75-nsec cy~le time the data
is ready and the five registers are strobed to accept the¢ new results. The input or outjut registers might

2lgo be strobed at this time. All data are 24 bits wide.

The PE can perform all of the basic arithmetic functions such as add, subtract, AND/OR, bit-by-bit multiply,
divide, fixed to floating, floating to fixed, etc. It also contains special hardware to compare Al and gl
and set flip-flops, take the absolute value to B2, and take the larger or smaller of Al or Bl.

The lower part of Figure 3 shows the local PM data bus which is connected to the PM memories and/or to the
Dats Interchauge Bus (DIB).
The PE is programmed to do all of its possible operations in parallel during one cycle. It is thus often

performing six operations durinz one 75-nsec period. It uses space equivalent to 240 16-pin IC's. The PE
board requires power wiring plus 146 pairs of wires for data connection. The PE must all reside on one

board to be able to perform at its rated speed.

2,2.3 Controller

The controller is broken into two parts, the program memory and the controller proper.
application, the pregram memory is a RAM which is loaded from the standard interface bus.

will be replaced directly with a ROM.

Injtially for each
Later this RAM

The controller performs the foliowing functions:
1. Interrupts by a priority, vectored, mashable interrupt system.
2, Indexing to modify all memory aadresses.

3. loop counting.

4,  Subrouutine control.

5. PM logical addressing. Each PM has a physical and a logical
address. If one PM is diagnosed to be defective, it can be
replaced by changes in the iogical addresses of one or more
PM's.

6. PM state generation. Data paths can be varied throughout the
PMP~2 to control the transfer of data between input and auxiliary
memories and the PE. Also, data can be transferred between PM's
and the controller. The PM state is also used to turn on and
off certain functions selectively within the PM's,

7. Standard bus interface. The controller contains an interface to
the standard interface bus described in IEEE Standard 488-1975.

2,2.4 Input and Auxiliary Memories

The size of these memories depend on the particular PMP application. Three different types of memory
bosrds have been constructed using MOS static RAM IC's. All memories have been mounted on the standard
plug-in boards. The memory boards require power counections plus up to 72 pairs of wires for data transfer.

2.2,5 Software

A comprehensive instruction set for dboth the controller and the PE has been wiitten to program the PMP. A
cross assembler 1s used on an IBM-370 computer to write, debug and assemble code. The IBM-370 is connected
to a NOVA 3/12 minicomputer which is in turn conmected to the PMP via the IEEE bus. A debugger has been
written for the NOVA to facilitate examining and debugging code in the PMP. N
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2.2,6 Hardware Implementation

The PMP's are constructed using Schottkly TTL logic. The first three were built at Lincoln Laboratory.
These are designated PMP-1. The next seven are being built by Stein Associates and are designated PMP-2.
The PMP-2's have a slightly expanded instruction set, minor hardware design dfferences, and are packaged
differently. The PMP-2's are being used in terminal and enroute radar systems. A photograph of the PMP-2
being used with the terminal ASR-7 radar is shown in Figure 4. This PMP-2 consists of seven PE's, six of
which will be in constant use and one gpare. The PE's are each on one Augat board with 296 16-pin DIPs.
The controller proper and program memory are each on one board. Alsa, the auxiliary and input memories are
combined on one board. Finally, there is one board for the front panel interface. As can be noted in
Figure 4 there are five extra boards; a front panel interface (2), controller (1), PE (1), and auxiliary
memory (1). These constitute a separate PMP which will eventually be used to replace the S$-130 minfcomputer
as post-processor when the post-processor algorithms are microcoded.

2.3 MTD-II Signal Processing Algorithms
2.3.1 General

Signal pfocessing algorithms used in the PMP-2 are generally the same as those used in MTD-I. However, the
doppler filters used in the MID-I (see ref. 1) are not being used. Instead, an approach is used which
cmploys generalized transversal filters as opposed to the Discrete Fourier Transform. The transversal
filters give better doppler filter sidelobe performance. This approach is also used to generate the zero
radial velocity filter. The samples used to generate the mean-level thresholds include ueither the cell
being thresholded nor the cells on either side in range. The clutter map has one cell for each range-
azimuthal cell (3-dB beamwidth) as opposed to one cell for each range-CPI cell as in MTD-I.

The original filters for the MID-I consisted of a cascade of three separate filters; a three-pulse canceller,
an eight~point FFT, followed by weighting in the frequency domain. In that processor ten pulses were
processed into eight filters. The zero radial veolocity filter was obtained by adding the ten complex
samples, five at a time, taking the magnitudes and then adding the two magnitudcs. 1In the '.ID-II the
doppler filters have been synthesized by cascading a two-pulse MTI canceller and a set of ¢.ght filters

(see Figure 5).

2.3.2 Zero-Velocity Filter Design

The design criteria fur the zero-velocity filter is to maximize uniformly the filter gain across the portion
of the doppler space not covered by the non-zero doppler filters while keepiug sidelobes low in the stopband.
An equi-ripple filter design was used. The program (see ref. 8, pages 187~204) solves the optimal linear
phase finite impulse response filter design by formulating a Chebychev approximation problem, and solves
this problem by use of the Remez multiple exhange algorithm. The fiiter impulse response is them calculated,
and since we are dealing with a linear time invariant system, the impulse response completely characterizes
the filter. By scaling the impulse response to the desired bit truncation, these results are used as the
zero-velocity filter weights, The filter shape is presented in Figure 6.

2.3.3 Non-Zero Doppler Filter Designs

These filters were designed using the optimum processor filter design method of DelLong and Hoffstetter

(ref. 2). The details of the design are presented in ref. 5. These filters are preceded by a two-pulse

MTI canceller because it was found that the number of bits in the transversal filter weights dropped markedly
by preceding the filters with the two-pulse canceller. With this technique the filter weights need only be

3 or 4 bits plus sign. Figure 7 presents the MTI inprovement factor vs. doppler frequency for four of the
seven non-zero filters., Filters 1 and 7, 2 and 6, and 3 and 5 are wmirror images of each other. These
filters have doppler sidelobes approximately 10 dB lower than the MID-I filters. This should give the

system even better performance in rain than the first MID. Tn addition, the MTI loss of these filtevs is
less than those of MID-I.

2.3.4  Waveform Design

The MTD~II uses a multiple PRF scheme as in MTD-I for the terminal radar (ASR-7). A group of eight pulses
whose spacings are 900 usec is alternated with a group of eight pulses whose spacings are 1100 usec. These
correspond to PRF's of 1111 Hz and 909 Hz respectively. Each group of eight pulses which are processed
coherently together is called a Coherent Processing Interval or CPI.

3. POST~-PROCESSING ALGORITHMS
3.1 General

The post-processing algorithms consist of three functions (see Figure 8); report correlaticn and interpclationm,
post-MTD thresholding, and scan~-to-scan correlation, Post-MTD thresholding is an area CFAR (Constant False
Alarm Rate) thresholding algorithm which deletes false alarms primarily due to angels (birds). It is the
function of correlation and interpolation to cluster (combine) all range-azimuth-doppler threshold crossings
which are caused by the same aircraft, and combine them together into a single report with the most accurate
radar observables (range, azimuth, doppler velocity, strength). Finally, scan-to-scan correlation deletes
those uncorrelated radar reports due to noise, automobile traffic, and angels whose scan~to-scan histories
indicate characteristics unlike those of aircraft (i.2., low speeds or lack of spatial correlation from

scan to scan). '

3.2 Correlation and Interpolation
It is the purpose of these algoritims to cluster together thosz range-azimuth-doppler threshold crossings

which are due to one target (i.e., a bird, aircraft or automobile) and then to calculate from the data of
the cluster the best value of radar observables for the target. These radar observables are range, azimuth,
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doppler velocity and strength. The criteria used for clustering is range and azimuth adjacency of the
threshold crousings. The atrength of each of the threshold crossings is normalized depending on the gain

) of the doppler filter from which it came. The range and azimuth are calculated by weighting both the range

. and azimuth by the strenmgth (voltage) associated with that threshold crossing. The doppler velocity is

calculated by interpolating between the doppler cell with the largest strength and its adjacent

doppler cell with the second greatest strength. This interpolation is done to one part in 64 across the

band of eight doppler cells.
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S G N 17 PR . e

Mo v 4.\

3.3 Post-MTD Thresholding

van e BTk

B Post-MTD thresholding i3 an area CFAR technique to delete single CPI false alarms due to residual angels,
3 interference and weather clutter thst are not removed by the signal processing algorithms in the PMP-2

signal processor.

With th%s scheme, the coverage cut to 48 nmi is divided into cells corresponding to an area 4 mmi in range
and 22% in azimuth. The doppler dimension corresponds to the doppler filter number (between 0 and 7).
‘N The last range cell extends in range from 48 nmi to 60 nmi and has the same azimuthal and doppler ex‘.nt.

P R OU S,

xS

{ Ay radar report cluster containing only one threshold crossing or a cluster at short range (less than 16
N nm.) with two threshold crossings causes the threshold of the cells to be increased. For each report in
these clusters that exceeds the,current threshold value, a fixed increment is added to the threshold. At
the end of each scan, any threshold which was not incremented this scan has its value lowered by a fixed
decrement. The magnitude of the decrement is less than the increment and varies with doppler number.

=,

A

In addition, if the number of single CPI reports per 11150 wedge (for all ranges) exceeds 10. then those
reports will not be used to initiate tracks in the scan-to-scan correlator and the post-MID thresholds will

not be updated for that area.

>

3.4 Scan-to-Scan Correlation

3.4.1 General

ST

The scan~to-scan correlator is a radar report editing process. It does not change any radar report data,
it only deletes some of the data which is input to the scan-to-Scan correlator. It is the purpose of these H
algorithms to delete all reports due to non-aircraft phenomena and pass all reports which are due to :
aircraft. A block diagram of the scan-to-scan correlator is presented in Figure 9. This process may be
divided into six functions as follows,

)
G

9

1. Assoclate track files* with radar target reports,
2. Resolve targer track file association ambiguities to one target for each track file,

3. Test and update track file parameters and radar observables with new radar report
data or set track coast parameters if no radar data ls present on this scan,

[ 2SS W

o
£

I

oo

e 2 I,

4.  Delete track files if radar data is not present for several scanms,

5. Output radar report data to digital display. Display if track file "Quality" parumeter
exceeds a threshold, and

6. Test to initiate track files on radar reports not associated with tracks.

ST
SN
e

AN

Rl

The preceding processing steps are performed 32 times per scan of the radar. That is to say, radar deta %s
collected into a buffer and the scan-to-scan correlation programs sequentially process the data for 11.25
sectors (11.25° x 32 = 360°). Because of problems caused by the abtlity of aircraft to cross these sectcr
boundariee, the processing of the dats at different stages has different sector delays relative to the
sector of radar data being presently input to the scan-to-scan correlator. The program structure delay is
at present a total of eight sectors. A breakdown of the delay for each function is preserted in Table I. -

e ety h

»

Buleretaat dbol

TABLE 1

o d

Y

Function Delay (relative to radar sweep)

2 st

Target-track association sectors

7,
A
e 2

Regolve target-track ambiguities sectors

3
5
Update track files 5
Delete track files 5 sectors .
s T
8

i

-y
.7
EEXY

vl

seqtors

e

NSt 8 A e

Output data to display sectors =
Initiste track files

o

sectors

Next will follow a detailed description of each of six sequential functiong performed by the scan-to-scan
correlator.

ﬁg.

*A track file is a set of radar observables which contain the position and velocity components of past
radar report data as well as other past data derived parameters which signify relative confidence that the
track file i{s caused by aircraft or by non-aircraft radar returns (e.g., cars, birds, etc.).
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target assoclations is made for each track.
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3.4.2 Association of Radar Target Reports With Track Files 4
<
The first processing to be done is to associate radar target reports with existing track files. This is ,§
done by setting up a search area in range and azimuth for each track. This circle is centered around its 4
“predicted position”. The predicted position is the calculated expected position of the radar report on p
the current scan. The predicced position is calculated differently depending on the scan life of the 4
track either when the track file is initiated or subsequently when the track file is updated. ;
¥
After targets have been associated with tracks, thire will frequently be more than one target associated .
with several of the tracks, and some of the targets will be associated with more than one t.ack before é
reduction of these multiple associations to unique one track/one target associations. A list of the 3
The output of the target-to-track association is this list. 3
{

3.4.3 Resolution of Target Track Association Ambiguities to a One Track/One Target Relationship
It is th~ purpose of this section of the scan-to-scan correlator to reduce the multiple target/track
associations to one track/one target associations. The first step in chis process is to examine each
track which is associated with one or more target reports. If the track is assoclated with only one
target and the target is associated with no other tracks, then the track and target are one-to-one related.

One track/many target assoclations are resolved by using- un algorithm which takes into account the dis- K
tance between each of the targets and the predicted track positions and, in addition, the total number of :
range-azinuth-doppler threshold crossings in the radar report. Many track/one target associations are
resolved by use of the track "Quality"# parameter. Tracks with the highest "Quality” are given preference.

Cram

i

If two tracks, each with high "Quality" are competing for two targets, the following quantities are calculated:

2 2 2
D" = dyy" +dyy

e

2 2 2
by 12 Yy

1N ST .

where d11 = distance from track 1 to target 1

d21 = distance from track 2 to target 1

d12 = digtance from track 1 to target 2

d22 = distance from track 2 to target 2

o At

ERSVEN

1f the converse

If D 2 is less than D 2, then track 1 is

is t%ue, the assigmmetit is reverr .d,

assigned with target 1 and track 2 with target 2.

3.4.4 Updating of Track Files with New Report Data or Coasting of Tracks

R TP S RN

Once unique target-to-track associations l.ave been made, the track files may be updated to predict ahead !
where the aircraft report will be on the next scan. Different prediction algorithms are used depending on H
the "Quality" attribute of a track. Newly initiated tracks are predicted to be in their initial position ;
with zero velocity. All tracks with low "Quality" or low track life are updated using a linear extrapolation :

[

Ak

?; . from the last two measured points. Those tracks whose "Quality" or track life are high are extrapolated i

= N using an u - B tracker. x
3 : :
%3 Several speed checks are performed for tracks with low track life and low “"Quality". Any which fails any 3
b < of the speed checks is coasted. The first check is made for “azimuth jitter". This exists when the I 5

$§§ measured azimuth change is opposite in sign to that expected, and the change in range 1s zero. For these box
-; tracks the consistency of the track speed is checked. All tracks are tested for a speed below 60 knots Lo %
i and any track below these speeds fails the speed check and is coasted. i E
The two require- A;

7
%
s

Tracks which have not been updated in this scan are tested for possible coasting instead.

ments for this are that the track have high "Quality" and kave not been coasted too frequeutly in recent 4
scans, C e
3.4.5 Deletion of Tracks from Track Files ;ﬁ
Track files are deleted (dropped) by first going through all tracks and seeing if the "Quality" is negative. ‘;é
This negative "Quality" has been set in the track updating section of the algorithms if the track is to be TE
deleted Deletion is accomplished solely by removing the track number from the track pointer lists and i(,é
adding the track number to the list of unused track numbers. yi g
ok
3.4.6 Elimination of Low or Irregular Speed Reports from Display 2%5%
In order to eliminate low~speed (automobile clutter breakthrough) reports from being displayed a set of 3?
algorithms was addded to the scan-to-scan correlator. These track files whose reports are of low or @g&é
irregular speed are maintained, but never displayed.- This sigtificantly reduces the initiation of new ﬁiga
tracks caused by clut“er breakthough or automobiles, The handling of this is described below. ‘§§§
. ﬁ'
Lot

*"Quality" is a track parimetet which is a running sum of the number of CPI's of the targets associated
each scan (e.g., if on succeeding scans a track is started and updated with feports whose number of CPI's

is 2, 1, 3, 2, 4 on five succeeding scans, then the track "Quality” on each of those scans will be 2, 3, 6,
8, 12. - B :
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The association circle size used for a track which has been identified as failing the speed checks has a '
circle corresponding to the distance an aircraft would go in one scan at a speed of 180 knots. The purpose : :
of this is to prevent such a track from associating with targets away from its immediate area.

LRt e e

The first time a track fails the speed checks it is flagged and will not be displayed. On each successive
scan, during which it is assigned a target, .this process is repeated. i ;

In addition, the center of the search circle is reset to its value when the track was first identified as
failing the speed checks. These tracks are not dropped, instead they are coasted until the coast counter
reaches a threshold. '

o e e v

3.4.7 Transmigsion of Displayable Padar Report Data to Digital Display via IEEE Buvi

It 1s the purpose of this function to decide whether tracks are of sufficient "Quality" that the radar
report data associated with them or their coasted position may be displayed. The decision is made as
follows.

1. All reports whose track files have "Quality" greater than five are displayed.

2. Reports whose track files have "Quality" greater than three and range greater than 20 mmi are )
displayed. X

All radar reports whose track "Qualities" pass either of these criteria are then sent out on the IEEE bus.
The radar observables sent out are track number, position of radar report and coast indicator. The data is

output one sector at a time. !

4. RESULTS

As of this writing, the terminal ASR-7 MTD system is in the final stages of test and evaluation before
shipment to Burlington, Vermont, where it will undergo testing in an operational environment. A photograph
of this system is presented in Figure 10. The system sensitivity has been tested with a coherent test .
target generator and weasured to be within experimental error of the expected value, The PMP processor L
operates out to the full instrumented range of 60 nmi. Tests on aircraft tarjets of opportunity have been
made. Figure 11 presents two photographs of the digital maintenance display output at l0-scan intervals.
Radar reports from the present scan along with scan histories are displayed. The aircraft are solidly
detected as was the case with MID-I. At close ranges where there is much automobile traffic visible to the
radar, data was also collected. These results are shown in Figure 12. The aircraft which are taking off
and landing at Hanscom AFB, an airport about 1/2 nmi irom the radar, are detected clearly and no detection
from the automobiles on a nearby highway are seen. Later, tests were made where a fast moving intense :
weather front pasged through the area. The intensity of the rain was measured to be near the top of A/D
converters (greater than 40 dB). Aircraft were clearly detected 2s they passed through the weather front
(see Figure 13). Few, if any, false reports were observed after the scan-to-scan correlator processing.

e mb

i

Initial accuracy tests have been performed using four targets of cpportunity. The trajectories of the
aircraft tracks were as follows: two flying radially; one tangentially and one a combination of radial and
tangential motion. Ten scans of range and azimuth data were fit t a straight line using the method of
least squares and the deviation from that straight line calculated. The aircraft chosen were flying in ,
straight trajectories. Since 10 scans of data were chosen and a stralght line has only two unconstrained
parameters (i.e., y = a + bx), then the least squaves fit will be greatly over constrained and the results

will be, if anything, conservative. These results are:

Tabs b AL e L L

4.1 Summary of Accuracy Results
Irack No. S (fee) Sy (degrees) Location from Radar '

1 167 .06 17 mmi SE !4
2 144 .10 10 omi SW o
3 0 .04 19 nmi SW g;
4 121 .19 9 nml E v
average range error = 108 feet ;;
average azimuthal error = .10, ,
These accuracy results compare quite favorably with those obtained on MID-I. -
&
A test vwas wmade running the DABS Experimental Facility at Lincoln Laboratory and the MID-II system simul- E
tanecusly. Outputs of both iystems are shown in Figure 14. ATCRBS beacon-equipped aircraft were seen by 4
the DABS sensor. The MTD~II system detected the same aircraft as well as those which were not trans- :
ponder equipped. E
. ¢
The FPS-20/MTD-11 system is in the final stages of system integration. It is expected that results will be é
ready by the time of the AGARD meeting in October 1978. 4
i

S. CONCLUSIONS

We have presented a description and initial results of a second-generation Moving Target Detector (MID)
processor. These results indicate that the MID's automated tracking performance is excellent in any of the
clutter environments encountered. Continuing tests of the ASR-7/MTD and FPS-20/MTD will be mdde in the

coming months.
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FIGURE 10 - PHOTOGRAPH OF MTD~II SYSTEM

FIGURE 11 -~ PMP-2 PERFORMANCE IN NORMAL ENVIRONMENT
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FIGURE 12 - PERFORMANCE IN AUTOMOBILE ENVIRONMENT
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DISCUSSION

F.Herzmann, FRG
You have shown us a slide with very heavy rain and a very small aircraft which is tracked by your radar. Do you
know if the aircraft was equipped with a beacon?

Author’s Reply
The beacon processor was shut off,

REEITERR e R TR I
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E.Brookner, USA
I realize that you still have engineers with their hands on the equipment. Could you tell us what reliability you
achieve?

Author’s Reply
The least reliable components are the mini computers. The PMP has an MTBF of about one month. (This is
excluding the reliability given by the spa-e PM module.)

E.Brookner, USA
You mentioned that the clutter was 45 dB above the thermal noise for the very severe rain storm. Where is this clutter
suppressed relative to noise by the MTD?

Author’s Reply
It is suppressed in the signal processor by doppler filtering.
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BEAM STEERING AND SIGNAL PROCESSING WITH A PHASED
ARRAY RADAR SYSTEM FOR AUTOMATIC TRACK INITIATION

Eberhard Hunle

Forschungsinstitut fur Funk und Mathematik
D-5307 Wachtberg-Werthhoven, F.R. Germany

SUMMARY

The relations between the main system functions search, acquisition, and tracking and their radar counterparts detection,
interference reduction and position finding are explained in detail by an experimental rodar system named ELRA. Fer auto-
matic track initiation a lot of radar tasks with different parameters must be handled partly simultaneously and partly
sequentially which demands various kinds of data transfer between the radar antennas and the tracking computer.

It is pointed out that spatial distribution of targets and interferences, the radar physics and the tracking process require a
variable integration time for optimum signal processing dependent on the farget range, direction and estimated cross section
and on the information from a clutter map, and how adaptive clutter suppression and jommer cancellation can be included
to this with modest reduction of the efficiency. The demand for a high detection probebility and location accuracy and
limitations in power and time with long-range surveillance systems can be overcome by a multiple-beam concept using
interlaced transmit-receive processing.

1. INTRODUCTION

Flexibitity and multifunction operation are the main demands on future radar systems in the military area. Objects with very
different velocities, reflection characteristics and flight rajectories must be detected, located, classified and tracked, and
tasks like defence guidance control should be additionally handled by the same radar system.

The use of an array antenna with electronically-steered phose shifters combined with a system of special and general-purpose
computers ollows a system to be set up which satisfies these demands. But these antennas are more expensive than con-
ventiona! mechanically-steered ones. The employment of these radar units is efficient only if greater versatility is utilized
by an adequate expense in signal processing and date handling in multifunction operation.

The experimental system ELRA under construction shall be used to find the limits of versatility for those electronically-
steered rador systems. Ir: the final stage the maximum range will bo about 200 km for this S-band system which will permit
the study of areas such as multifunctio. operation, target tracking and system overload by a great number of daily present
aircrofts in realistic conditions.

The tronsmitting anteniic and the receiving antenna are build up in separate cabins (Fig. 1). Both are active antennas with a
thinned random distribution of the elements. This enables a stepwise construction of the whole systen: with reduced problems
of mutual coupling, element tolerances and system breakdown. A very fast special computing unit is used for the steering of
the phase shifters which additionally allows the monitoring and the comection of each antenna module separately (Huschel-
ruth, G., 1976). With those active array antennas, special beam forming for sidelobe reduction and multiple-beam genera-
tion for position finding and target resolution and for the search with o cluster of beams without reduction of the signal-to-

noise ratio is possible.

2. DISTRIBUTION OF THE ENERGY

The main rador tasks in a multifunction system are:

(1) Detection of new targets or decisior for a target.
(2) Determination of the target position with supprassion of neighbouring targets or decision for multiple targets.

(3) Estimation of target parameters like echo power, doppler frequency and fluctuation for an improved target decision
and classification. -

{4) Suppression of interferences, clutter and jammers, including interference detection, parameter estimation and
registration.

This multifunction operation demands different kinds of energy management if a maximum amount of information from all
targets in different interferences should be obtained with minimum energy per cell. That means a high degree of complexity
and flexibility in the overoll signal and data processing. Neither the way nor the parameters should be chosen fixed, but
matched to each a-priori knowledge on targets and disturbances.

Generally the energy con be varied in three dimensions: transmitted power, antenna gain or beamwidth and time. Power
and antenna gain are the most cost-consuming factors in array antennas. Time management is, therefore, that degree of
fruedom which can be handled with least amount of hardware and control.
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Additionally the trend in rudar systems with array antennas leads to the employment of semiconductor devices in active ‘
atenna modules to improve the meantime betwsen breakdown. Inherent to that is a reduction of the peak-to-mean power *

2 & o

ratio which also demands the use of pulse moculation or ime-division multiplex processing.

e

The time management can be handled in two ways:

(1) Variation of the transmitted pulse length combined with pulse modulation for target resolution. This demands little
control since only one pulse is transmitted. For reasons of range ambiguity only few codes can be used.

PPN

(2) Variation of the number of pulses, the echoes of which should be coherently integrated. This way includes the possibility
of clutter suppression by doppler filtering and enables the achievement of a fixed effective signal-to-noise ratio
necessary for all targets in search aud position finding to get a definite detection »robability at a prescribed false-alarm
rate and a definite position accurucy if the beamwidth, the pulse length, the transmit energy and the antenna gain are
kept constant (Hanle, E., 1975).

That means an adeptction of the number of pulses during position finding to the known target range and direction corresponding :
to the scan-angle dependent antenna gain, to the estimated single-pulse signal-to-noise ratio and to the doppler processing
necessary for clutter suppression. During search the number of pulses can be matched to the spatial distribution of expecied
targets and disturbances or to other threat criteria. Sequentia! detection (Wirth, W.D., 1975) and ranking algorithms (Danne-
mann, H., 1972) can be additionally employed. This matzhing of the number of pulses to a-priori information yields o gain
in power or time of up to 10 dB referred to fixed-sample-s.7e techniques. 3

3. RADAR FUNCTIONS IN THE ELRA SYSTEM

In the ELRA system up to now, two different main radar tasks o: = v.alizad:.

(1) Detection with transmit pulses of 10 ps ana incoherent intsgraticn fo- search in areas without clutter.

{2) Position finding with transmit pulses of 2 ps, coherent integration, doppla. filtering, monopulse angle measurement
(Sander, W., 1973) and range interpolation

a. for tracking purposes
b. for acquisition following a successful incoherent search

¢. for search in clutter areas.

The choice uf the suitable transmit pulse and signal processing during search is controlled by a cluiter-area map (Fig. 2). At
low elevaticn for neor fargets coherent integration is combined with range-limited ground-clutter prefiltering by a recursive
step-scan MTL. At high elavation and ie* - ranges the incoherent sequeniial search is used which can be also combined with
the recursive prefilter for sidelobe clutter reduction. Rain clouds or choff can be reduced by coherent processing with
adaptive doppler filtering (Klemm, R., 1978). The -mployment of the prefilter for tracking is also controlled by the adaptive
fine-giained mop of the clutter areas.

NN

The ELRA-system will be provided with some additional tasks:

: clutter map generation combined with search in noise K
9 "
clutter parameter estimation . . . . . -

e . faptive d . fi 3
N clutter o ion (MT! and adaptive ler filtering) } combined with position finding and search in clutter ,

o
SNy

.
b
PR

target clossification cor. bined with position finding

neighbouring target resolution

s o

farget parameter estimation }

jommer suppression {odaptive spatial filtering) combined with beam forming X

2, o
Tir Y alen wrrey 2L

jommer direction finding (passive moda)
target identification (secondary radar) not plannad sc Jar
target guidance (illumination, data fransmission)

Theoretical investigations to the areas of classification and jommer suppression have been published (von Sechlachta, K.,

1975 and Klemm, R., 1975).

4. BEAM MULTIPLEX OPERATION

The transmission of many pulses in each direction for signal-to-noise improvement and clutter suppressior. leads fo a long
search time und to the occurrence of deiay times during the treatment of track commands which cannot be tolerated.

This constraints are overcome in the ELRA system by time-division multiplex operation. That means, by overldpping of
transmit-receive periods, multiple beams looking in different directions con be handled as if they wera present simultaneously.
In pasition finding for tracking of known targets, the deadtimes between pulse transmission and echo reception can be
utilized. During search processing the reception of echoes from different directions is possible if longer transmit pulses are

Ay I T pbeant oL .
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used. The reduced range resolution and clutter suppression inherent to these longer pulses can be tolerated if each detection
is followed by an acquisition step which additionally allows an increased false-alarm probability In the first step.

s e s &, Lo Blon, + Sl S

The buffers and control units are layed out for an intesleaved processing of up to six beams. Therefore the simultaneous
secrch in six directions for targets at the same range is possible if only one direction demands coherent processing, or the
position finding of up to six targets ot different ranges or some mixtures of both (Fig. 3). For reasons of data transfer and
cost efficiency in this multiplex processing, up to now fixed radar intervals of 2 ms are used. The tronsmit pulses must be
grouped before reception, since the transmit-receive signal-to-noise ratio exceeds the side-lobe attenuation. The time
before transmission can be used for threshold normalization or sidelobe adapiation to interferences.

TR A
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Fig. 3 additionally shows the data transfer in successive rodar intervals. After transmission of the steering commands for up
to 6 radar tasks, the zhase values are computed by a special unit for all fransmit and receive elements according fo their
location on the antenna plane from the demanded direction coordinates. During the following interval the real radar opera-
tion tukes place. At the beginning of the third interval the results are available. By pipeline processing radar operation is

' possible in each interval.

W VRark o3 At N b s S0 23
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Basically the up to six beams could be varied from interval to intarval. For reasons of storage, handling and control during
integration and doppler filtering the same beam is used for one radar task in succeeding intervals. Fig. 4 shows an example
of the multiplex operation with different dwell times and various range gates according to the expected targets for several,
to a certain extent, parallel~handled radar tasks using a mixture of serial reception for position finding and time-division
multiplex reception for search. The number of pulses can be chosen for each beam separately but is limited to 64 to prevent
long delay times during position finding for tracking purposes and to guarantee that the target has not changed its position
essentially during the integration time.

5. RADAR CONTROL AND DATA DISTRIBUTION BY A PROCESS COMPUTER

UL T S

On the way from the radar antenna to the control display the data rate must be reduced from about 100 bit/ps to about
100 bit/s. The flexibility in processing must be increased conversely to make the best of the possible degrees of freedom.

This demands the employment of processing units of different kinds, from very fast simultaneously-working processors with :
fixed parameters ot the antennas and for signal processing to general-purpose computers for date processing, for tracking

=

% and display purposes and for the system control. A limited flexibility can be inserted with the fast special processors by
% adaptive signal processing, e.g. by storing different sets of filter functions. On the other hand the processing rate in the
B general-purpose units can be increased by parallel-working multiprocessors. In each case the use of one type of processing ¢
% uni* for the whole area of signal and data processing in a multifunction radar system is not possible. !
5t N
*‘uf; For reasons of cost efficiency a process computer is used in the ELRA system as an additional processing step betwee*: the 3
Eé special units for signal processing at the antennas and the central tracking computer (Fig. 5). Different jobs must be handled $
b by this process computer: 4
ri (1) handling and scheduling of different radar tasks,
8 (2) multifunction control by parameter setting for signal processing like length of the transmit pulse, reception bandwidth,
e decision thresholds, doppler filtering and range gate,
@g 1 (3) energy management by matching the number of pulses to the target distance and direction, to the target parameters if

% known, to different kinds of interferences and to the requirements in detection probability and position finding accuracy,

{4) contro! of the multibeam time-division multiptex operation,

(5) generation and scanning a list of search directions.

A general-purpose computer at this place edditionally offers the possibility for the control and monitoring of the antennas
and the signal processing units in deadtimes without radar tasks, for a groceful degradation of the radar processing in over-
load times by priority control and for a stepwise and expansible build up of a radar syster which is also suited for future
requirements.
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6. RADAR TASK HANDLING

The search for new targets and the position finding of known targets for tracking purposes is ordered from the central computer
by commands to the process computer including information upon the search volume or correlation gate, on the desired detec-
tion and false-alarm probability and on estimated parameters on the target and its environment (van Keuk, G., 1978).
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Fig. 6 shows the succession of these main tusks. During search, all directions in the demanded area are scanned by the process
computer on the basis of a list which is ordered by a number or which is transfered from the central computer in advance.
Special tactics for o fast and economic search will be used at high elevation and at long ranges by favouring directions with

a high probability of targets by a ranking process and by matching the integration time for each direction separately to the
local signal-to-noise ratio with sequential detection. In case of detection the process computer initiates a position-finding
task immediately subsequent in the same direction with a limited range gate for validation and acquisition to the demands of
the tracking process wish regard to position aczuracy.

Y&
t

+ ~lstter areas the search scanning is directly combined with the position-finding process in o large range gate, including
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doppler processing with fixed or clutter.adaptive filtering usi j a preselected number of transmitted pulses. In directions
with clutter echoes from a limited range area both kinds of search will be performed. Tha border in range for this different
procussing is drawn from a clutter-area map which is adapted to variations in the cluttar situation by measurements. For
track evaluation the position of each target must be measured in predicted areas in space and time ordered by the tracking
computer. Each command from the tracking computer initiates a position-finding tusk in the process computer, generating
several transmit pulses, the number of which depends upon the farget distance and direction and upon the forget and clutter
parameters previously estimated.

7. PRIORITY CONTROL

For the multiplex handling up to six radar tasks are accumulated in the process computer and ointly transferred via a data-
exchange unit to the different antenna and signal processing units at the beginning of a radar interval. The same rodar orders
are repeated in each successive interval during the echo~infegration time to obtain a complete supervision on the whole
racar signal processing by the computer. The radar results from search or position finding are retransferred at the end of the :
integration process via the process computer to the central computer. Each result can contain the positions and parameters
like doppler frequency and signal-to-noise ratio from up to three resolvoble targets from different rangr elements and direc-
tions within the beamwidth.

Generally, the process comput i has to arrange all nresent radar tasks corresponding to their importance h the availobls
number of multiple beams and to some physica! limitations. The main priosity order is:

(1) treatment of running tasks
{2) position finding 5
{3) search

(4) monitoring.

By this choice no resulis from presently-unknown targets a-e generated in overload times. That leads to some kind of graceful
degradation automatically which is of great importance in such a complex radar system. ;

8. SEARCH VOLUME

The antenna gain decreases and the element ccupling increases with the scan angle. Fo- that reason the maximum scan angle
with one phased-arruy plane is usually limited to about 60°. The antennas in the ELRA system are therefore tilted to 30°. :

With these antennas, searching along a line of fixed elevatior, e.g. along the horizon, calls for steering the antenna scan
direction along an elliptic curve. Fig. 7 shows the search pattemn of the ELRA system Tor different search volumes. The
distances between the steering directions were chosen in a triangular latice after optimization studies (Hanle, E., 1977) to K
one antenna beamwidth, i.e. 1o 1.8° in azimuth and elevation for the broadside direction, and are therefore constant in .
the plane of the direction cosines. The search area is limited by the horizon and by an elliptic line as an approximation to
the limit at which the scan loss caused by the antenna element pattern is 6 d8.

ey

The total volume includes about 2000 scan directions from +60° in azimuth and 0° to 90° in elevation. The maximum slant
range is limited to about 200 km by the fixed radar interval. It can be reduced comesponding to a maximum height of 20 km
or increased by combining several intervals, e.g. for tracking of satellites. A standard search limited to 6° in elevation is
used for fargets which enter the contro! area at maximum range, a horizon saarch for low flying targets and a lateral search
for targets coming from the flanks. Further search lists can be ¢ enerated, e.g. a spiral search around a given direction where
a target was lost or a new target is expected.

IO T P SRS TIC T

The list of the search directions is available in the process computer and can be ordered by the central computer entirely or :
partly. Special areas, e.g..the horizon, can be scanned more frequently than the rest. A list instead of an algorithm addi~ 7
tionally offers essential advantages for the direction~dependent control of different parameters,e.g. for the compensation of the 5
varying antenna gain and for the clutter suppression according to a map. Generally an arbitrary order of the scan directions :
can be chosen. For the presentation of echoes in a conventional way on a sector PPl successive scanning along lines of »
constant elevation should be preferred. By way of contrast a random sequence is favourable fo radiate minimum scan informa- 3
tion and fo prevent synchronous interferences in adjacent rador sides. o

53
9. CONCLUSIONS w3
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The control of the antennas and signal processing units by a process computer additionally offers the pos.ibility of storing
different radar results for off-line analysis, itke echo signals, plots from targets and clutter, test results and maintenance
information. During a search along the horizon the clutter plots shown in Fig. 8 were recorded in good correlation to the
geographical reality. Later on such data will be the input for the odapfive clutter-area map. Fig. 9 shows some search and
tracking plots ordered from the central computer during o helicopter test flight at low level transversing these clutter areas.
One can see that the clutter wos adequately suppressed by doppler filtering and by the tracking process.

Solely the complete set-up of an experimental system like ELRA with antennas, signal-processing units and data-processing
computers enables systematic studies of the operation characteristics and the limits of electronically-steered radar systefns.
The paper showed how a high degree of complexity and flexibility in antennas and signal processing can be efficiently
handled by a special computer for radar control. - . - ;
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Fig. 1 ELRA Antennas
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Fig. 4 Example of the Beam-Multiplex Operation
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DISCUSSION

What time is allowed for search, initiation, tracking?

Author's Reply
Duri:ng that helicopter test flight, a standard search pattern was employed. Only one beam was used. Tracking one
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target demands about 10 percent of the available time, including some amount of false alarm track initiation in )
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DESISN CONSIDERATIONS FOR RADAR TRACKING IN CLUTTER

by

H.B. DRIESSEN
SHAPE Technical Centre
Command Control and Systems Division
P.u. Box 174
2501 CD The Hague, The Netherlands

SUMMARY

Clutter is still an enormous problem in the radar field. In attempting to solve this problem
different techniques are applied to decrease the number of false plots which are presented to the
tracking logic without decr.asing too much the number of real plots, i.e. the plots from aircraft.
However, it is lmpossible to remove all the false plots and retain the true plots only. So the perform-
ance of an automatic tracking logic in a mixed environment of false and real plots has to be studied.
This is the subject of the study.

The problem is investigated with Monte Carlo simulation. In order tc gain insight into this complex
problem the simulation is kept simple. (It is stated by the author that large scale Monte Carlo simula-
tions certainly produce results and reports, but very seldom give insight intc the mechanics of the
tracking process).

The investigation is a sensitivity analysis for five important parameters: -

(1) Radar detection probability

(2) Clutter density

(3) Smoothing parameters

(4) Gate size

(5) Maximum number of consecutive misses

One of the questions which needs investigation is: -

What is the maximum clutter density in which targets are reliably tracked? The word 'reliably' poses the
question of a performance criterion, which judges the goodness of tracking. Recommendations are given

for the various parameters a-B, gate size and miss. sequence counter.

This analysis will help in the design of a tracking logic of an automatic Air Traffic Control
Syster. The study has served as a Doctoral Thesis at the University of Bremen (West-Germany).

1.  INTRODUCTION

Clutter is still an enormous problem in the radar field. In attempting to solve this problem
different techniques are applied. For instance: special receivers are built, Moving Target Indicators
{MTI) are improved, the effect of polarisation is investigated, and special coding techniques are in-
vented to decrease the number of false plots which are presented to the tracking logic without de-
creasing too mach the number of real plots, i.e. the plots from an aircraft.

However, it is impossible to remove all the false plots and retain the true plots only. So the
performance of a tracking logic in a mixed environment of false and real plots has to be studied.

In Chapter 2 the assumptions which apply to this study are listed and discussed. The performance
of a tracking logic in clutter depends on the evaluation criteria. These criteria are discussed in
Chapter 3.

The prohlem w#ill be investigated with simulation on a digital computer (Chapter 4). The investi-
gation is 4 sensitivity analysis for five important parameters: -

(1) Radar cetection probability

(2) Clutter density

(3} Smoothing parameters

(4) Gate size

(5) Maximum number of consecutive misses.

The analysis will help in the design of a tracking logic of an automated Air Traffic Control

System, which will remove some of the routine work of the controller. In particular, the study will pro-
duce the follewing results (which are dependent on the indicated parameters):
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(1) The naximum clutter density in which tracking can be reasonably continued
(2) The optimum gate size.

A Bibliography on radar tracking in clutter concludes the study.

2.  ASSUMPTIONS

Some of the assumptions adopted for this study are necessary to keep the mathematical model trans-
parent and relatively simple. Other assumptions are made to restrict the scope of the study., The assump-
tions are listed under five headings.

2.1 TARGET
The model is described relative to a two-dimensional Cartesian coordinate system.
One aircraft moves at a constant speed in a straight lins. The equations of motion of the target are

X = th + Xy

y = Vyt t Y,
where x and y are the Cartesian coordinates of the target position, Vx and V_ are the velocity components
in x and y, t is the time. y

The total flight of the azircraft is in the radar coverage.

2.2 RADAR

It is assumed that only primary 2-D radar information is available, i.e. there is no identification
and/or height. It is further assumed that only position is measured.

It is assuned that the measurement errors in position are normally distributed around the target
position, uncorrelated in x and y, uncorrelated from scan to scan, with an equal standard deviation in
x and y (cx =0, = o), (a radially symmetric distribution).

The radar scan time is fixed and equal to T. The measurement interval is assumed equal to T. The
probability of detection (blip-to-scan ratio) P, is constant during the initiation of the track (P, = 1),
P. is also constant during the aircraft flight %hrough clutter. This will not be true in practice. Many
complex factors influence the radar range equation. However, this assumption can be justified for areas
of the total coverage.

2,3 CLUTTER

It is assumed that the aircraft enters a clutter region. From then on the aircraft flies through
clutter.

It is further assumed that the average density of the clutter plots in this region is constant, and
there is no correlation between clutter plots from scan to scan. The clutter densiity D is given as the
average number of plots per unit area. ¢ is chosen as the unit of leng+h V¢ is gge gtandard deviatior, of
the radar measurement error in x or y). So the unit of the clutter den ity is o “.

It is assumed that the clutter plots are uniformly random distributed over the area.

The distance r from a position to the nearest clutter echo has a Rayleigh density function,
- 2
pr) =2rDre" br

Both noise and clutter produce false plots. It is assumed in this study that the noise plots have
the same characteristics as clutter plots. The total effect of noise and clutter can then be expressed
in one combined density, which will be called in this study the clutter density.

2.4 TRACKING LOGIC

It is assumed that the tracking lrgic uses only one fixed a-B pair of smoothing constants.

The tracking program is a two-dimensional track-while-scan logic. It is assumed that there is no
interantion between tracks. There is one circular gate considered (radius R). The gate size is independent
of the number of missed plots.

Within this gate the nearest plot to the predicted position (which originates either from the target
or from the clutter) is considered by the tracking logic as the plot position Pn.

The a-B8 tracking logic can be described with the following recursive equations (Simpson, 1962):
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cn=rn+a(Pn-rn)
= 8 -
vn vn-l t T (Pn Fn)
Pn+1 = cn + Tvn
h

= corrected track position taking account of the plot arriving on the nt scan.

corrected track velocity, taking account of the plot arriving on the nth scan. ‘
position of plot arriving on the nth scan. :
predicted (extrapolated) position of the track, appropriate to the nth scan,

<3
s D

s s
won

scan period.

= position smoothing constant.
B = velocity smoothing constant.

If 2 track does not correlate with a plot this track will be extrapolated using current estimates
of the speed in % and y of the target. Branching of tracks is not considered.

It is further assumed that all tracks have been automatically initiated in a clutter-free area. In
the clutter area initiation is prohibited.

2.5 TRACKING COMPUTER i

It is assumed that there are no execution time limitations for the tracking program and the computer
core size is sufficiently large to cope with the total number of plots and the tracking program.

3.  PERFORMANCE CRITERIA AND DESIGN
3,1 INTRODUCTION AND DEFINITION

The process of tracking has been briefly discussed in “he introduction. Two parts in this process
can be distinguished. .

(a) Initiation
(b) Tracking
During initiation the logic tries to tind out withir certain statistical confidence limits if the :
string of plots under consideration belongs to a clutter plot sequence or to an aircraft path. The process
of initiation is ip fact a decision process. During this process the logic tries to find out if the
received plots can be fitted by a clutter plot distribution, or by a set of aircraft path measurements.
The end of the initiation process is a decision.
! The decision is either
(a) The plot sequence originates from false plots, or H

(b) The plot sequence is from an aircraft.

With a properly designed initiation logic this is the optimum decision to be made at this scan. (It may
turn out that the decision was wrong,but this is due to the confidence limits of the particular ini-
tiation logic).

A —— o a— ——  ngras

The initiated track is then displayed to the air traffic controller. He uses the information of this
track as if it were an aircraft. The tracking process is now in stage (b): tracking.

The tasks of the two processes are quite different. In the initiation process an optimum decision
between true or false has to be made, however, in the tracking process it is assumed that a valid track
exists and the task is to fcllow this track optimally. Any consideration on optimization of the tracking
process should take account of the fact that a decision has been made at the end of the initiation
process. So it should not be attempted to optimize the whole process of initiation and track’ng. The
initiation process should be optimized to find out which initiation logic yields the best decision. And

e

[N

é St next, the tracking process should be optimized. The two processes are not independent, but the optimum

fjfg . for the initiation process does not necessarily yield the optimum for the tracking process.

"-;:‘.'f""’ .
i £ 15 The problem which will be studied is radar tracking in clutter. One of the questions which needs n
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investigation is: What is the maximum clutter density in which targets are reliably tracked? This word

e s
§;§:§¢A ‘veliably' poses the question of a performance criterion, which judges the goodness of tracking., Some- i
§g¢5kw how, an indication is needed ir which clutter density tracking cannot be performed, in which densities %
Freo ¢

the performance is reasonable, and in which densities the tracking is good.

)

The performance criterion which will be used in this study is: a track is considered valid (real)

) :

. M X

N §g§§§~ if the distance between track and target is less than or equal to the radius of the gate. If this dis- i

3k el tance is larger than the radius of the gate then this track is a false track. ¢
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Something has to be added to this criterion. An air traffic controller who watches the display of
tracks will detect from time to time situations which will need his assistance. This assessment of the
air situations is baszed on the displayed tracks. Some of these tracks are valid and thus represent an
airciaft path, but some of these tracks are false., If too wmany tracks on the display are false, the
air traffic controller will lose confidence in the tracking logic.

It seems appropriate for the design of a tracking legic to allow for some false tracks, otherwise
it is difficult to declare tracks. One of the specifications for the design of a tracking logic should
be that the number of mistakes (false tracks) is kept sufficiently low. This task is similar to the
type II exrvor in statistical sample testing, and in radar detection. (Hoel, 1965),

This consideration on the maximum tolerable number of false tracks is a constraint in the optimi-
zation of the probability of maintaining real tracks. (HSnerloh, 1971).

This study does rot extensively deal with the problem of optimization of a tracking logic. However,
the optimization should recognize the existence of false tracks.

There are other more complex sets of performance criteria., Leth-Espensen (1964) for instance dis-
cusses a criterion which combines in one figure of merit the total performance of a tracking logic. This
results in a rather complex formula. This formula tends to hide the basic structure of statistical
testing. This structure is that there are type I and type II errors. The weights which are given to these
two types of error depend on the particular application.

3.2 BLIND PREDICTION

Results of the performance of tracking in clutter are compared with the performance of blind pre-
diction (sometimes known as dead reckoning). When the aircraft enters the clutter area then, as descritad
in the previous section, a plot in the gate is used to update the current predicted position and speed.
The plot position which was used could %have been a clutter plot or an aircraft plot, but this is not

known to the tracking logic.

In the case of blind prediction the aircraft enters the clutter area and from then on all plots are
rejected for updating of the track. So at the enl of the initiation process the tracking process has
estimated a velocity.

What is the probability that the track will survive during the pass through the clutter area, without
any update of this estimated velocity?

Assuming a stationary tracking process (i.e. an infinitely long series of uninterrupted plot detec-
tions) then the variance 0 of the predicted position k scans ahead with respect to the aircraft position

equals. (Simpson, 1962). k

2 2a-8 2
[+ (=~ + gk) .
b L T

o2 a(t - 2a - B) 2a

where 0, a, £ are defined in Chapter 2.

4,  SIMULATION APPROACH

4.1 DESCRIPTION

With the assumptions made in Chapter 2 and the performance criterion in Chapter 3 it is feasible to
study the problem of radar tracking in clutter by Monte Carlo simulation on a digital computer. The as-
sumptions lead to a fairly simple description of the problem. This is delibeorately done in order to keep

the approach transparent.

In the initiation phase plots are received from a straight moving aircraft, during N consecutive
scans. Each scan the plot position is a randomly disturbed aircraft position. The disturbance has a
normal distribution, which is limited to + 3¢ to restrict the influence of excessive values. The actual
disturbance is drawn from a (pseudo) random number generator. During these N scans the probability of
detection is equal to 1. Each scan the predicted position is calculated with the recursive tracking

equations using the a-B smoothing constants.

After N scans the aircraft enters a clutter area of a given clutter density. The tracking logic has
a fixed gate and the smoothing constants are equal to those during initiation. The blip scan ratio is
fixed and not necessarily equal to 1.

It is thus possible that clutter plots fall inside the circular gate around the predicted position
and compete in the allocation phase with the plot from the aircraft (if present).

The plot which is closest to the predicted position is allocated to the track. This tracking process
is continued for 100 scans. Then the process for this +rack is stopped.

A new aircraft path is generated. During N consecutive scans the initiation of a track takes place,
the track enters the clutter region and so on. This is repeated 1000 times.
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The maximum number of consecutive misses M (i.e. no plots in the gate) is accumulated for the track
during its life in order to assess the effect of a limit to M.

Each scan the evaluation criterion is applied to the track, i.e. if the distance of the predicted
position of the track from the aircraft path is larger than the radius of the gate, then the track is
declared a false track.

This simulation with the avsumptions in Chapter 2 is put into a computer program. The listing of the
program written in FORTRAN IV for a CDC-6400 computer is given in Reference 7.

The following sets of parameters are selected:

Detection prebability P 0.6, 0.8, 1.0

i
d )
Smoothing constants (a, B) (0.50, 0.16),
(0.75, 0.45) !
}
Gate radius (o) 2.5, 5, 10 !
- ]
D clutter density (o~ 2) 0.001, 0.003, !

0.01, 0.03, 0.1

M (maximum number of 1, 2,3, 4,5,6
consecutive misses)
2
The velocity smoothing constant B is related to a by B8 = (5%;y. (Benedict, Bordner, 1862)

Some results of this parametric investigation are given in Figures 1 - 8, For each set of para-
meters there are two figures. One gives the number of tracks which survive, the other figure gives the
number of false tracks, both as a function of scans in clutter.

The parameters a/b along the curves indicate clutter density/M, if only one parameter is written
then this indicates the clutter density, and Mze,

PO PSSP A S

4,2 CONCLUSIONS

4.2.1 Real Track Maintenance

If, for a momernt, it is forgotten that the false track rate is an essential part of the evaluation
criterion for the performance of radar tracking in clutter, then the follow'ng conclusions can be drawn.

1. Blind prediction

For a fixed a~8 logic blind prediction leads to poor results. This is also the performance of
the tracking logic, if the radar does not receive plots during a number of scans (for instance a
Doppler blind regiun).

2, Gate size

In general the performance improves for increazing gate sizes, The difference between a radius
of 50 and 100 is rather small. The results indicate that a gate radius of 2.5¢ is toc small,

The optimum gate size depends on probability of detection, clutter density, a-B constants,
the maximum number of consecutive misses and (although rot shown) on k (scan number). To be more
specific: the optimim gate size is larger for the larger P., all cther parameters being equal. This .
puts a conclusion of Sea (Reiference 6) concerning gates ingo perspective.,

For P, <1 an optimum gate size is expected. If a track does not correlate with a (real) plot
in the gate then a false plot might steal the track. This will generally change the velocity of the
track, and the track might become a false track. This more iikely to happen for smaller Pd, larger
clutter densities, and larger gate sizes.

For Pd =1 (Fig. 1, 2, 3, 4)

P

The performance improves for increasing gate size, and approaches asymptotically a constant
value. A larger gate size is required in order to arrive at this asymptote for larger cluttar
densities and larger (a-8) smoothing constants.

For Pd = 0.8
There is an optimum gate size which hardly depends on clutter density. The optimum gate size

is smaller for the a-g pair (6.50, 0.16), compared with a-8 (0.75, 0.45). The first a-8 constants
yield a wider maximum.

for Pd = 0.6

There is an optimum gate size which depends on clutter density. The optimum gate size is
smaller for larger density. This gate cire hardly depends on (a-8).
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3. Sample size

The smoothness of the curves indicates that a reasonable sample size is selected.Thc difference
in performance at scan 0 for a given set of parameters is entirely due to the limited sample size.

4. Smoothing parameters

It can easily be concluded that the a-B pair (0.50, 0.16) yields a better performance than the
pair (0.75, 0.45). This is because the first smoothing constants are good smoothing constants for a
straight flying target given that a good position and velocity estimate were obtained in the ini-
tiation process. The second set of smoothing parameters indicates the uncertainty about the pre-
dicted position and velocity, and more weight is given to the radar plot position than to the pre~
dicted track position. The plot information is accepted almost unsmoothed and the tracking process
is much more susceptible to stealing by clutter plots. Consequently the performance decreases

rapidly.

5. M the consecutiv: number of misses

With M unlimited, then the number of false tracks which originate from a real track increases
rapidly with increasing clutter density, increasing scan number, larger a-g constants, and smaller
detection probability. For instance, for a P, = 0.8, a = 0.50, 8 = 0.16, a gate radius of 10¢, and
tracking during 30 scans, density 0.003, 1008 - 750 = 250 tracks are false. (Fig. 5). A limit to M,
for instance M=3, will reduce this number considerably, (Fig. 6), without a major effect on the
probability of maintaining real tracks. (Fig. 5).

6. Probability of detection Pl

The results indicate that the detection probability has considerable effect on the performance
of a tracking logic in clutter.

7. Maximum clutter density

Based on a requived minimum probability of .5 of maintaining a track during k scans the
following conclusions can be drawn:

(a) Pd = .6, gate = 100, (a-g) = (0.50, 0.16)

If a target has to be tracked during k=20 scans through clutter with the given parameters, then
the maximum density equals = 0.00S.

If a target has to L2 tracked during k=40 scans under the same conditions, then the maximum
density is decreased to = 0,002,

(b) Pd = .8, gate = 100, (a-B) = (0.50, 0.16)

Mutatis mutandis the maximum density for k=20 scans equals = 0.1, and for k=40 scans equals
0.005 (Fig. ).
(¢) Py = 1.0, gate = 100, (a-) = (0.50, 0.16)

Mutatis mutandis the maximum density for k=20 scans is = J.1, and for k=40 scans = 0.05.

4.2.2 Total Evaluation Criterion

However, the false track rate is an essential part of the evaluation criterion. The use of the
figures for the design of a tracking logic is best explained by an cxample.

Suppose 18 aircraft per 4 hour fly straight through a clutter area with a density of 0.003 for 40
scans. Suppose further that a maximum false track rate of 1 per half hour is tolerable for an air
traffic controller, and further the detection probability is .8, and due to manoeuvre considerations the
gate size is proposed to be 10¢.

Then from Fig. 6 and Fig. 8 it follows that with M=3 this design is feasible for both (a-B) pairs.
Fig. 5 and Fig. 7, respectively, give the probability of real track maintenance. I” the detection pro-
bability is only .6 then it is concluded that fc~ (a-B) = (0.75, 0.45) the false track rate is too high.
Consequently, if this (a-8) pair is needed, some compromise has to be made.

4,3 NON-STRAIGHT FLIGHT OF AN AIRCRAFT

If the target does not move straight as is assumed in this study, (Section 2.1), the conclusions as
drawn in Section 4.2 are not valid.

In order to know the perfcrmance of a tracking logic in clutter for non-straight flying aircraft
it is necessary to change the equations of motion of the aircraft in the computer model. This will yield
another set of pictures, However, some preliminary conclnsions can be drawn.

If an aircraft does not move straight and there is no apriori knowledge about the aircraft manoeuvre,
then (relatively) large gates are needed, The same reason leads to the larger a-8 smoothing constants.
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So, as a first approximation, it is expected that the performance will look like the performance
. found for the gates with a radius of 100 and a-f = (0.75, 0.45).

4,4 APPLICATION OF THE CONCLUSIONS

It is clear from the preceding conclusions that the possibility of a detection probability not equal
to 1 and a number of false plots not equal to 0, can have a severe influence on the performance of a
tracking logic. The amount of influence depends on P,, clutter density, (a-B), gote size, maximum number
of consecutive misses, and clutier area extension.
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It is rather difficult (as indicated in Sections 2.2 and 2.3) to measure P,, clutter density and
the clutter area. So it is equally difficult to apply the conclusions of Section 4.2 to a tracking logic.

. Nevertheless, these conclusions give constraints to the design of a tracking logic, and indicate a

sorking area in which the tracking wil: have a certain minimum performance. These results will thus
quantitatively assist the designer in discussing requirements for the performance of tracking logics in
clutter. More results and details of the Analysis are presented in Reference 7.
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D!SCUSSION

G.Binias, FRG
Have you exaniined tracking filters other than a-f filters with fixed paramcter values?

Author’s Reply

The results ot Figure 15 were obtained by selecting between two fixed o-f sets. It would, however, be relatively

easy to implement an adaptive o filter, which adjusts the smoothing constants by using the observed hit-miss
sequence.

G. van Keuk, FRG

You assumed uniformly distributed clutter. This is nut correct in sensor oriented nur in x-y coordinates. Your

theoretical investigation is only locally correct. Have you studied any other tracking strategies or have you only
concentrated on the nearest neighbor strategy?

Author’s Reply
The assumed clutter-distribution and the tracking strategy are selected to make the computer siinulation simple.

The object of the study was to credte a transparent model which shows the influence of some important ; arameters.

E.Brookner, USA

Figures 14 and 15 show the average track life first decreasing and then increasing as the clutter density increases
from 107* to 10", Could you explain physiczlly why this happens?

Author’s Reply

The basic irend of all the curves is that the average track life decreases as clutter density increases from 107 to 1072,
thereafter the average track life generally increases.

fhe reduction in track life occurs because false plots (clutterplots) capture the track and create an erroneous track-
velocity which leads the track astray. When the distance between the track and the actual target-path becomes more
than R then the track is a false track. This track-stealing process happens more often for increasing clutter density.

In Chapter 5 of Reference 7 some analytical models are given which clearly indicate this eifect of clutter-plot-
stealing.

For the larger clutter densities > 1072) it is almost certain that a clutterplot falls in the gate. The density is so large

that the clutterplot is close to the predicted position. Generally the track will stay close to the target path and --
on the bas:s of the selected evaluation criterion — it seems that high clutter densities increase average track life!

It should be noted, however, that average track life of order 20-scans is generally not acceptable in Air Trzinc
Control applications.

F.Herzmann, FRG
On your last vugraph (Figure 15) the curves are numbered 1, 2, 4 and 1/2. What does 1/2 mean?

Author’s Reply
The parameter 1/2, 1, 2, 4 refers to the update rate of the tracks: 2T, T, 1/2T and 1/4T.

F.Herzmann, FRG
Do all participating radars have the same position?

Author’s Reply

Tne location of the radars is not simulated. The update rate was increased from T tosay 1/4T. The updates
were evenly distributed in time. The detection probability and the clutter density can be specified separately for
each radar. Track life was studied when four radars detect the target. For the simulation it is not relevant where

these radars are located, provided that reasonable update-time, Py and clutter densities are used as input
parameters.
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ADDITIONAL MATERIAL INCLUDED IN THE ORAL PRESENTATION

The radar returns were assumed to be independent from scan to scan for the previous Figures. If we remove this
assumption and introduce a correlation coefficient ¢ then we find the following results:

for a =0.50, g =0.10:

Fipure 9:  Surviving tracks Py =08 C=025

Fig 're 10:  False tracks Py =08 C=0.25
and for a = 0.75, 8 = 0.45:

Figure 11:  Surviving tracks Py =08 C=0.25

Figure 12: False tracks Py =08 C=0.25

If we compare these results with the previous ones, we observe that cotrelatian from scan to scan is undesirable.
We .an also see the effect of gate size and use the simulation to find the optimum size.

Figure 13:  Surviving tracks/gate size/scans
If the results for the number of survivirg tracks are transformed into an average track life then we find.
Figure 14:  Average real *rack life Py = 0.8
We can clearly see the influence of the correlation coefficient. We also observe the influence of clutter density.
Back to the uncorrelated scan-to-scan radar returns. | want to show you one result of multj radar-tracking.
Figure 15:  Average track life Py = 0.8
The aircraft is observed by 1--4 radars. The radar retums are equally spaced. The gate size is no longer fixed and the

a/B values vary, dependent on the distance between measured plot. a1 d predicted track position. The Figure shows
the improvement in average real track life for an increasing number of radars.
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SOME ASPECTS OF MULTI-RADAR TRACKING

A.R. Morley and A.S. Wilsdon
Plessey Radar Limited
Addlestone, Weybridge

Surrey
England

SUMMARY

Thic paper presents three different aspects of a multi-radar simulation study aimed at determining the best tracking
organisation and algorithms.

The first aspect 18 that of tracking groups of aircraft which are not all individually resolvable, Simulation showed
that a manually defined quadrilateral enclosing the aircraft could be used for filtering the formation whiie tracking
was performed by evaluating the centroid of the group and tracking it as a single entity,

In any tracking system height is required primarily for tactical reas ‘ns, but in a multi~radar tracking system it is
also required for the co-ordinate conversion of the measured plot position to the common tracking plane. There is
therefore an additional requirement to produce accurate height information in order to improve the tracking per-
formance, The height accuracy can, in general, b improved by height filtering and this paper describes a possible
algorithm,

The implications of uncoupling the multi-radar Kalman filter are considered in terms of tracking performance. It
is shown that under certain circumstances the tracking performance is considerably degraded when an uncoupled
Kalman filter is implemented,

1. INTRODUCTION

A study has been completed into the feasibility of automatically correlating primary radar data from collocated and
geographically dispersed sensors with over-lapping cover. A recent paper (MORLEY, A.R. and WILSDON, A.S,
1977) reported on the tracking methods investigated together with a description of some of the algorithms used.

A trade-off analysis was performed and two methods were favoured. Figure 1a outlines the Distributed Method and
Figure 1b outlines the Integrated Method, The Distributed Method can be implemented in either a centralised or
decentralised form but the Integrated Method only has a centralised solution.

This paper rzports on three topics which received an in-depth study during the work but which have not been previously
published. The three subjects are:

(a) Alrcraft formation tracking
(b)  Height tracking

(¢) Decoupling the Kalman filter,

2, AIRCRAFT FORMATION TRACKING

oA

2.1 Introduction

The original simulation study contained no special analysis to deal with aircraft flying in close proximity and this
presented a number of problems within the tracking simulation. The major problem area was that of plot-to-track
association where the close proximity of individual plots was such that a single plot could appear in the nolse gate of
more than one track. Additionally, because of limited resolution, the radar itself might not extract a plot from
every aircraft for each scan and the pattern of plots was found to vary from scan to scan. It was not always possiblo
to correctly categorise this situation which was greatly aggravated In the auto-initiation area ard unnecessarily
complex situations arose. The auto-initiation at that stage of the study was being performed on a multi-radar basis
and clearly the radars see the aircraft differently depending, amongst other things, on their respective alignments,

A requirement was therefore identified to deal with the situation of close formation aircraft in a separate manner,
it is not ganerally necessary to follow the movement of {ndividual alrcraft to determine the overall speed and heading
of the group. 'The other parameter which has opersational significance is the number of alrcraft within the formazion.

A further advantage of formation tracking is that it can be invoked when the track capacity of a system is In danger
of saturation. Alrcraft with similar position, speed and heading can be grouped and reduced to a single track,
freeing numbers of track stores.
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Initiation

The initiation of formation tracking was judged to be most effectively carried out by a manual process. Particular
problems encountered in the normal association process can be flagged up as warnings to an operator but the
automatic delineation of the formation boundary has not been considered practical,

The simplest boundary to superimpose over the formation would be a circle. This would also be the simplest shape
to convert between the mono-radar and multi-radar tracking planes. However, it is not practical in terms of any
relationship between the formation shape and its boundary. It was decided that a quadrilateral was more convenient
and fairly simple shape to work with, The operator is required to manually designate four points on his display
which define the quadrilatesal, The shape, but not orientation, is preserved during tracking unless manually re-
defined, The definitton of the quadrilateral should allow for radar plot measurement errors.

The formation quadrilateral is initially defined in system co~ordinates so that each radar covering the formation
will use the same shape quadrilateral, Every scau, those plots falling within the quadrilateral are used to re-
determine its centroid on a mono-radar basis, simply by averaging the x and y measurement components.

A problem then arises as to how to initiate the speed and heading of the formation, Having defined the shape of the
quadrilateral it would not be practical to re-define it. One possible technique is to assume that mono-radar tracks
have previously been auto-initiated within the formation and manually inject the speed and heading of such a track.

A more rigorous method would be for the operator to crudely {ndicate a centroid on the next scan so that the quad-
rilateral can be positioned to catch all the necessary plots. Computation of the second centrold allows the initiation
of the furmation track's speed and heading.

It should be understood that the centroid of the plots falling within the quadrilateral is unlikely to coincide with the
centroid of the quadrilateral, the latter not being used in the treatment,

It has been found convenient to work with the x-y displacements of each corner from the formation centroid.
Displacements derived from the first centroid determination are used on the next radar scan with the manually
designated formation centre to align the original quadrilateral for collecting the plots, Thus, the manually designated
formation centre does not contribute to the subsequent track formation,

2.3 Association

The association process is necessarily different from that of discrete aircraft (MORLEY, A.R, and WILSDON A.S.
1977) because the formation quadrilateral can overlap a number of 22,5° association sectors, Prior to the normal
mono-radar association procedure being called up,all plsts are tested to establish if they fall within a crude R~0
gate fixed by the extremes of the nuadrilateral modified by an additional manoeuvre component.

The receipt of the first sector message (one every 22, 5°) past the formation yuadrilateral and azimuth (previously
computed), causes the accumulated plots to be processed to determine the new formation centroid, 1t is this which
is passed to both the mono-radar and multi-radar tracking filters.

If the maximum distance an aircraft in the formation can manoeuvre from its linear forecast position {n a scan is r
then the corners of the manoeuvre gate are computed from the quadrilateral corner displacement Axn and AYn
as follows:

AXu = Axn + Rsln03
man

AY = AY + Rcos®
n n 3
man

where R =  r/sin [(9, - 91)]
2

"] = (91 + 02) /2

d
8, - arctan i’ﬁn___.‘l.x_n_z]
oY, - oY,

8, =  arctan [Axnﬂ SAX, ]
AYMl - AYn

In the above equation, manoeuvre values o” AX_ and AYu are
calculated for values of n from 1 to 4, (\uheretlhe suffix n-1
is zero, then it is set to 4 and when the suffix n+} i8 5 it is set to 1)
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Figure 2 shows an example of the original formation quadrilateral, the manoeuvre quadrilateral and the crude R-8
gate., The R-8 gate is centred on the forecast centroid posttion,

To determine whether a plot falls within the quadrilateral the following test is carried out:

(AX) - AX) (AY,, - AY) - (&Y - 8Y) (4K, - 4X) 20

forn=1to4, Ifn+1=5thenn+1=1where AX and AY_are the co-ordinates of the plot with respect to the
centroid, P P

The above criteria must be met for all n from 1 to 4. It does not apply for a quadrilateral having a concave corner,
2.4 Tracking

The assoclated centroid was used to up-date both the local mono-radar track (used for generating association inform-
ation only) and the system track, The same filters were used as for discrete aircraft formation (see reference
including the manoeuvre test, The major difference between the discrete aircraft tracking and the formation centroid
tracking was the measurement variance input to the fliters. In the case of discrete aircraft tracking these variances
are measurement variances, Assigning the measurement variance to the centroid position, however, is not sufficient
and can lead to an intolerably high level of manoeuvre indications, The reason for this {s the random (and bias) noise
due to effects such as fading. It 1s necessary to give the centrold an error related to the size of the quadrilaterai.

For the multi-radar Kalman filter satisfactory resulte were obtained with a formation front of 4km when the centroid
standard deviation was taken as the measurement noise of a single plot plus 1km,

For the mono-radar filter the problem was not so extreme since less bias was involved, Satisfactory results were
achieved by increasing the measurement standard deviations of a single plot by a factor of three and using these as
the centroid error.  Both the above factors were arbitrarily chosen so that an optimisation exercise could probably
result in better stabilisation during non-manoeuvring conditions but nevertheless yleld afast manouevre response,
Track manceuvre in both filters was checked by testing to establish if the measurement centroid fell outside the
noise gate made up from the measurement noise and the track forecast error.

Although the Kalman filter was used in its coupled verzion in the multi-radar case, as a matter of convenience
uncoupled filters would give just as satisfactory results.

Track smoothing generally resulted in a track heading change, albelt small and as a result the quadriiateral was
also rotated to maintain its original orientation with respect to the centroid heading. This was achieved by per-
forming a rotation on each corner displacement. If A6 is the heading change, then the new corner displacements
are given by:

AX AX cos@ + AY_ siné
n n n

AY AY cos® - AX sin8

n D n
Except in the case of manoeuvre, the heading changes will be very small and therefore small angle approximations
can be made to the trigonometrical functions.

2.5 Simulatien

The analysis described has been successfully simulated using a group of flve aircraft each with a slightly different
speed. The most testing section of the flight was a 180° manoeuvre and Figure 3 shows the individual tracks to-
gether with the centroid smoothed position and heading vector. The quadrilateral maintained {ts orientation with
respect to the heading vectors.

One afrcraft left the raid and this was allowed to automatically initiate a new track.
2,6 Discussion

This section presented the algorithms necessary for tracking a group of aircraft in close formation, The parameter
which has not so far been discussed is the number of aircraft in the group. It is likely that each radar will indicate

a different number of aircraft depending, amongst other factors, on their relative alignments, It is suggested that
the number of plots detected by each radar should receive no processing and that they should be individually pre-
sented to an operator together with numbers from previous scans. It is then a manual decision to estimate the
number of aircraft involved.

3. HEIGHT FILTERING

3.1 Introduction

Helght information is primarily reqrired for tactical reasons but in & multi-radar tracking system it is also required
for co-ordinate conversion to 8 common system plane. Because of the range dependence of height errors, there is
generally a requirement to improve on the basic measurement accuracy part cularly at long range by filtering the
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measurements. This section describes a height fllter and discusses co-ordinate conversion in the absence of height.
3.2 No Height Data

Before discussing the determination of a height value in the absence of height data, it is necessary to define the
height boundaries likely to be encountered in a real situation, For the purposes of this paper, the diffraction
boundary will be taken as that described by the 4/3rds Earth model. This is very much a simplification of the
real World but adequate for the analysis:
2
3D

B = sl
min 8R

where Dsl is the slant range
R is the Earth's radius

The maximum height will depend on a particular environment. 25km is used in this analysis, This figure is, of
course, limited close to the radar by the maximum elevation of the radar which is taken as arcsin (0.4)., Figure 3
shows a cross-section of the height limits,

1
When an elevation measurement « is made, then height is computed from the slant range D81 and R (=4/3R) ar
follows:

) 1 . 12 % ’
H = Dsl + 2R Dslsmo. +R -R

This can be simply solved without recourse to a square root routine by using the following equation which is a double
iteration:

)
H = Ho (1 - Ho/ 2R )
where

H
o

2 ]
Dslsln a + Dsl /2R

In the absence of elevation information, a number of approaches canr be made.

At long range it would be possible to assume that an ajrcraft has recently passed through the diffraction boundary
and to take the height at that boundary. 1he main drawback to this approach is that for a climbing aicraft in a fading
situation, the aircraft could cover the total range of possible heights,

A second approach is to bulld a look-up table of preferred heights at given ranges based on predicted aircraft
behaviour.

The approach suggested here is a statistical approach and assumed that an aircraft can he anywhere with an equal
probability within the height boundaries. The height chosen is that height which minimises the projected range
variance. This means that for aircraft with equal probability of being anywhere in the height range, the
accumulated difference between the actual height and the statistical height is minimised. This has been performed
on a numerical basis for an orthographic projection and the results curve fitted to give:-

For Dsl >  62km
-5 2
H =152-0,01D,+4,10 "D, km
sl sl
2 2
-4 = -
H 65 0.11Dslkm
For D £ 62km
sl
H = 0.24D
sl
c 2. 0.015D 2
H * sl

These valuer. of height are not the mid-boundary values because the conversion factor from slant plane to
orthographic plane is itself a function of range and height, However, they are sufficiently close to the mid-boundary

height H mid for this height to be used.
The mid-height variance is given by:
T2
2 = -H
0Hmld (Hma.x min) /l 2
Hmicl = mmax * Hmm)/2
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The above analysis would be more relevant to the case where the expected aircraft distribution in height is not
constant such that preferred height bands exist.

3.3 Helght Filtering

In the most rigorous approach, the heignt and its first derivative would become two further elements in the Kalman
Filter state vector, so that all the couplings between parameters could be maintained. However, this would result
unjustifiable computer loading and the more usual approach of uncoupling the height is made.

Because aircraft spend a large proportion of their flylng time at constant height, considerable improvement can be

made in the smoothed height estimation of level flight by implementing a zero order filter, As an example of this,

if 1t takes 10 measurements in a zero order filter to achieve a given smoothed variance, it takes 30 measurements
of a first order filter to achieve the same level,

It then becomes nccessary to define rules to change the order of filter and these are discussed.
Both filters are least-squares filters, that is, a single component of an uncoupled Kalman fiiter.
3.4 Zero Order Filter

The smoothing equation for helght is:

PaS
=8 +a @ -H )
n n-1 n m n-1

where the hat notation (A) refers to smoothed values,
Hm is the measured height

e, i{s the damping factor which i{s computed from:

- 2
- n-1
n D 2
OH 2 + R
n-1 m

The new smoothed variance is given by:
2 2
A
g = a
Hn n Hm

2
where ¢ H is the height measurement variance.
m
The filter is initiated with a single height measurement and its variance. The damping factor i{s limited to a

minimum value, A value of 0.03 {s arbitrariiy chosen.

A change of behaviour is detected by a plot falling outside the track noise gate which is taken as the previous track
smoothed error plus the measuroment error:

~
2 H -H
J = m n-1

/\
(,,H 2, 0y 2)

2

n-1 m

A track is deemed to have undergone a behaviour change if J2> 4 i.e, the two-standard deviation limit is chosen
which gives an avercge false manoeuvre indication of 4.5%.

3.5 First Order Filter

The height and height velocity smoothing equations are:

A t 1
H =H +a(H -H)
n n nm n
A /.l; 8 u ]
= + -
I’[n n-1 —';E‘ mm n )
1 ]
where  a, = % — Bn = bn
’ i T t
a o a +o
H
( n m ) ( n o H, )
1 S
H = 1 + I’.i T
n n-1 n-1
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= A T + T 2
n-1 n-~1 n-1
~ /N
= +d T
bn—l n~1

a - height variance
bn ~ height/height velocity covariance
d“ ~ height velocity variance

the smoothed variances components are:

A 2
&% *n’H
m
? = ﬁn UI{ 2
n - m
A A
=d - B b’
dn n-1 —,L n

The filter is initiated having received two plots,

{{\ = H casured

s 2 (m )

) H t

Hz = (HZ- 1)/("»2" l)

A _ 2 A - 2 . N ooy 2 o, 2
) 'J'H2 v by “H, AOWURH ( Hy + 'H

2
t, = t)

As in the zero order filter, the damping factors are limited by the use of plant noise. This can be thought of as the
variances being limited by such physical effects as air turbulence. If the forecast variance falls to less than the
'roughness of flight factor' then the forecast position and velocity variance take on the following minimum values:
2 -
Q, = 0.01 o r 9y T o2Q
m 2
T
The manoeuvre check is similar to the zero order filter check and a two-standard deviation gate can again be used
@z
2 u -H 2

J = Cnm n)

2 t
o + a
(%)
m
For a positive manoeuvre indication the forecast variances are incremented by the following quantities:

'
3=Q+Qa

n n
b' _ t
n - P vy
] t
dn N dn * Qd
2
= / = =
Q, r/3 o, Q 2/t 4 Q4 2Q/

The parameter r represents the maximum manoeuvre capability (In height) of the aircraft being tracked and will be a
function of time since last up-date, plan speed and aircraft turn capability.

The filter damping factors are then computed as previously and if 8 >1 it is limited to unity. The smoothed variances
are computed as previously except the velocity variunce which takes on the following value:

AN

d n d“~1

1

The change from first order to zero order filtering is not such a simple test as the reverse transition and will
generally be associated with a first order manoeuvre indication. The test that hus been evaluated is that the rate-
of-helight ¢hange should be within 0.5 standard deviations of height velocity error, on two consecutive occasions.
This is not an optimised test but has been shown to work satisfactorily.
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3.6 Effect of Height Accuracy on Projected Range Variance

The project range error will depend on whether the height is determined from an elevation measurementor is the
default height discussed earlier. The meno-radar tracking system was the ulong and across the line of sight system
(MORLEY, A.R. and WILSDON A.S. 1677) and the errors In these two dimensions are discussed separately. The
across line of sight varlance VX1 is assumed to be largely independent of range varlance, even {n the projected plan.

2

2 2
VX1 = DoQ 0'0

In this case the helght error will not affect VX1.

The projected ground plare used in the simulation was the orthographic projection with its tangeney poirt at the radar,
The conversion from slant plane to orthographic plane is given by:

Do = R ‘“sl ‘2 5 2 3
o B[ ) ()
An approximation to Q used in the variance calculatiors is:
Q = 1-3(@+n)
where {= g—m . "= .I;i;ﬂ

The projected-along-the-line-of-signt variance (l.e. the orthographic range variance) VY is approximated by:

vYy = UD:I (Q+J)2 + de K2

2 2
where J = § 40 s K = ({+n)

The along sight variance can therefore be considercd as being made up of two components, tlkat due to the range
error VY1 only and that due to the height error VY2 only, vyl =o 2 2 VY2=¢ z K

Dsl(Q+J’ H
Figure 5 shows the variation of the projected range variances normalised with respect to/VY1, as a function of
slant range. The height at each range was chosen as the default height and the two cases of no height measurement
and the default height being the measured height are both shown, This filgure demonstrates the large degradation of
projected range error when height is not available, particularly at low to medium ranges.

The parameters used in the calculation wore:

[ = 200m r.m.s.
Dsl °
Televation - 0'Z° T-mes.
o

% = 0.2 r,m.s.
In the case of no height information the mono-radar tracking would be performed in the slant plane even though it

is not a flat plane and anomalous accelerations are experienced, particularly for high-speed aircraft flying tangent-
ially close to the radar. However, the transformation {s necessary for multi-radar tracking where the local radar
orthographic plane parameters are required for conversion to the system orthographic plane,

3.7 Summary

This section has presented a technique for determining an optimum height in the absence of height information, It
details a height filter which has two modes of operation. Finally the effect of using the default height on the projected
orthographic range is shown compared with the situation of a height measurement being avalilable.

4. UNCOUPLED KALMAN FILTER

4.1 Introduction

An important decision has tn be made in multi-radar filtering as to whether the Xalman filter shoul x be {=glimented
in its coupled or uncoupled form. The significance of uncoupling is there is at least a 50% saving on filter ( oding
and run time, However, information is being rejected by uncoupling and this can have a significant offect o. the
tracking performance.

MORLEY, A.R. and WILSDON A. S, 197" vave brief detalls of a method which was developed to iuvestigate changes
in tracking performance caused by deco: .ing, The method vas based on deterr-ining the areas of the constant
prcbability contour ellipses representing the errorsof a pariicular position, In general, the error ellipse of a
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position measurement will be aligned to the range vector, The position covariance terms in the Kalman filter
account for the ellipse orientation. The uncoupling of the fliter causes the covariance terms to be ignored, The
error eliipse can only be orientated with respect to the x-y co-ordinate axes, and a different ellipse area will result,
The parameter investigated was the area ratto of ellipses for the two situations after combining measurements from
two non-collocated radars,

4.2 Tracking Performance

Figure 6 shows the constant area ratio contours for two radars separated by 2° latitude. The tracking performance
of aircraft in the high area ratio regions was shown to be considerably degraded by decoupling the Kalman filter with
average position degradation of 100% and speed and heading degradation of 60%.

Under manoeuvring conditions, the tracking performance was very little changed but this was the result of adding a
manoeuvre matrix onto the forecast covariance matrix, which assumed circular errors and dominated the behaviour.
However, in general, aircraft can manoeuvre greater distances in the across-track direction than in the along-track
direction so that in the case of the coupled Kalman filter the maximum manoeuvre capability can be approximated by
an ellipse aligned to the track-heading direction.

If V and U are the along and across track co-ordinates then the manoeuvre matrix covariance Q describing the state
vector Z

r 1
gl e
20%/1 4¢f1/r2 0 0
is 0 0 02 202/1’
A" \Y
2
_0 4 205/1- 463/’_}
U
U
where Z =
v
v

If a and b are the maximum manoeuvre distance in the U and V directions and all manoeuvre distanccs are equally
probable then:

2 2 2 2
’v=b/3 ] U'U=&/3

It is necessary to rotate the covarfance matrix through the heading 8 before addition to the forecast covariance matrix.

The above analysis was performed for alrcraft manoeuvring in the high area ration regivns which gave a 20% improv-
ment in track heading. The positions were very little changed and the speeds were actually degraded. The latter
effect was solved by perform.ing an additional speed smoothing with a small damping factor (0.1) such that the
heading remained unchanged,

4.3 Lack of height case

The coupled Kalman fllter also has an advantage in the case of the absence of height information at short to medium
ranges. The most rigorous approach would be to include height and its first derivative as additional elements in the
Kalman filter state vector., However, the additlional computer loading is considerable ana height is therefore gener-
ally filtered independently from the plan paramater. In the latter case there is still an advantage to implement the
coupled Kalman because the azimuth errors do not become corrupted by the large height error affecting tihe projected
range error,

4.4 Discussion

Whether or not the Kalman filter is implemented in its coupled or uncoupled form depends largely on the requirement
of a particular system and the weighting factors of & trade-off analysis. When computer loading does not present a
limitation, implementation of the coupled Kalman filter can result in a significant improvement of tracking performance,

5. SUMMARY

(8) It has Leen shown that a group of aircraft can be tracked automatically as a single
entity after the manual designation of a four-sided boundary,

(b) A simple height filtering algorithm has been proposed which operates in either &
zero-order or first-order mode, The effect of no height information has been investigated in terms of the errors
on the projected rangs,
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FrIRERE

(¢) Evidence has been preseated to assist in the trade-off of implementing an uncoupled
Kalman filter and the assoclated degradation of performance.
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DISCUSSION

}1.R Moon, UK
You stated that work at Ferranti indicated that tite tracking accuracy was far more sensitive to the choice of tum-

detection algorithm than whether the filter was decoupled or not when tracking with a single radar. Are your
conclusions dependent on the number of radars in the system?

Author’s Reply
The area ratio analysis which | have discussed was also carried out for a single radar and showed that the effect of

decoupling the Kalman Filter was not cridcal. | would expect that for more than two radars, again, the effect would
not be critical. However, the eftect is dependent on the relative accuracy of the range and bearing errors and a. large
range the decoupling effect could be more dramatic for widely differing errors.
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ALGORITHMS FOR
SIMULTANEOUS
AUTOMATIC TRACK
INITIATION IN
MULTIPLE RADAR
NETWORKS

Dr. Karl Brammer, Dipl.-Ing. Franz Herzmann, !
Dipl.-Math. Albert Kainzinger and Dr. Norbert Knoppik 5

ESG Elektronik System Gesellschaft,
Vogelweideplatz 9, 8000 Muenchen 80, W.-Germany

SUMMARY

In multiple radar networks where the distribution of radar stations is dense with
respect to the individual areas of coverage, an incoming target may often be detected
by several radar sensors alnos* simultaneously. When the tracking facilities of “he net-
work are autonomous and decentralized while the useful capacity of the processors and of
the data channels between the stations 1s severely limited, track initiation and nranage-
ment cannot be performed effectively by conventional methods.

The system considered in the paper uses tracking facilities of equal authority collccat~
ed at every radar station. Redundant communication links between the stations provide
a failure tclerant data exchange capability. The paper describes the algorithms leading
to a unique system track for a target entered into the system by several radar sensors
while each of the collocated tracking facilitles starts an individual track by pooling
radar information from its own sensor and from neighbouring sensors seeing the same
target. The functions of autimatic multiradar track initiation and management for echo
v/ .cets are illustrated by some simulation results. Extension of the algorithms to

v« @ tracking ana triangulation is outlined at the end of the paper.

' ___INTRODUCTION

Radar- and track-data processing is developed for application in a multiple radar net-
work with overlapping radar coverage (Fig. 1). A'l radar stations are interconnected by
uni~ or bidirectional data links (Fig. 2).

The surveillance system has to cope with more than 100 targets of unknown identity, flv-
ing in the system surveillance coverage. Most of the targets are assumed to manoeuver
extremely at very low altitudes. Aircraft at higher altitude are assumed to fly at maxi-
mum velocity (Fig. 3).

Tracking algorithms provide a uniqgue track with an unambiguous track number at all sta-
tions for each target entering the system surveillance coverage even if it is detected

by several radarxs simultaneously. The system track number is kept unambiguous even if
target trajectories are crossing. Tracking of targets flying in formation is limited only
by the resolution capabilities of the radars.

Consideration is also given to tracking of jammers by triangulation of jammer bearings
measured by several radars.

2. SYSTEM DESICN

The most important components of the radar surveillance neiwork are (Fig. 4)

- Radar sensors with data extractors

- Data links (including receiver and transmitter equipment)
~ Track data computers

- Coding/Decoding Equipment

2.1 Radar Stations
The radar stations have to accomplish

-t -t detection

- de « xtraction

- dat. correlation

- track computation

-~ data distrikution and

- display of air situation

T el

o, T S A D Soon wr vt~ I s m gt T eva g g



o% &;‘ A

e A
q

O5Rso

Legso

i}"'{(
k]

A

ﬂwﬁ

e

,

{:‘ 4

s - g i . IR WS
R e B S it e i e i owen ‘WM’&M%@“N
- b ol RO et s

[ S

6-2

According to these tasks eac’. station is equipped with (Fig. 4)

- one radar out of various types
- one track data computer (TDC)
- several receivers

- one transmitter and

- a display unit

To detect all targets, in low level flight and in the upper airspace, different types of
radars with different performances are interconnected by digital data links with medium
rate transwmission capacity (Fig. 5).

Use of several receivers per station permits a meshed data link network and allows for
multiple redundant data transmission. On the other hand redundant data distribution causes
a lardge amount of data feedbacks which are to be eliminated by each track data computer.
Furthermore, a timing procedure for data distribution is necessary to assure, that track
data of each track are distributed at nearly an equal rate (see chapter 4). To recognize
transmissior. errors, and to correct them, track information is channel coded.

To accomplish distributed track data processing, the TDC has to meet the following re-
quirements:

- Fixed and floating point arithmetic

- 16 bit word length

- Internal memory 128 K Byte, with provision for expansion of memory

~ Directly addressable 64 K Byte

- No auxiliary storage

- Sufficient number of 16-bit registers

~ Operating speed of approximately 200,000 operations/sec.

- Stored program: The operating system needs about 30 K Byte, the user program up to
80 K Byte and more, depending on the jammer tracking capabilities

- Program language: high level lanquage for algorithms, assembler for I/O-procedures.

2.2 System Operatior

The radar network consists of 10 to 20 mebile radar stations with overlapping rader
coverages to attain a good system detection probability for extremely low flying aircraft
at terrain following flight profiles (Fig. 6). The radar/tracking stations are mobile,
both 2-D and 3-D radars. Their variable posiiions will be primarily chosen with the aim
of oytimal radar coverage of the entire network with special regard to the lowest level
flight profiles /1/.

Data communication is realised by transmitting track data omnidirectional to every other
radar station within radic range. Depending on the number of its receivers, each station
is able to receive track da*a from several stations. Mostly, data links between two sta-
tions are bidirectional. A unidirectional data link is given, if in one of two communicat-
ing stations all operational receivers are tuned to other stations or if radio disturb-
ances of tne received frequency are present. The design of the algorithms for track in-
itiation and tracking avoids a central track management. Consequently, since the network
needs no central procassing station, a wide range of possiblz system configurations can
be handled. In general a fully mesh-operated network will bz installed (Fig. 2). On the
other hand no operational constraunts during build up, changc or decompositicn of the
tracking network are imposed. Net splitting and refoimation, or connection of additional
compatible networks are practicapble during system operation and 30 not cause any restrict-
ions such as a new system initiation.

If jammer tracking is initialized, high priority is provided to jammer data processing
and display.

-

2.3 System Output

Computed track information is transmitted and simultaneously displayed on a digital
display unit. This information is to be updated in less than or equal to 4 seconds. This
enables the operator to check tracking results and, on demand, to classify the type of
target (friend, unknown, mass approach, jammer).

Transmitted and displayed information from and at every radar/tracking station has to
reflect the same air situation. Therefore, users of the track information wmay connect
themselves to that radar/tragking station whicn is most convenient to them.

Due to the requirement of target allocation to weapon systems, tvacks must have maximum
life time and minimum data aging. .

3. TRACKING ALGORITHMS

Tracking is realised simultaneously in each radar station, even if its own radar
does aoct detect the target. If a new target is detected, stations obtaining the corre-
spoading data form a proliminary track and distribute track information to all other sta-




]
i tions., They correlate all gathered information and join it to a common system track
; with a unique track number. Track initiation is finished after a fixed time period which

is large enough to ensure that all stations know the system track number.

3.1 Plot Data Processing

Every target detection by radar is reported to the Track~Data-Computer (TDC) of the
radar station which tries to associate the target report to a suitable existing track
(Fig. 7). For positive association, it is necessary that the reported target is position-
» ed within the expected windocw of the predicted registered track. Type of target informa-

) tion is not used as an association criterion, for reason of its small i1eliability /2/,

/3/.

If there is no association possible between the reported radar plot and and any register-

ed target track, the TDC tries to initiate a new track. It stores the reported plot data :

into a System Track Memory (STM) as a potential track (Fig. 8) for possible association '

with track data expected during the next rotation of the radar antenna. In absence of an

expected second plot report, the potential track is assumed to be a false target report,
{ and its data in the STM will be cancelled. (If the radars used have a small detection
: probability, a third antenna rotation can be tolerated for a second detection of the
target.) If the radar does report a suitable plot in the next antenna period, both plots }
will be joined to a preliminary track and a track message is externally distributed for
the first time. For each association check, the plot data derived from a 2D-radar will be
slant range corrected. Slant range error is the difference between the measured slant
range to the target and the lenght of the line of sight projection on to that horizontal
plane, which contains the radar's position (Fig. 9). At large elevation angles, the slant
i range error may amount to 30 % of the slant range. In lack of height information, measur-
‘ ed slant range must be intcerpreted as the horizontal range. This may result in shifts of
N the computed target position and in bendings of the track. If the slant range error is
large enough to affect association, a new track will be initiated, so that the same tar-

get is tracked twice.

R b

For slant range correction, height information from any 3D~-radar or SSR-~information can )
ka used. ;

ADR S 5 et

3.2 Track Data Processing

Each station, which receives a track message checks whether that track is associable
to a track, which is already registered in its own STM (Fig. 10). First it looks for the ,
reported track number. If the station finds it in its TDM, it checks whether the report-
ed target fits to the registered track. If the station cannot find the same track number
in its STM, or if there is no correlation between the tracks with the same track number,
it checks all registered tracks to correlate the received track information with the most
suitable track. To enhance the survivability cf final tracks, they are preferred to pre-
liminary tracks for association. If there is no correlation even to a preliminary track
the recei’ed track message is added to the other registered tracks and forwarded per data
link to all neighbouring stations. In case of an association of two tracks with different
track numbers, a track number harmonization procedure provides an unambiguous final track

number in all stations.

Associated track data will be used to update the appropriate track, provided that the re-~
ceived target information is more actual than the last reg:stered track information. Ol-
der messages will be disregarded. After updating, a track message containing the most

actual track data is cleared and transmitted to neighbouring stations in accordance with

the track reporting procedure (see chapter 4).
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Tracks will be carried on in all stations as long as the target '~ d-tected by at least
one radar. After a target has been missed for a fixed time pericc the
track is terminated (see Fig. 8)., This time period is determined Ly tne slowest.antenna
turn rate among the radars used, in order to give the TDC a chance to continue tracking
in spite of missing a target in one antenna period. There is no s2nse in waiting longer
for a radar plot because prediction quality decreases rapidly and the track-window for
the expected plot position would have to be enlarged accordingly. Furthermore, in a
dense air situation the probability of false association of other targets increases

simultaneously.
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3.3 Data Filtering

Target data deliveraed by radar and those which have been received from neighboring
stations via data link have gquite different character. Radar derived data are most
- actual but contain less information (Fig. 12) and are less reliable than track messages
> g which have been filtered once. To evaluate both kinds of information in an optimum way,
&
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two separate filters are ewmployed (Fig. 11).
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Radar derived data are, at first, associated with a suitable sensor track. Sensor tracks
contain exclusively information from the radar of its own station. The ensembla of sensor
tracks of one station constitutes the sc called sensor derived air situation of this sta-

tion.
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Sensor track data contain the same amount of information as track megsages. The ne4t step
is to update the appropriate system track. The ensemble of system tracks constitutes the
system derived air situation which includes every target detected from any radar of the
system. All track data of the system derived air situation are stored in the STM for up-
dating and distribution according to the reporting procedure (see chapter 4). There are
many advantages in filtering rader-derired data separate fromr the other system track da-
ta received by data link /4/, /5/.

Firstly, all data derived from the own radacs o:r the station have a constant systematical
bias. By correlating only target data from th= same station the bias has no effect on
plot associations. This increases the probability of a correct association of successive
target reports.

Secondly, the constant bias and the adequate sampling time of the radar antenna improve
the computation of the target velocity. If track positions received by data link would
be utilized for the velocity computation instead, two problems would arise:

- different biases of detecting radars would run up,

- by utilization of messages one shortly after the other (e. g. the first two track
messages from channel 1 and channel 2 in Fig. 13), the radar measurement error
can be of the same magnitude or greater than the distance the target has flown in the
meantime.

Both problems result in an error of the computed target velocity followed probubly by a
wrong association.

Both advantages, i. e. correct associations coupled with improved velocity computations
lead to a good smoothed track of high gquality and high reliabilaty.

The second filter correlates sensor track data,and system track data received via data
link, with stored system track data to update the system track. This can be realizei by
Kalman-filtering or using an x/8-filter, perhaps with dynamde coefficients " .pending on
track quality. Criteria for track quality can be:

- the lifetime of a track

- the track status (preliminary or final)

-~ the amount of associated and correlated target :eports from the own radar of the sta-
tion

- the amount of correlated track messages received by data link

- the time elapsed since the last updating.

3.4 Track Number Management

Track number management provides identical track numbers for every target track in
each radar staticn. It i3 activated in two cases:

- For harmonizing different irack numbers coacerning the same ;reliminary track
- For rechanging £inal track numbers in a predefined way in all stations if numbers of
different final tracks have been exchanged.

3.4.1 Harmonizing Preliminary Track Numbers

Due to the overlapping coverage, many :incominy targetg are initially detected by
several radar sensors at almost the same time. Each radar station, which detects a tar-
get twice in subsequent detection cycles dastributes a tra~k message with a preliminary
track number. Since each station has a specific prefixed pool of track numbers, prelimi-
nary track numbers assigned by different stations are always different, even if they
apply to the same target.

If a station associates two tracks which are the same but have different preliminary
track numbers, the track management elects the smaller number to survive. The track mes-
sage which is forwarded on contains the most actual track data but the smaller track
number.,

Depending on the network constellation, a message needs a certain minimum time to reach
all stations. For the harmonization of different track numbers related to the same tar-
get a period of twice of this time is sufficient (pre-phase period). At the end of this
period each message concerning this particular target contains the unique £final track
number.

3.4.2 Rearranging Ambiguous Final Track Numbers

A puzzling situation arises in every tracking mechanism when targets fly crossing
trajectories or when targets split up after flying in close formation. Conseguently,
track-numbers tend £o be swapped (trick A, number A and track B, numier B <hange into
track A, number B and track B, number A respectively), or track numbers acre doubled (two
tracks with the same number), or tracks wiil be doubled (one target, two tracks with two
numbers) .
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To 1estore the unambiquity of final track numbers, each station induces a harmonizing
track management procedure, which rearranges track numbers in a predetermined way.

1f the radar accuracy is less than the separation of the targets, neither the radar data
extractor nor a human operator can decide, which of the reported radar plots belongs to
which target. In view of this fact, vargets flying close together or flying crossing
trajectories are tracked separately with different track numbers, but the unambiguity
cannot be guaranteed. This lack is not critical for system operation, since the over-
riding point for distributed track data processing is, that all stations have the same
number for a given track, even if targets are exchanged. Recognizing this, a very simple
changing procedure is chosen to save computing time. Examples of gimple changing criteria
are as follows:

~ the target flying the most southern track gets the smaller track number

~ if both targets fly at the same latitude, the target which is flying the most western
track gets the smaller track number.

4. DATA DISTRIBUTION

The TDC distinguishes (Fig. 12):

- Target reports from the radar of its own station
- Track measages containing a preliminary track number
- Track messages containing a final track number.

Target reports themselves will not be distributed externally but they trigger the dis-
tribution of track messages. Track messages containing a preliminary track number are
distributed as gquickly as possible to all radar stations of the network in order to
shorten the preliminary tracking phase. To reduce the quantity of messages circulating
in the network, a message received by a station is forwarded only, if the corresponding
registered track is being updated or if its track number is being changed by that mes-
gsage. This way, feed back messages from the originating station are eliminated.

Regarding the data reduction task, we note that each station has n+1 data input channels
(Fig. 4), but only one output channel with a capacity equal to the input channels., There=-
fore, on the average only the (n+1)th part of all reported messages can be relayed to the
next station.

Since transmitting capacity is limited by the specified hardware apd transmission proce-
dure it is easy to calculate the 2vailable net message rate per target, For example, if
the message rate is one per k seconds, only those messages are forwarded, that prolong

a track by at least k seconds with respect to the last message. The new messaye transmitt-
ed contains the most actual smoothed track data.

To reduce aging of messages on their way through the network, radar returns get priority
above messages received per data link in triggering new messages (Fig. 13). Fortunately,
the turn rate of most of the radar antennas in the system is twice the message rate for
each target. Consequertly, each radar, which detects a target causes the station to trig-
ger its message clearance at every other entenna rotation. So, aging of messages occurs
almost exclusively at stations which do not see the target concerned. In case a target
return is missed, the next available message - from radar or per data link - will trig-
ger the transqission of the new message. Theoretically the maximwu. aging rate is X s

per station, .ut in practice a slightly larger rate can be assumed.

5. SIMULATION RESULTS FOR ECHO TARGETS

Track initiation and maintenance has been simulated urnder a set of realistic assump-
tions in order to test the sensitivaty of the above algorithms with respect to non-ideal
gltuations.

5.1 Real Radar World

The tracking facilities discussed above must operate in an environment with a vari-
ety of interferences and non-ideal radar inputs /6/.

Interferences by terrain are:

- Blind sectors

- Shadow areas

- Ill-conditioned data transmisgsion

Taking into account lower and iower levels of flight profiles, blind sectors and shadow
areas in raddr coverage expand rapidly (Fig. 14). Increasing undulation of terrain will
adversely affect both radar coverage and data links.

The measurements of che radar sensor are contaminated by
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- Radar noise

Clutter

Stochastic false oxr virtual echos
Reduced detection probability
Intelligent jammers

f 5.2 Effect of Failures

The following failures have been analysed with respect to their effect on systenm |
operation: :

~ Receiver failure
-~ Radar failure (relay function remaining)
~ Total failure of radar/tracking station

5.3 Examples

The following examples show some results of simulating the algorithms for echo
targets under the conditions given above.

5.3.1 Multisensor Tracking |

Figure 15 shows the radar plots obtained by four radars looking at a simulated
flight of three targets. Each radar/tracking station has to process all radar plots from
its own radar and all track reports from the three other stations.

5.3.2 Crossing Trajectories

Figure 16 demonstrates tracking of two targets flying crossing trajectories at the
same flight level.The first intersection is rectangular, the second one is at an angle
of 45 degrees. Track numbers do not change after crossing. Due to a great number of sim-
ulated false radar echos, some isolated false preliminary tracks do appear but terminate

1 after one reporc, with one exception which is reported twice (track number 2073).

5.3.3 Formation Flight

Figure 17 shows an air situation with three formation flights of four targets each. ‘
15 radar/tracking stations are operativa.

After a certain time at least three tracks are established for each formation. Since tar-
get discrimination by the radars differs from rotation to rotation updating time of the
separate tracks varies.

6. STROBE TRACKING AND TRIANGULATION

AT

Ay

Design cf effective radar networks should take into account the possibility of jam-
mer tracking by direction finding with several radars. The system described includes a
strategy for automatic track initiation of strobe tracking and strobe triangulation. The
procedure is applicable to stand-off jammers (S0J) as well as to self screening jammers
(SSJ) and escort jammers (ESJ).

22

6.1 Parameters

Important parameters which have a strong influence on the quality of the discussed
triangulation and tracking method are

T T

- Number of jammers a single radar is able to distinguish per antenna revolution :
Accuracy of bearing measurement

Number of radars taking bearings of a distinct jammer
Total number of interconnected radar stations

Total number of jammers within system coverage

Beam width of jammer (jammeu angle)

Jammer position relative to the surveillance area
Jammer positions relative to one another

6.2 Method

The strategy of strobe tracking and jammer triangulation uses a decentralized proce-
dure as in the case of echo target tracking.

The principle of strobe evaluation in each radar station is shown in Figure 18.

2 LT

The electromagnetic emission of a jammer (503, SSJ, ESJ type) is used by the passive de- @

: tecting sensor to obtain bearing information of the target. After having initiated a sta- B
§§&J tion referenced bearing or strobe track in a given station, this track and the in- o
§%*§=ﬁ coming strobe tracks from the neighbouring stations are triangulated, respectively. These B

o K= correlations lead to individual jammer plots which are passed through a tracking filter =3
- 4}51 logic in order to get jammer target tracks. %ﬁ
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The appropriate track number management yielding system tracks is performed in a simil-
ar manner as in the case of echo target tracking.

The tracking filter for strobe evaluation can be of the same type as in the case of re-
gular echo target tracking.

The problem of ghost targets resulting from the great number of possible points of in-
tersections has to be minimized by

- chosing the appropriate number of intersections in a limited area yielding one target
and by

- connecting the software modules "echo target tracking" and “"strobe target tracking",
respectively.

7. CONCLUSION

For multiple radar networks with overlapping coverage areas and decentralized
tracking facilities, effective methods for simultaneous track initiatiop and management
are of high importance. The algorithms outlined in the paper have been shown to operate
with dissimilar radar sensors at mobile stations in all phases of system build up, re-
configuration and decomposition. Due to the inherent flexibility of the system architec-
ture, tracking capability is tolerant with respect to sensor and communication degrada-
tion or failure,

Automatic track initiation is performed in three stages: potential track based solely on
the first radar plots of the radar facility collocated with the tracking computer in
question, preliminary track pooling information from the own and neighbouring sensors
and final system track having a common unique track number in all stations of the system.
Special harmonization procedures ensure track establishment and maintenance alsu in am-
biguous air situations such as maneuvering targets, crossing trajectories and formation
fiights.

It has finally been shown that the algorithms for echo targets can be modified and ex-
tended to handle jammer targets as well.
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— More than 100 Targets

— Extreme Low Level Profiles
— Upper Flight Levels
— Highly Manoeuvering Targets

— Crossing Target Trajectories

— Formation Flights
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— Jammers

— False Targets

— Clutter

— Disturbed Data Links

Fig. 3 Environment
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— Mobile Radar Statiors

— 10 to 20 Radars

— Various Types of Radars (2D, 3D, SSR)
~ Different Radar Performances

— Track Data Computer at Each Station
- No Central Processing Station

— Medium Rate Digital Data Links

—~ Channel Coding for Data Protection

Fig. 5 System Architecture

— Overlapping Radar Coverages
~ Meshed Network

— No Restrictions by Network
Variations during Operation

~ Muitiple Data Redundancy

~ Quick Data Distribution

~ Most Actual Track Information
at Each Station

— Unique System Track

~ Unambiguous Track Numbers

— Equivalent Air Situation at Each Station
— Long Track Life (Time)

— Priority for Jammer Tracking

Fig. 6 Operational Requirements
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DISCUSSION

G.Binias, FRG
Is the track initiation procedure dependent on the clutter environment?

Author’s Reply
No, the track initiation procedure is fixed The parameters are variable.

G.Binias, FRG
Which method of plot-to-track associa*ior. do you use for formation tracking?

Author’s Reply
We don’t try to track formation flights. We track targets flying in formation separately, as you can see from

Figure 17.
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A NETTING APPROACH TO AUTOMATIC RADAKR TRACK INITIATION,
ASSOCIATION, AND TRACKING 1IN AIR SURVEILLANCE SYSTEMS

Gary W. Deley
General Research Corporation
5383 Hollister Avenue
Santa Barbara, CA 93111

SUMMARY

Thia paper describes one of several promising concepts for netting radars in a tactical air surveillance
gystem. This concept employs track-while-scan radars having scan periods of fcom 4 to 12 secounds. Such
scan periods are too long to yield an acceptably iigh probability of automatic association of measure-
ments with tracks when the surveillance region contairs many highly maneuverable targets. As presented,
the radass overcome this limitation by being connected into a non-hierarchical net over which measurement
data 1s pooled. In the system concept described, must targets will be seen by twenty or more radars. If
all radars able to see a target shared the resulting data with the eatire system, the communications band-
width required would be excessive. To avoid this problem, an algorithm was devised that dynamically
selects a "best'" subset of the system's radars to track each target, thus simultaneously ichieving a high
probability of correct associatiorn (and hence of maintufuning track) while requiring reasonable communica-
tions bandwidths, This performance is achieved without centralized control. The concept was verified
using a detailed computer simulation called TACRAN (Tactical Air Control Radar Net); some simulation
results are presented.

1. INTRODUCTION

The internetting of radars in a tectical air surveillance system offers a number of advantages
over non-netted or hierarchically netted radars. Besides increasing the system's abili:y to survive the
loss of individual radars and communication links, internetting can be used to improve track initiation,
association (or correlation), and track.

This paper presents some results of a study [Deley and Ba.leontine, 1978] whose objective was
"to determine the functional and data processing requirements for improving certain e ements such as
track initiation, tracking, track correlation and me-~sage processing related te future tactical forward
area surveillance concepts."” The study was performed by General Research Corpocation for the Aix Force
Systems Command's Electronic Systems Divisicn.

Basic System Concept. The basic system concept investigated was conceived at ESD and the
MITRE Corporation. In it all sensor elements are netted to providr for more system survivability and
effective low-altitvde surveillance coverage. To the exten: possible, each node in the network (a radar
and its data prccessor) is connected by line-of -sight communications to its three or four nearest neign-
bors (where possible), as shown in Figure 1, thus providing a non~hierarchical network.

The basic output of the system 1s a file of System Tracks, which are vepresentations of the
flight paths of 21l the aircraft in the surveillance volume. A System Track File is waintained at each
node and (suitably displayed) is used in planning and carrying out air operations. This file need not
be very accurate, a ract used to advantage in the system concept considered.

Radar Types Considered. The study considered a variety of radar types, data processing algo-
rithms, and system concepts. Much of the study (and most of this paper) concerned track-while-scan radars
with antennas mechanically steered in azimuth and with a relatively long (4~12 seconds) scan period. Ele-
vation information is obtained either from separate feed horns or, ror phased arrays, electronic steering.
A principal problem with this typ> of radar is that the data rate is too low to achieve reliable asmocia-
tion of measurements with tracks when there are many h.ghly maneuverable targets. Tous, some method of
combining data from several radars is required.

Other radar types considered in the study (but rot here) included fast-scan (1-2 seconds)
track-while-scan radars and fixed phased arrays with single faces as well as arrays with hemispherical
coverage. Both fast mechanically scanned reflectors and stationary phased arrays can be operated in a
"scan-while-track” mode, whereby track is maintaiaed by specific radar measurements directed by the radar
data processor, and surveillance is a slower backgreund function.

Algorithms. The primary algorithms investigated include automatic track initiation, issocia-
tion of measurements with tracks, and track update, with the eaphasis on the last “wo. Other algoritl s
included track file maintenance and message proceseing.

Netting Concepts. While there are meny possib’e netting concepts, this study considered only
the direct interaecting of radars in a nonstructured (lattice) network. This netting type is highly resil-
ient to failures of nodes and links. Posasible alternative netting structures include ones with such
descriptive names as tree, star, ring, and others. In the simplest network, radars do not interchange
dat , but rather forward it upward in a hierarchical, or tree, network. In more cemplex systcms, data is
irteschanged between radars to enhance overall system performance. This interchange of data an range
from the simple handover of a targer from one radar to another o the full interch~nge of measureuents
between radars. Networks are also differentiated by their countrol structure. Control can be centralized,
with a single node controlling the nutwork at any given time, or it cin be distributed, with control deci-
sions made indeprndently by each node, hopefully in a coordinated fashion. As distributed control has
some potential advantages in system survivability, this study concentrated on distributed techuiques.

System Concepts. The study emphasized system concepts with reasonsble communications band-
widths and high system survivability--that is, systems that degrade slowly in tke event of component loss.
Wnile the emphasis was on systems having a System Track File at each node, other concepts in which the
location of the System Track File is more 1limited and in which only local Track Files exist at the radars
were also iavestigated. The results of the entire study are given in the Final Report. .-
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This paper considers mechanically scanned track-while-scan radars having scan periods of 4-12 ;
seconds, too long for reliable association of weasuremeuts by a single radar. It is concerned with a ?
system concept in which selected radars are used for tracking. The paper describes the syst<u concept and !
the major aigorithms used in the system, and presents come simulated resuits indicative of the performance i

of the system.
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2. PROBLEM DESCRIPTION

The specific systenm concept descrited in this paper consists of s network of mechanically
scanned radars as depicted in Figure 2. The netted radars are deployed approximately 30 km apart on an
irregular grid to provide low altitude coverage and line-of-sight communications.

7 e /‘,ns"ﬂ:)':.‘gi
At

The radars have a range considerably longer than 30 km, and thus provide a high degree of over-
lap. To size the problem, it is assumed that the radar range is 80 km, that up to 25 radars can see most
aarcraft (i..., those that are not at very low altitudzs', and that each radar sees as many as 350 targets

at a time. N

Because of the considerable maneuver capability attributed to the targets to be tracked (as
much as 8-10 g's), it was determined that the track data rate should be at least 0.5 Hz to reliably main-
tair track, corresponding to a measurement interval of 2 seconds or less. The associatiou errors due to -
maxicum aircraft acceleration over such a time interval are comparable in magnitude to the measurement
errors of radars likely to lLe used «n this application. As the 4-12-second scan pcricds of the radars con~
3sidered are too long to permit a high probability of association of measurements with tracks, the measure-
aments from several radars must be combined to achieve a higher effective data rate.

Conceptually, the simplest way of combining data is for all radars to send ail measuremeats to
all other radars. While chis imposes a large ccmputational load, it should be feasible with the data pro-
cessing technology of the future. The principal problem with thie stratzbrforward approach is that the .
load imposed on the communication links by many tracks is undesirably large--on the order of a megabi: per )
second for the maximum aircraft densities considered.

o, b B VN R a5 A S

Thus a concise statement of the problem considered in this paper is as follows: For a network
of slow-scan track-while~scan radacrs, define and analyze a system concept that

1. Provideo a System Track File at every node
2. Has a high probability of correct association .
3. Requires a low communication bandwidth :

4. Has ¢ high probabilaty of system survivability

3. A SYSTEM CONCEPT

The system concept described in the rest of this paper was designed to satisfy the four cbjec~ :
tives given above. The purpose of defining this concvent in detail is to demonstrate that it is possible j
to satisty the somewhat conflicting objectives. It should be considered as a "proof of concept,” not a
fully detined, optimized system.

* g
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The elements cf the concept are as follows: The principal output of the system is a System
Track File (STF) whose required accuracy, a system parameter, is assumed to be low, perhaps on the order
of a kilometer or so. Al} nodes have a copy of tho STF. To reduce the communication bandwidth, the STF
is updated as infrequently as possible consictent with the requirnd accuracy.
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Each aircraft is tracked cooperatively by a few selected radars. The resulting measurements are
- pooled to yield a single track on each aircraft at an effective aata rate that is higher than the scan rate
N of the individual radars. Each tracking radar has a copy of this track, which is called the "Distributed
Loral Track."
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The number of radars tracking each aircraft is kept to a minimum to minimize communication band-~
width. The set ol tracking radars is carefully selected to ensuve that the pooled measurements are reason~
ably evenly spaced in time, since it does not help association 1f all of the radars make a measurement at
the same time causing an entire scan period to elapse between measurements. Other factors described later
are also considered in selecting the set of tracking radars for each aircraft.

The set of tracking radars for each target dynamically changes with time based on criteria which
are evaluated whenever a measurcuent is made, The determination and control of which radars track which
targets is totally distributed with no centralized controller.

N T AP

Thus, for each target there are three .types of nodes (radar/data processors): (1) thosc that
are actively tracking the target, pooling their measurements to accomplish this task, (2) thouse that can
<ee the target but are not presently trackiug it, and (3) those that cannot presently see the target.
Nodes can change type at any time.

DUITETRININST

4. ALGORITHMS

TSI

Before deucribing the system concept in more detail (in Sec. 5 below), some of the basic algo-
rithmr used +i11 be discussed.

Track Initiation. This function is performed by individual radars after determining that a new :
measurement does not associate with a track in the System Track File. Measurements from three consecutive
gcans are required to initiate track. Association of the second mtasurement with the first is based
simply on their separation relative to the distance an aircraft could fly at its assumed maximum speed; the
rhird measurement must then credibly associate with the tentative track established by the first two meas-
urements. The maximum gspeed used in the algorithm can depénd on altitude ard whether it is veriical or
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horizontal. The thresholds are set to give a very high probability of initiating a track on a trae air-
craft trajectory. The false trajectories generated eventually dic due to lack of association with future
measurenents.

Association. In the dense target environment, associating measurements with tracks is a parti-
cularly serious problem, especlally for a fully automated system. Given that 8g~10g maneuvers are possible
in a tactical environment, it is imperative that the track rate be reasorably high (on the order of a mcas-—
urement every one or two seconds). Otherwise tha targets may deviate a considerable distance from the pre-
dicted track, increasing the possibslity that they may be mixed up in the association process.

Since the track-while-scan radars considared dc not achieve this rate, measurements from several
radars must be combined, but not from a randomly snlected set of radars--two measuresents that are close
in time (separated by less than about a second) do not materially help the associated problem since the
measurement errors exceed the displacement due to maneuvers over short time intervals. Rather, the set of
radars selected shiould produce measurements that are reasonably evenly spaced in time.

Agsociation 1s performed by considering all sets of measurements in a given segion si~ultane-
ously, rather than by considering measurement-track pairs individually. The algorithm creates a matrix of
measurements versus tracks, with the squared distance between them as the elements of the matriv. The
unique pairings of measurements with tracks is then accomplished in ¢ manner that minimizes the sum of the
squared distances., This is the weil-known assignment problem in network theory and efficient algorithms
are available to find the minimum.

Another technique for improving the probability of correct association involves more precisely
defining the region a maneuvering aircraft can reach since the last track updat=. The maximum maneuver
capabjlity for each airccafr type depends on (1) whether the aircraft's acceleration is tangential or nor-
mal, vertical or horizontal, (2) its veic:ity, and (3) its altitude. The exact shape of the association
region, which includes track (model) and measurement errors as well as maneuvers, is complex and difficult
to model in a computer. Approximations to the region, which is not even convex, are required.

Tracking. Several types of track filters (Kalman, a-B, etc.) were investigated for use in the
system concept. In general, with highly maneuverable targets, it can be shown that Kalman filterinrg does
not improve the quality of the track. Thus, it was decided to use a simple, weighted least-squares fit of
the last few measurement points to a quadratic polynomial. The number of points chosen should be enough
Lo provide some smoothing, but not 0 many that old and ivrelevant data 13 uged.

The System Track differs from the Distributed Local Track (DLT) in that it isn't updated every
measurement time. It is identical to the DLT vhen updated, but it is updated only when it deviates from
the DLT by a system-specified distance. Tha :econd-degree polyromial is used for tracking to help reduce
the frequency with which the System Track is updated.

5. DETAILED SYSTEM DESCRIPTION

Track File Structure. As shown in Fig. 3, at each node (radar/data proressor) the System Track
File (STF) ir partitioted into two parts: (1) those tracks being actively tracked by this node {tlis par-
tition is called the "Distributed Local Track File" (DLTF)), and (2) those tracks not being tracked by
this node. The latter fiie is called the "Non-Track File" (NTF). All of the tracks in the entire system
are in the System Track Fille; however, membership in the two partitions will be different at different
nodes, Regurdless of which partition a particular track is $n, the system track data will be identical
throughout the system to the extent permitted by c mmunication delays.

The first partition, the Distrituted Local Track File, has, in addition to the system track
datz, other data called the Distributed Local Track data. The latter data contains the up-to-date track
on a target and is identical at each of the tracking nodes.

Logic Flow. The (simplified) system flow diagram is shown in Fig. &4 as it is simulated on a
digital computer. The figure depicts a number of radars connected to data processors. Each radar makes
measurements on aircraft whose positions are determined by the Aircraft Flight Simulation. Each data
processor is connected to the network, represented by the Communications Network Simulation. The data
processing logic implemented at each node of the system is shown in the box labeled "Data Processor #1."

Association Logic. At each radar/data processor node a new raturn (measurement) obtained from
the radar is first associated with the Distributed Local Track File. If it doesn't successfully asso-
ciate, it is next associated with tane Non-Track File. This two-part association, designed to save both
data prucessing and communication resources, assumes that association with the DLTF, which is more accu-
rate than the NTF, will be correct with a high probability. Association with the NIF is more difficult
since the NTF track is sometimes not sufficiently accurate to provide a high association probab:lity. If
more than one track associatas wit. the measuremenc (a situation which should occur relatively lufre-
quently), then this node does not have sufficient information to resolve the conflict. In this case the
node gends a message to one of the trackers of each track within the association volume asking for a more
accurate computation of the distance between the measurem:nt and the track. (Az integral part of the
syFtem concept is that each System Track includes an up-to-date list of the radars thet are participating
in the track, thus this information Is known to all nodes In the system.) Using this ac e accurate dis~
tance, an unambiguous association decision is then made using the association algorithm deszribed in the
previous sectic.:.

Track Initiation Logic. 1If the measurement doesn't associate with e{ther the DLTF or the NTF,
then Track Initiation is performed. First the measurement is checked agairst the tentative two-meas. re-
ment tracks in the Track Initiation File. If it associates, a new track is initiated in the DLTF. If it
doesn't, the measurement is used in an attempt to start a track with a measurement saved from tha last
scan. If an asgociation is made (Lased on maximum speed) a new terntative track is p.at into the (two-
scan) Track Initlatfon File. In either cases, the measurement is saved for associativn with measurements
on the next scan.
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Tracker Selection Logic. If the messurement associates with the DLTF (Fig. 4, top) this radar
is a tracker of the target. In this case a part of the logic is entered that deals with dynamically
selecting the best set of trackers without using centralized control. This part performs the computations
and makes the decisions needed to answer the question "Should I continue to be a tracker?" In answering
this logic considers (1) the present number of rrackers, (2) the next expected reception times of the
other trackers, (3) the time spacing of the returns, (4) the relative ranges and range rates of the target
ag seen by all trackers, and (5) expeccation that the target will soon be out of range or in the blind
cone over the tracking radar. All of these factors are evaluated without any communications with other
nodes. If the answer to the question is '"No, I shouldn't continue to be a tracker," a message {8 seat to
all other nodes advising tiat this radar is no longer a tracker of this target. If the answer is "Yes, I
should continue to be a tracker," then the measurement is used (o update the Distributed Local Track and
the measurement is sent toc the other trackers to updace their DLTs. The nodr can also send a special
"Help" megsage if it would like for some reason to be replaced by another note.

(2220020 e
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If the measurement associates with the Non-Track File, the node asks the quastion "Should I be-
come a tracker?" This logic is similar to the logic used by a present tuacker to determine if it should
continue to be a tracker. The node may decide to add itself as a tracker, or to replace a present tracker.
In either case, it sends a message to every node advising of this decision.

If the node decides to become a tracker, it sends a message to one of the present trackers ack-
ing fov a copy of the Distributed Local Track cn the target. Or receiving the DLT it uses the same logjc
as if 1t were already a tracker.

Track Updute Logic. The Distributed Local Track is updated by the weighted least-squares aizc-
rithms previously desrribed. WNext, it is determined «(f the System Track should be updated based on two
criteria: (1) the System Track has deviatci from tbe Distributed Local Track by a given distance, or ()
a maximum time (a minute or so) has elapsed. If either of these criteria are met, the System Track is
made identical to the Distributed Local Track and the update is sent tc the entire system,

Communications. The system concept just described requires two different classes of messages:

(1) System Messages, which are messages delivered to all nodes in a system, and (2) Directed Messages,

which are delivered to one or more specific nodes. As described, the concept requires four distinct Sys-
! tem Messages and five distincc Directed Messages. The average bandwidth of eich link required to transmit
all of these messages is given in Tabie 1 as a function of a number of parameters. As an example, the
average bandwidth of each link in a 70-node system with 110 two-way links tracking 1,000 aircraft is about
35 kbits/second, which is rcasonable consigeriug the iarge number of aircraft being tracked. The largest :
contributcrs to bandwidth are the System Traczk File (STF) updates. The other message types are required
' to increase the efficiency of the overall systems. The bandwidth added by these cther messages is far

less than the bandwidth saved by reducing the numbar cf STF updates to the minimum possible.

o

6. SIMULATIOR RESUI™S ‘

The logic described in the last section was programmed into a digictal computer simulation called
. TACRAN (Tactical ‘r Control Radar Net). The simulation geometry for one set of runs is shown in Fig. 5. 4
! These runs inclided four radar/data processor nodes, three aircraft, and the four two-way communication ;
links shown. 7Gwo of the radars (1 and 3) are near their maximum range from the targets, Radar 4 is at a 1

TABLE 1
COMMUNICATION BANDWIDTH REQUIREMCNTS

Message Length, Bite Links Bits/Link " gels kbits/s per Link 3

heasage Header Text Totai per Message per Heasage prr Target Equation Example

* i

Distance Request 10 85 95 2 190/L F(NS'N‘.‘)/TS O.XSI'AF(NS—NT)/LTS 3.2 d
*

N f - H

Distance 10 32 42 2 84/L F(Ng N.l.).T5 O.OBI.NAF(NS N,l.)ll.l‘s 1.4 |

DLT Request 52 24 76 2 152/ /T, O.ISZNA/LT,‘ ¢ :

E DLT 52 439 491 F 932/L /T, 0.982NA/LTC 0.2
i

Measurenent 60 77 137 3 411/L N]”S O.HNANT/L'Z‘S 1.9

L]
’ STF Update 96 206 302 N-1 302(N-1)/L t/T, O.JOZNA\\kl)/LTU 23.7

H *h
U Drop Tracker 96 24 120 N-1 120(8-1)/L i1,
1

24d Tracker o™ ) 143 N1 12 (N~1)/L T

*n
Helo 96 40 136 N-1 136(N~1)/L l/TH (’}.IZSGNA(N~J.)II-‘1‘H 0.9

0.12N, (N-1)/i7T 1.5
A [
0.143NA(N~1)/LTC 1.8

1 otal, 36.6 kbits/s |

3ymbol Descriptton Exanple Values Symbal Description Example Values

~ Number of nodes (radars) 70 T

Number of radars thet can sce 25 T, Average time between STF updates 8s
a target i

Number of radars tracking a 3 T. Averagr time between change of 50 s
threat track! g radars

t Number of linkz 116 T, Average ime between help messages 100 s

N tunber of aircraft (targets) 1,000 ¥ Fraction of measu:ements for vhich 0.5
a distance must be obtained

Average scan time 66

&£
3

L]

Acsumes that an average of 5 rajuests are combined In each message.
s

Average nunber of receiver addresses pe:r message = 6.5.
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medium range. and Radar 2, is at close ramge. The ranges, of course, effect the signal-to-noise ratios
and hence the tracking accuracies.

As an example of the performance of the system, one comp.ter run is briefly deseribed. Three
tracking zadars each having a scan period of 6 seconds are required to act.ieve a desired efiective meas-
urement interval of 2 seconds. Track was initiated on Aircraft 1 by Radar 4 at 19.2 seronds. During the
next 4 seconds Radars 1 and 2 added themselves as trackers. At 35.9 seconds, Aircraft 1 was approaching
the maximum range of Radar 1, and Radar 3 added itself as a tracker and dropped Radar 1. Aircraft 3 was
acquired by Radar 2 at 22.4 seconds. Shortly thereafter, Radars 3 and 4 added themselves as trackers, and
this set of three radars continued tracking during the rest of the rua.

The circular path of .ircraft 2 caused a more interesting history. Acquisition was by Radar &
at 19.8 seconds, with Radar 2 adding itself as a tracker at 2z.0 seconds and Radar 3 at 23.9 seconds. At
63.4 seconds Radar 1 notices that the aircraft is flying nut of Radar 3's range so it replaces Radar 3 as
a tracker, At 77.9 seconds th2 reverse occurs, and Radar 3 replaces Radar 1.

The Distributed Local Track performance obtained is shown in Figure 6 for part of the trajectovy
of Aircraft 3. The measurement standard deviations given in the figure show that the measurements from
Radar 3 are much noisfer then the others, as expected from its greater range. Five measuremenis spanning

the last 8 seconds were used in the filter.

The rorresponding System Track is showa in Figure 7. This track is updated whenever it deviatee
frou the Distributed Local Track by more than a kilometer.

7. SUMMARY

Netting can be used to increase the effective data rste of slow-scan track-while scan radars.
The resulting increase in data rate increases the probability of correct association of measurements with
tracks and thus improves the track performance of the system. This paper has presented a concept for
achieving the desired effective higher data rate while at the same time maintaining a reasonsble communi-

Ha cations baudwidth.
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DISCUSSION

H.Kaltschinidt, FRG
Have you considered the use of a satellite communication system instead of line of sight netting?

Author’s Reply
Yes, but we are concerned with ease of jamming this link.

H.Kaltschmidt, FRG
What bit error probability is allowed?

Author’s Reply
This was not investigated.

H.Kaltschmidt, FRG
Would the delay time in a satellite link be a serious problem?

Author’s Reply
The delay time is a small fraction of the track update period, so it is probably not 1 serious problem, but this was

not investigated in any detail.

H.B.Driessen, Netherlands
Is the system track update time of 8 seconds (Figure 7) compatible with the required update time of 13 seconds

(Section 2)?

Author’s Reply
Tracking is performed with the distributed local track, and it is here that the 1 3 second requirement exists. The

system track is updated from the distributed local track (rather than from the measurements) and the accuracy
requirements of the system track are independent of those for the distributed local track.
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POURSUITE AUTOMATIGUE RADAR PRIMAIRE
. DANS UN CENTRE D’APPROCHE ET DE RECUEIL
MILITAIRE

N Ay AR

A.Poch
Chet de Frojet
SINTRA
France

La poursuite autcrmatique radar 9Srimaire dans un centre d'approche et de recueil militaire est confrontéa
3 des problémes tréds spécifiques liés 2 1'environnement et 3 1'exploitation oprationnelle. Ceci ~onduit 2
développer des alyorithmes particuliers et a un temps de mise en ceuvre extrémement court adaptés au traite-~
ment des ciblus évoluant en zoues denses et a hasse altitude.

Ces algorithmes traitent en particulier les fonctions principales suivantes :

' - constitution d'une “carte mouvante" entretenue n temps rdel des plots reconnus de la couverture, ceci
permettant une accélération de 1'initialisation, un accroissement de la probabilité au suivi, et une
élimination des fausaes pistes,

- initialisation automatique rapide sur plots & partir de critéres auto-adaptatifs en fonction de la
zone de création dans la vouverture radar : zome de r~cueil, zcne d'atterrissage/décollage, zones
de surveillance,

s BRI o

\ - asgociation plots-pistes tenant compte des conditions progres & l'approche : échos fixes, clutcers
; atmosphériques, vitesses, performances et situations des cibles trés disparates,

- adaptation automatique en temps réel des parawvdires de lissage en fonction les fvolutions des cibles
t (accélérations, décéliérations, virages, manque de dé&tection radar).

L'ensemble de ces traitements congtitue un programme compact qui a &té impianté cans un minicalculateur
et a permis de réaliser l'automatisation de 1'exploitation radar d'un centre d'approche et de recueil en
FRANCE avec le soutien des Services Techniques des Télécommunications de 1'Air.

i - PRESENTATION DU CYCLE DE POURSUITE

Le modsle de pcursuite a pour but essentiel 1z constitution des tables des pistes & partir des plots
requs de 1'extracteur. i

Aprés vne période d4'initialisaticn (automatique ou manuellie), les pistes sont &tablies.
Le progranme doit alors esseatiellement au cours d'un nouveau tour d'antenne :
: ~ dans la mesure du possible, associer 3 chaque piste ie plot qui a &té fourni par 1'avion représentd
par cette piste,

- 3 1'aide de ce nouveau plot, donner une nouvelle estimation de la positivn et de la vitesse de l'avion,
ceci constitue 1'avancement de la piste,

- avec les plots qui n'ont pas été associés A une piste, duns cer:aines conditions, créer de nouvelles
L . pistes, ceci constitue 1'initialisation autonatique des pistes.
L'espace ndrien est divisé en 16 secteurs de 22°S.

Le module de poursuite est décrit dans les chapitres suivants,

2 ~ RANGEMENT DES PISTES

Rangement en données locales des pistes (en création extrapolée su ferme) qui risquent d'&tre concernfes
par les plots du secteur "n", ce, compte teru de leur position prédite.

B

Détermination pour chaque piste rangée en donnée locale d'une fen@tre de prédiction (zone définie autour
3 du point prédit dans laquelle doit se trouver le plot qrelle que soit 1'évolution de 1'avion).
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FENETRE D'EVOLUTION o 6

DRIy e e

L1

[T o et

¢

Nes s b e et 5w b

o . . " . .
Les dimensions de 1la fenétre d4'évolution p 6 sont :

Ac+ = max [a, (b sin V - a cos V)]

8p- = b sinV + a cos V

i e e v oy

2
,

o

AB+ = D cos V +asinV

ce

28~ = max [a, (b cos V - a sin V)]

el ??

Ces dimensions, aprés un ou plusieurs manques, deviennent :

bp> = fpp+ + VT (1 - cos V) NM-1
Ap~ = Ap= + VT (1 + cos V) NM-i
A0+ = 4B+ + VI (1 - sin V) NM-1
48= = A= + VI (1 + sin V) NM-I

3 -~ RANGEMFNT DES PLOTS
Deux tdches distanctes :

- stockage des plots (3 tours d'antemme).

- visualisation des plots.
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Aire d'évolution

Position prédite (f)

FENETRE DE PREDICTION EN p 6
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!

Vecteur vitesse —
F*-__.E___.‘ V = Vitesse
!9
H " T = Période de rotation
R= V2 Y = Accélaration
Y transverse maxi
T
Y -
v
4
* Point prédit
> /

7 )

383

Les bornes de la fen@tre de prédiction sont :

oprédit
+
’p
) -
P
2] +
P

dp-
Ap+
M
40+
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4 - ASSOCIATION PLOT-PISTE -

Réaliser l'association plot-piste »ptimum.

Pour cela, il faut pondérer en prubabilité la validité de l'affectation d'un plot 3 vne piste.

Calcul de 1'écart réluit ‘Bcart normé par 1'8cart type de ia précisicn de prédictinn) pour chaque
couple plot-piste,

8o (80 = P10 T Ppragic

2

0, 162 sont les variances de la mrsuve du plot.

F : Facreur multiplicatif de ces variances pour la prévision dépendanr du liss- ge.

4.1 - Atrribution des plots aux pistes

Pour chaque piste fermée ou prolongée du secteur n - 1, recherche des plats des secteurs voisins
(4 secteurs) qui sont 3 1'intérieur de la fenStre de prédiction.

Pour chaque plot 4 l'intérieur de la fen@tre, mémorisation de :

~ adresse du plot dans la table de la piste,

- adresse de la yiste dans la table du plot,

-~ 1'écart réduit p du plot 2u point prévu.

Pour chaque piste en création du secteur n-1, recherche des plots qui sont a 1'intérievr de la fenétre
de hruit.

A la fin de 1'attribution, les pistes du secteur n-' se voient aitribuer 0, | ou "p' plots.

4.2 ~ CORRELATION DES PLOTS AUX PISTES

La ccrrélation se fait pour les pistes du secteur n-2.

Deux cycles de corrélation :

CORRELATION 1 :
Association plot-piste qui ne présente aucure ambiguité.

Ircis étapes :

- BEtape_| : Pistes ayant 1 plot monopiste situé dans la fentre de bruit,
- Ezape 2 : Pistes ayant "p" plots monopistes situés dans la fenétre de bruit,

~ Etape 3 : Pistes ayant 1 plot monopiste situé dans la fen@tre d'évolution.

CORRELATION 2

-

Association plot-piste qui présente une ambiguité.

Sept étapes :

Bt - Etape_l : Pistes fermes ayant "p" plots monopistes situés dans la fen@tre d'évolution,

5 - - Ltape 2 : Pistes fermes n'ayant pas de plot attribué,

X . - Etape_3 : Pistes prolongées | fois ayant "p" plots monopistes situés dans la fen@tre d'évolution aux

3 tours d'antenne n-1 et n,

éﬂ ; ’ - Etape 4 : Pistes prolongées | fois ayant eu "p" plots monopistes dans la fendtre spécifique au tour

2 d'antenne n-1 et aucun plot au tour n,

e ~ Etape 5 : Pistes pr:longées 2 fois n'ayan. pas eu de plot atfribué aux tours n-2, n-1 et n,

e weshe—— .
: . - Etape_6 : Pistes prolongées 3 fois n'ayant pas eu de plot actribué au tour u,

= ' - Etape_7 : Pistes ayant "p" plots multipistes situ&s dans la fenBtre ce prédiction.
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5 - AVANCEMENT DES PISTZS

De type a, 8

B+ (1-a) (B + W)
- -
e,n a m,n o e,n~1 e,n~-1
-~ [3 - -
= - + -
ve,n T (Pm,n Pe,n-l) 3 8) ve.n-l
ol :
P v R Positi i imé 1
e,n-1 * Ve,ne1 Pe,n ' Ven ! ositions et vitesses estimées aux pas n-l et 2,
— 3 L
Pm a ¢ Position mesurée au pas n (c'est-a-dire le plot),
i)
- . 3 s .
T : Période d’oLtention des diverr échantillons (P ).

LOGIQUE D'AVANCEMINT

PL —» F

6 = INITIALISATION AUTOMATIQUE

PISTES PRIMAIRES

Les pistes en création sont obtenues & partir de 3 plots compatibles révartis sur 3 ou 4 tours
d'antenne successifs :

- piste linéaire,

- piste en virage.

a, 8, PL
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ANALYSIS OF SECOND AND THIRD ORDER STEADY-STATE TRACKING FILTERS

AW, Bridgewater
Department of Communications,
Communications Research Centre,
P.0. Box 12490, Station "H",
Uttawa, Ontario, K2H 8S2
CANADA

T A ok 3 R R A R R R,
e s

SUMMARY

"n a multi-target environment, the heavy processing load on even the most powerful radar tracking
s7stems makes it necessary to sacrifice theoretical optimality for practical feasibility in the tracking
process. One approach is to adopt sub-optimal methods for track estimation using steady-state adaptive
a-B and a-B-y filters, which are derived from the Kalman filter and which combine grod track-following
ability, ease of adaptation to changes in the tracking conditions, and low computational cost.

— S ) W MDA P

A theoretically-derived functional relationship between the set of gain coefficients and a system
parameter which quantifies the cu:rent tracking conditions (viz., target maneuver uncertainty, radar
measurement error and track update interval) permits a rapid and near-optimal response to any changes in

those conditions. An econominal means is developed to incorporate this adap%ive feature in a tracking
system.

In the a-8(~Y) type of filter, the tracking coordinates are assumed to be decoupled, and are treat-
ed separately. In a track-while-scan system, fixed Cartesian coordinates are most often used, fir which
this assumption is not strictly velid. Coordinate-transformation techniques are described which may be

used to compensate for this simplifying approximation. Other aspects of practical implementation of this
type of tracking filter are slso examined.

S R A W AR LD A

!

The use of steady-state aldaptive filters in ulti-target air-surveillance tracking systems permits
a larger proportion of the available computing time per sensor scan to be alloited o automatic initiat-
{ ion and association tasks. Preliminary simulation results indicate that these filters perform as well as
the fully-coupled recursive Kalman filter in cases where the primary requirement is to support the track-

assoc’ation task, that is, to provide dependable automatic coverage rather than very precisc estimation

of individual tracks. Steady-state, adaptive filters provide the system designer with a practical option
in the cost/performance trade-off.

1. INTRODUCTION

L i

FINAY

In an automatic track-while-scan (IWS) air-surveillance system, the radar sensor reports measure-
ments of target positions (plots) at regular intervals of time to a computer, which then assembles the
plots from successive icans into tracks. The computer program must correctly associate new plots with
existing tracks and (nitiate new tracks from reports received on air targets within range of the radar.
The association task is aided by tracking filters which combine noisy measurements with track predictions
to obtain smoothed updated track estimates. The predicted posicion of the target for the next radar
scan, based on the smoothed estimate of the current position of the target, is used together with the
estimated standard deviation of the prediction to determine the locaticn and size of the region of
acceptability of new observations on that target. The tracking filter thus plays an essential role in

the function of plot-to-track association, in addjition to its vole of providing accurate estimates ox
the position and motion of the target.

SR S LR A AL

P
Z5y
s 2

S

s The literature on the techniques of track filtering (smoothing and prediction) is very leorge and -
Eﬁ diverse. One aim of this paper is to attempt to comstruct a simple framework in which the majorivy of

%% - techniques could ba placed and thereby more easily analyzed and compared.

2 An operational air-gurveillance system must be capable of tracking many targets siucltaneously, in ;

4& an environment that may provide large numbers of false target indications due to fixed and moving clutter '

ﬁ%i ; as well as system noise. The premise of this paper is that the primary task of the tracking computer in

: such a gystem is that of track initiation and association, and that these functions should be allotted

most of the computationnl time available. In a system involving a network of sensors, the related task
of track registration should also be included in this proferrad allotment. The measurement accuracy ob- -7
tained and the tracking precision required by such systems do not dsmand the most computationally complex
filtering operations. It is essentisl that the filtering operations give sufficient support to the T
association procedures; any complexity beyond that necessary for tlis task is of diminishing value. It N
is inportant however that the filter be sufficiently flexible to adjust quickly to char=es in the track- L
ing enviromment. A second aim of this paper, then, is to derive simple, easily implemented, and compty- M
tationaily inexpensive filters which nevertheless retain as far as possible the features of optimaiity
and flexibility which the most general and expensive forms embody.

Ly T

¢
)
¢ %

The analyses whicrh follow do not attempt to be exhaustive. The class of filters examined is re- Lt
stricted to those which operate on pcsition measurements only. The general Kalman filter provides “he
starting point fol the analyses. The discrete form of the filter is presented, without derivation, and
from it are derived the general forms of :ecursive and fixed-parameter (steady-state) filters which are
all included in the class of «-8(~y) filters. The use of fixed-paremeter filters eliminates the necessity
of iteratively calculating new coefficients at e“ery scan and thus greatly reduces the computational load
of the filter portion of the aut matic tracking system. The adaptation of the filter to changes in the
tracking conditions (viz., maneuvers, mearurement error, update interval) is discussed, and the means
by which the steadj-state filter may adjust to such changes is described. Some questions of practical

filter design are treated and comments are offered on the cost/performance trade-ofis of various basic
forms of filter.
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2. TRACK ESTIMATION

The role of an automatic tracking system is to provide a sequence of bes: estimates of the target's
position and velocity, based on the available measurements and an assumed model of the target's behaviour,
without operator intervention. Powerful mathematival procedures exist with which to carry out the track-
estimation operations. The Kalman filter is the most general solution of the recursive, linear, mean-
square estimation prohlem. It can be expressed in matrix notation, in a form which is very convenient for

computer implementation.

2.1 Kalman Filter
The general form of the filter is described by the following equations:

Target Model xk+1 - kak + rkuk 1)
Measurement Model Yk - ukxk + Vk (2)
Foracast 5 - Qk-lik-l 2
o 4Pt * Tea%erlin ®

Bstimation Kecope) = AMCREN, + RO ®

ik " K Begopey B - W (6s

gk = Pi - xk(opt)"kpl'c @

The sampling instants at which measurements are taken and to which computed quantities apply are indicated
by the k~subscripts. Forecasts and estimates are denoted by (') and (") resrectively. The superscript
(t) denvtes matrix transposition and the superscript (-1) denotes matrix inversion.

xk is the state vector of the target in track, at the kth

Uk is a noise vector representing zero-mean random activity (model uncerta.nty); covariance Qk‘
is a noise vector representing zero-mean random activity (measurement uncertainty); covariancekw

instant; Pk is its covariance matrix,

v,
k
Pk is the excitation or maneuver matrix which specifies the effect of Uk on xk.
¢k is the state transition matrix derived from the assumed model of the dynamical behaviour of
the target.
Yk is the observation vector of the target in track.

Mk is the uweasurement or selection matrix which relates Yk to xk'

Kk(opt) is the optimum gain matrix fur the determination of the estimates ﬁk ancd ﬁk'

Kalman filtering (equations (3)-(7) inclusive) combines a track forecast, which is derived from the pre-
vious best estimate in accordance with the equations of motion, with the most recent physical measurement
to produce a weighted mean, the weighting factor K being chosen to minimize the variance. Tor strict
optimality, tt. noise statistics must be Gaussian, and the noise terms must be uncorrelated from one samp-
ling instant to the next. Becduse it provides for the inclusion of all possible couplings of covariance
terms in its matrix formulation, the Kalman fiiter is independent of thé coordinate system in which the

state variables and measurement variables are expressed.

The drawback of the Kalman filter is its computational cost. The recursive procedures require, at
each sampling instant and for each target, the multiplication of matrices of order nxn and the inversion
of a matrix of order mxm (see equations (4) and (5); u is the length of the sta%e vector X and m is the
length of the obrervation vector Y). For a track-while-scan surveillance radar system, which may be re-
quired to track many targets simultanzously, this computationsl load could become prohibitive, parti-ular-
ly when one must take into account the additional load of the automatic track-association procedures. By
dispensing with various components of the full apparatus of the Kalman filter, cne can produce simpler
epproximations to the sclution of the estimarion problem, with corresponding reductions in computer lioad-
ing. This must be accomplished, of course, without degrading the overall tracking performance of the

syspem to an unacceptable degree.

2.2 Simplification

There are two approaches to the simplification of the filtering procedures. The first is to break
down the general matrix formulation to such an extent that it may be replaced by a small number of alge-
braic recursion relation3. The necessary s‘mplifying assumptions include the elimination of coordinate
interaction terms in the covariance expressions, the reduction in the size of the state and measurement
vectors with a corresponding reduction in the dimensions of the associated matrices, and the adoption of
simple linear equations of motion derived from the transition matrix ¢ {assumed im ariant with ¥) and
based on a constant sampling interval T. This results in & sub-optimal form of solution to the estimation
problem often called the a-8 filter. The scalar weights & and £ replace the gain matrix X as coefficients
in the poeition 224 velocity estimation procedure for each orthogonal coordinate of the target's motion.
Because of this decoupling, the choice of coordinate system in which to express the state and measurement
variables can affect the filter performance. The filter does not propagate all possible covariance teruz,
as does the Kalman filter,

The second approach is to adopt & constant gain Ko in place of the recursively computed Kk(opt) in
the Kalman filter, using invariant forms for ¢, T, and M. This eliminates the need for iteratively com-
puting the covariance matrix fk’ during track updating. K is the steady~-state gain or limiting value of
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Ky (opt)» with known or assumed values for the noise covariances @ and R. It is precomputed by iteration
of tge equations (&), (5) and (7) with an initial value for P, and is subsequently applied to the sequence
of target observations using only equations (3) and (6) of the tracking filter. This form of solution to
the estimaticn problem is sometimes called the Wiener filter.

These two approaches may be combined to form a constant-gain a-8 filter. This type of filter will
be examined in detail in the subsequent sections.

2.3 Adaptive Filtering

Vhatever method is adopted for track filtering, it is usually necessary to combine it with some
form of adaptation. An adaptive system is one which continually adjusts its own paraueters in the course
of time to meet a certain performance criterion. By this definition neither the recursive nor the steady-
state filters outlined above can be termed adaptive. For the former, the sequence of values for the gain
Ky could be computed off-line and stored prior to being applied to a sequence of target cbservations,
given a set of initisl values for the covariance terms.

va~line adaptation Is required when significant changes occur in the target motion (maneuvers),
meastremcnt accuracy or frequency of detection. The excitation noise covariance Q is a statistical quan-
tity intended to cover uncertainties in ithe model of target motion described by ¢ and I'. Measurement
accuracy is described statistically by the noise covariance R,and the interval between filter updates is
given by the time T (which appears in ¢ and I'). Changes in the tracking environment must be reflected
in the appropriate adjustment of these three filter paramcters during the track-estimation process.
Adaptive tracking requires the on-line computation of a figure-of-merit term, or track-performance indi-
cator, which typically involves a weighted combination of the terms in the residual MX'-Y (see equation
(6)). It alsv requires a practical procedure for determining what quantitative adjustment should be made
in the filter parameters. These requirements are cunsidered in the analyses that follow.

3. STEADY-STATE FILTERS

In this section we analyze the one-dimensional a-f and a-B-y fiiters, ac derived from the general
form of the Kalman filter, and we present closed-form functional relationships which describe completely
their steady-state characteristics.

3.1 a-B Filter
The standard equations for the a~f filter are obtained by substituting

X, 1 T . oy .
S5l T L Pxeeew T gl Vet Indi MemM= o0

in equations (3) and (6). This is a constant-velocity model for target motion, with only position measure-
ments available. It is assumed that each pouition coordinate x in the target state vector is decoupled
from the others and can be treated separately. Thus, for e¢ach cocrdinate, the tracking filier reduces to
the following algehraic equations:

~
)

Forecast x o= Kt T§k-1; e T R ®
o 8
Estimation R N ) PR SR R A )) )

where is the target positicm, at the kth ingtant, *k is the target velocity, yy is the observed
(measuréd) target position, T is the sampling interval and ay,By are the gain coefficients.

It is not necessary to propagate explicitly the state covariance terms in order to calculate the
filter gain at each iteration. The decoupling of the state coordinates and the use of only position
measurements simplify the Kalmar recursion relations (equations (3), (4) and (7)) to the extent that the
gain coefficients at the kth insta.t may be calculated directly from the following algebraic relations:

D -1
- - —k——
b, l+op , +28 4 +6 (10a) a o (10b)
g, _,+3¢
o k1T k-l - -g2.
B B, (10c) 8 -1 = B " Dy (10d)

These assume that Q, in equation (4), is zero and that R and T are congtant. We note that, for each co-
ordinate, a state covariance matris may be written

I I < I e T A

k Py Py RBle RSk/’l‘
k

wt.ore Pligy * E{x:}, (E{+} denotes statistical expactation)

11)

. Y 1
Prag < Pam - Bkt = By — = g Ex

Py = ElR) = {%; Bl(xx, )} = 71.1? (g} + By b = -T?; E{x;}, assuming that x,
x,.) 8re statistically uncorrelated.

An explicit value for R for each target coordinate is not required. Since R is the variance in a measure-
uent of target position (R = B{yi) = r, & scalar quantity) we may also define it to be the a priori uncer-
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tainty of the target position at the initiation of the tracking filter (i.e., P11(o) ™ r). This assign~
ment leads to a get of initial values four the filter gain coefficients, oy = 1, %0 =1, and §, = 2. From
equation (10), the coefficients ay, By, both approach zero asymptotically with increasing k, as the filter
relies more and more on its own forecast aand subsequer.c measurements reneive progressively less weight in
the estimation.

It is possible to simplify equativn (sv) still further and obtain explicit expressions for ay, 8y
as functions of the iteration number k. Fcr instance, with @ , Bo and § taking on the numerical values
quoted above we find that 2 °

EaE et O oy A ey

12

2(2k+3) P ¥ S
k (k1) (k+2) (k+3)

n - + B = ————6—.__. and
k (k+2) (k+3)° k (k+2) (k+3)°

cars]

[ (12)

(Bquation (12c) is unnecessary for the actual operation of the filter.)

3.1.1 Random-velocity models

In radar target tracking one would not permit & and B to decrease to zerd, recoguizing the need to
i provide for some uncertainty in the target model. An alternative form of a~f filter includes this model

; uncertainty directly by providing for a non-zero Q. In equation (1) let Uy be a zero-mean random variable
in velocity aund Q, its covariance, be a scalar quancity q, for euch coordinate. The effect of this ren-
dom velocity is insluded in the track-estimation process by means of thc excitation matrix I' = 0 1)%,
and serves to allow for target maneuvars. The only change in the recursion relations (10) is the follow-
ing:

- + - g2 '
Gk ék-l o1 Bka (10d")
where ¢1 = quzlr.

The filter achleves a steady state with non-zero values for a, R and § which are iudependent of the init-
ial state of the f{ilter (ag,B,,d,) and depend only on the system parameter ¢l. The traasicnt behaviour
of the filter does depend on the iaitial state.

As a modification to this form of filter, a different excitation matrix [ = (T 1)t allows the ran~
dou velocity variable to influence target position as well. ‘“he recursion relations must be rewritten
as follows:

D, -1
- - k =
Dk 1+ ak_l + Zﬁk_l + “\'k-l + ¢1 (33a) (!k --B'k- (13b)=(10b}
8. + § + ¢
o K=l k-1 1 - - a2 - '
T S (13¢) 8, = 8,1+ ¢ - BD, (13d)=(10d")

The transieut behaviour differs slightly from that ot the preceding filter, but the final values for the
coefficients again depend only on :1.
3.1.2 Adaptation

Equations (10) and (13) retain all the features of the original matrix formulation of the Kalman
filter (equations (3)-(4)) with the restrictions that (i) only target position is measured, (i1) only
position and velocity are estimated, and with the assumption that target coordinates can be decoupled ar!
treated seporately. When changes in Q, R or T occur, the Kalman filter incorporates them directly, from
one iteration to the next, in its recursion equations. Normal operation of an a-8 filter assumes constant
values for q,, r and T, but on-line adaptation to changes in these terms can be accommodated nevertheless.
1f filter adaptation is required between iterations (k-1) and (k), the coefficients ap.3, 8.1, Sk-1 in
equations (10) or (13) are replaced by the coefficients

% = [:—')ak-l’ Be-1 " {‘f") [I'.F"]sk-l' Se1 ™ [?r'") [’T"r"}z‘sk-l' as

and the system parameter is recomputed: ¢; = q;(T')Z/r'. The coefficients ay, By and i are then ob-
4 tained from the equations as usual. The superscript {') denotes the new or adapted values of the terms
in question.

3.1.3 Steady-state analysis

To simplify this a-8 filter still further, one can eliminate the iterative computation of the filter
coefficients by using the steady-state (S.5.) values appropriate to the current value of the system para-
meter ¢j. Only when ¢; changes during the course of the tracking operation are the filter coefficients
recalculated, and then once only, for all subsequent sampling instants, or until 93 changes again. The
analysis leading to the closed-form solution for (“'3)5.5. as functions of ¢, is outlined below.

For the recursive filter, it has bcen ghown (Casti, 1975) that the number n{n+l)/2 of simultaneous
equations that must generally be solved to obtain the steady~state gain matrix (where n is the size of the
state vector), can be reduced to (np) sirultaneous equations {(where p is the size of the measurement
vector), when p < (n+l)/2. For the a-8 filter described by equation {13), with a state vector «f length
2 (position and velocity), we expect initially to have to solve three simultaneous, quadratically nonlinear
equations. These equations ave obtained by imposing the steady-state conditions oy = Op-3 * @, etc. and
substituting in equation (13). “hen

R a(c + 28+ 68 + ¢1) = 26+48 + ¢1 (15a)
Ba 4+ 28 ¢+ 8 + ¢1) = § + ¢1 (15b)
¢1(1 o+ 2R +8+ q,l) = (B+38+4¢,) (15¢c)

These can be reduced to two simultaneous equations, since p=l (pusition), with the following result:
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B8 = ¢,(-v) (16) a(a+d) = 28 an

£quations (16) and (17) forn the reduced set of simultaneous quadratically nonlinear cquations.
Equations (17), first obtained by Benedict and Bordner (1962) and usually appearing in its alternativa
forn as B = a?/(2-u), has often been quoted as an optimal design criterjon for steady-state o-8 filters.
It specifies how the "optimal damping factor" R depends on the "system bandwidth" a, for all values of a.
‘The original analysis left open the specification of o, a free parameter to be selected depending on the
application, Equation (16) estends this analysis to provide the optimal specification of o as well, in
terms of the global parameter ¢1. The same equations would result from an analysis commencing with
equations (10).

Cunbining equations (16) and (17) we obtain a linear quartic equation
. 3 _ 2 _ a2 2 .
8 ¢13 2¢18 @18 + ¢1 0 (18)

which may be solved by standard algebraic techniques. With the constraints that ¢ and B must always be
>0, and that & < 1, the following unique solution is obtained:

o1 1% [ 16 L Al [ 16' 16
a -T[1+ l+;];) \1+ 143;—2}, B = T211+ 1+E) 1+ l+$; - 2r (19)

In the limit, as ¢1 + 0, a and 8 + 0 jointly, Also, as &

p T a and B + 1,

These expressions determine the optimal filtering coefficients of a steady-state a-B tracking filrer
for a system specified by the dimensionless parameter ¢ = quzlr, where target maneuvers are described
statistically by an additive zero-mean random velocity with covariance q,. These expreusions enable the
steady-state filter to adapt immediately to any change in the parameters q,, r, or T. Values of a and B
are computed usiung equation (19) only at track initiation, or when ¢j changes during track life. Other-
wise, only equations (8) an2 {°) are needed for track updating at each observation interval.

3.1.4 Random-acceleration model

An alternative to the velocity model is one which assumes Uy in equation (1) to be a zero-mean
random acceleration with a covariance Q = ¢, (a scalar quantity), which 1s coupled into the filter equa-
tions by means of the excitation matrix I' = (T2/2,T)t. The following recursion relations for this a-8
filter are obtained, for each coordinate of the target:

D -1
- Y
Dy 1+o 3 +26 ,+ sk—l + ¢, (20a) o D, (20b)
B + 8 + 2%
- k-l k-l 2 - 2
By D, (20c) % Oy t 44y - BB (20d)

where ¢, = an“lbr, with T and r as defined previously. The closed-form solution to the corresponding
steady-state filter is obtained in similar fashion as before. First we write the three simultanecus
nonlinear equations:

afo + 28 + 6 + ¢2) = 28+ 68 + ¢2 (21a)
Bla+ 28 +8+0¢,)) = 8+ 24 (21b)
Gy (L+a+28+8+0) = (B+6+ 20 (21¢)

Then we reduce these to a set of two simultaneous nonlinear equations:
8% = 4¢,(1-0) (22)  and (+8/2)" = 28 (23}

Eqcation (23) has appeared in the literature (e.g., Wold et al, 1972) in the form u = V28 - 8/2, defining
the oprimal a-f relationship for this filter modei. Again the specification of ons of the coefficients
was left open. With the addition of equation (22) the optimal specification of both coefficients is ab-
tainable in terms of the system paramater ¢2. Solving (22) aud (23) we first obtain the quartic equation:

g - lo¢283 + (4¢§-8oz)82 - 16¢;e + 16¢; = 0 £24)

which w4y be solved by standard procedures. With the saue system constraints ae before (a,8 > 0, o <1)
the following unic.e solutior ls obtained:

a-!z'-/oz'é-l»/g J&;+z-/¢2+4/$;; B = Vo, {8, + 2, v, 25)

In the limic, as ¢2 + 0, a and B » 0 jointly. Al30 as ¢2 +® a-+1and 8+ 2,

This result (equation (25)) is cquivaleat Lo one obtained previously by Friedland (1973) which was
cast in a different form. .

It is possible to extend these analyses to a filter model in which target maneuvers sxe covered
statistically by an additive zero-mean random "jerk" (rate of change € acceleration) with covariance 9-
Similar results are obtained, but their descriptfon will be omitted here.

3.1.5 Summary
This completes the theoretical creatment of u~8 tracking filters. The relationship to th. more
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general Kalmin filter has been shown and the general recursive behaviour has been described. Two
different models for target maneuver were treated. The recursion relationships have led to analyses of
the steady-state filter and closed-form solutions for the optimal filtering coefficients were obtained
for each case. These studies in steady-state tracking filterp have brought together earlier results
hitherto unconnected. They have aiso demonstrated the possibility of using stecady-state adaptive
filters, which gvoid the necessity of computing updated coefficlents at every observation Interval, while
approaching near-optimal performance.

3.2 The a-g~y Filter

The natural extens‘or of the a-8 filter is one which includes target acceleration as an explicit
texm in the state vzctor. The resulting o-f-y filter models a constant-acceleration target, with measure-
ments made only on target position. Again it is assumed that each coordinate can be treated separately.
We substitute in equations (3) and (4):

FﬁJ 1 1t T%/2 o

X = x| o =¢~f0 1 T H K(opt)k- ek/'r; W= lydi M =u=[1 0 0]

L’:&k 0 0 1 —, yk/'r2
[ L s
to obtain the fcllowiny algebraic equations:
Foresast xR vTR O FTR /2 ko= R ek ¥ o- B (26)
Egtisa’ion 2 o B s w o Yk
Bt o reoens R e s Rom B o @

where X is the target acceleratiou, Yk is the acceleration coefficient of the tracking filter, and all
other tCrms are as defined in Sectiou 3.1.

Under the assumption of an accurate model fo. target motion (Q=0), the filter cvefficients are obtained
at each observation instant, for (onstant T, by means of the following 32t of recursion equations:

-1 Bat ¥ Ypor F 8y ¥ Gy 40y y)/2 (28D)

% " o (282) B - D
k k
Y, . +€ 40 /2
LSS W = W 7 | . _ a2
Yy b, (28c) Sy Sy * 26y My - BEDy (284)
S " Sl Mer T By (28e) LN U (28£)
where
D o= Lo+ Y 8 e, 4. (28g)

For given values of (ao,Bo,Yo,Go,ﬁo,no) explicit formulae in k for each of the filiter coefficients have
been obtained by the author from a lengthy numerical analysis resulting in very cumbersome expressions
(ratios of polynomials up to 9th grder). These formulae are not useful for practical filter design and
are omitted here.

3.2.1 Random-acceleration model

Analogous to the development of the a~8 filter, *he simplest means of introducing a target maneuver
compensation would be by means of 31 zero-meun random acceleration term Uy with cuvariance Qg coupled into
the general filter equations (1) and (4) via the excitation matrix « (0 0 1)b. This would result in a
set of equations (28') identical to the se. (28) excep: fur

- - z'
Mt Ty YOyt YDy (28¢)

vhere ¢ = an“lr, and q., r and T are as defined ir Section 3.1.4., Alternativesy, the excitation matrix
I« (T 72, T, 1)t may be used, whirh yields the simi.ar set of equations, differing slightly in aetail.
These two models procrce very similar «-B-y {ilters whica display slightly different trsnsient behaviour
but which reach identical steady-state values. The six coeifizients indice%ed are derived from the inde-
pendent tevms of the covariance matrix P (see th. general Kalman equations {3) through (7)).

3.2.2 Adaptation

The inclusion of adaptive features in this recursive a-f-y filter, when 9, ¢ and T are subject to
change during the life of the track, 1s exactly aralogous to the case for the a-8 filter (see Stuction
3.1. 0.

5 —vw‘ >
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Fhoe 3.2.3 Steady-state analysis
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3%§$g:cu The steady-state values of the filter cuefficients a, B8, and Y, can be calculated in closed form as

&ﬁit’ 3 function .f the system parameter ¢3. Since the length »{ the state vector is n+3, wve expect n{ntl)/2=6

g;%&gv' simultaneous equations to solve for the steady-stete coefficients. These correspond to the six unknowns,

3 ‘AJ?, represented by the coefficients @, 8, v, §, €, n. However, since the length of the observation vector is
E 3$§5iw; p=1, 1t is sufficient. to solve a reduced set of np=3 equations, which correspond to the three essential

P ey coefficients of the a-B-y tracking filter. Setting Gpy; = 0x = X, etc. in equation, (28'), the resulting
gt “ﬁﬁ%ﬁ” 8ix siu_.ltaneous, quadratically nonlinear equations are reduced to t4e following set of three equations:

s ‘ t}::,.h
: mﬂg* l,,ig j{ , ¥ = $4(1~) 29) B2 = 2ay (30) a(a+Bty/2) = 28 (31)
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Equations (29), (30), and (31) form the reduced set of simultaneous quadratically nonlinear equations
which fully characterize the steady-state a-f-y f{lter. Equation (31) was first obtained by Sampson
(1963) as 2 resul: of numerical analyses extending the original vork of Benedict and 3crdner on a-f8
filters. Equatfon (20} was luter presented along with equation (31) by Neal (1967) as a result of an
analysis of a Kalman filtcr model with a Gauss-Markov random-acceleration model., WNeal's result leaves
one free parameter to be specified by the specitic application. The analysis presented here derives
equation (29) as well, and completes the specification of the filter as a rfunction of a single system
parameter ¢3.

The closed-form solution of the reduced set is less straightforward than in the cases described in
Section 2. The reduced set of three aimultaneous equations produces one sextic ‘polynomial equation which
1s not generally soluble. Without a specific factorization to render it soluble, a more circuitous
method must be used. By combining equations (30) and (31) the relationship (a+8/2)% = 28 is obtained
(Neal also noted this relaticnship in the equivalent form (2048)% = 88)), identical to that for the
random-acceleration model for the a-B fiiter (equation (23). The closed-form solution of equation (25)
may now be used by determining the correspondence between ¢3 and ¢,. From equations (25), (29) and (3G},
this correspondence may be expressed by 2

boz

3y = . (32)
RN

Rewriting this equation as a cubic polynomial and solving for ¢2 explicitly yields

¢ : ‘/— :
3 i L Y _864 | _ A% ‘
% = T [r-313t % \1+1 432]+?[¢3 ll 1-733|f| for ¢, <432
¢ ¢3 1 -1 |864 '
T fordymadm o = g | cosqgoos TRy foreg 2 432 (39)

For a given value of system parumeter {3» a corresponding value of ¢, is computed by means of equation
(33). Explicit values of o, B and y are then computed {rom equations (23) and (30).

The solution for the steady-state filter was otlained through the happy occurrence of an identical
functional relationship between the coefficients a and 8 for both the cecond-order (a~8) filter and third-
order (a-f-y) filter whon the same wodel for a random-accelervtion perturbation on the target is included.
This does not mean that the two filters are identical in other respects, in spite of the fact that their
respective global parameters ¢, aad ¢3 have similar struciures. For matching values of Qg, ¥ and T
(identical system specifications) the resulting value for ¢y = an“/r in the case of the third-order
filter will in turn produce a corresponding value of ¢; which is not the same as that which would be ob-
tained for the second-order filter from ¢5 ~ an“lkr. Therefore, the respective ccvefficients a and B
in the two cases would not correspond, and the filters would differ in tehaviour.

The use of the third-order steady-state filter in an adaptive fashion follows analogously from the
description given at the end of Section 3.1.3, and the new closed-form solution for the optimal steady-
scate condition can contribute tc its implementition. However, tneir close interrelationship suggests
the pogsibility that in a practical system, the track-estimation operation could be switched back and
fo«th between a second-order and a third-order filter depending on the current behaviour of the target.

The second-order filter is better suited to producing swoothed estimates of a constant-velocity (straight-
line) target track while the third-order filter can better handle a constant-acceleration (turning) target.

4. FILTER DESIGN

We now look at various approaches to the implementatica of tvacking filters. No attempt is made at
completc designs bet some of the implications of the forzgoing analyses are examined from the point of
‘tiew of a designer of an air-surveillancc radar-tracking system.

4.1 Filter Categories
Tracking filters may be classifi2c under a number of headings, the most common being:
(a) Recursive and steady-state fixed-parameter);
(b Adaptive and non-adaptive;
(c) Coupled and decoupled coordinates {a chird category: “combined" cocrdinates should be included);

(d) Third and second order (the two most often adopted, although first order or higher~than-third
order filters are possible);

(e) Three-dimensional and two-dimensional (dependiug on the radar sensors).
The category mentioned first in each listed item is the more computationally. complex.

4.2 Filter Initialization

When a new target track 1s acquired, « smoothing and prediction filter is initialized for thst track.
An estimace of the state of the target is made - position and velocity (for a recond-order fflter), and
acceleration (added, for a third-order filter). From a knowledge of the characteristics of the radar
sensor and the signal-processing and plot-detection uperations, a suitable estimate for the meusurement
covariance R is determined. With the-assumption of a particular model for target dynamics to be employed
by the filter and ap estimation of the maneuvering abilities of the class of targets to be tracked, an
a priori specification of the model uncertainty covariance Q is made. Finally, with the inclusion of the

update interval T, the tracking filter is initialized to carry out smoothing and prediction on subsequent
measurexents of track position.
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In the vecursive, coupled (i.e., Kalman) filcer we use the full matrix speciiication for R and Q.
In the decoupled (i.e., a~R(~Y)) filter, both recursive and steady-state, we select specific elements of
R and Q to compute the appropriate system parameter fo- each coordinate. In the combined filter, we ex-
tract a single scalar value from each of R and Q (i.e., a combination of the separate elements of each)
to compute a single system purameter applicable to all coordinates of target position.

4.3 Coordinate Transformations

The radar sensor measures target position in a line-of-sight coordinate frame (i.e., the polar co-
ordinates of range, azimuth, and possibly eleva.ion angle). llowever, the filtering of track data in these
coordinates can lead to large dynamic errors when a linear model for target motion is used, as {n the
formulations described in the preceding sections. Simple constant-velocitv target tracks appear nonlinear
in these coordinates, and artificial acceleration components are generated. This problem does not arise
1f track filtering is done in a fixed Cartesian refererce frawe. It is gencrally desirable to use fixed
(earth~referenced) Cartesian coordinates for TWS filtering, particularly when one must consider distri-
buted multi-sensor surveillance systems and the problem of %rack registration. However, the use of de~
coupled coordinates, as required by the recursive or steady~state forms of the a~B(-Y) filter, is only
strictly valid in a line-of-sight coordinate system, for which the component measurement-errors are inde-
pendent. The fully-coupled Kalman filter, operating in fixed Cartesian coordinates, abso~bs the resulting
crogs-terms in the rneasurement covariance matiix R directly. A decoupled filter ignores them from the
outset. The difficulty can becvercome, if desired, by the inclusion of suitable coordinate trans“ormations
in the filter operation. The required procedures are reviewed below.

4.3.1 Measurement covariance

Consider a simple two-dimensional tracking eituation. The target position is measured in terms
ot range ¢ and azimith €, and may ba expressed in {ixed Carces%an coordinates x; = pcosd, Xy = psind.
[¢] 0 r 0 i
The measurement covariance in polar coordinates is R(p,6) = P = | P expressed in matrix form.
0 o 0 r
8 6 .
Then in Cartesian coordinates the covariance is ‘
R(xpoxy) = F(p,8)R(P,0)F(0,0) (3% !
where !
axllap axl/ae cosf  -psing cos® -sinb| {1 0
F(p,8) = = = : = A(R)*S(p) (35)
aleap axz/ae siné pcosd sind cos6) {0 o

(ref. Spingarn and Weidemann (1972)). It is useful to note that: i) A(8) is orthogonal and At = A.lz and

11) S(p) is diagonal and the computation of S~1 ig trivial. The matrix A defines a clockwise rotational
transformaéion between two systems of orthogonal coordinates. A counter-cleckwise rotation would be de-
fined by A“-.

For tte Kalman filter, tracking in fixed Cartesian coordinatzs is most common and equation (34)
would be employed. Suppose instead that Cartesirn coordinates (ul,uz) are oriented along the line-of-
sight from sensnr to target. The errors in positioi measurement in this frame are then independent, with

covariance
2
1:““l 0 °p 0 —,
- - (36)

R(u,,u,)
1°72 0 4 21
Yy ¢ (pogd
—

For the decoupled filter each diagonal element in equation (36) would be used in the calculaticn of thz
syatem parameter corresponding to its coordinate. For the combined filter, a single term r would be used,
determined by, say, the maximal or average value of Tuy and Tyuye

In three dimensions, analogous expcessions are obtained.

4.3.2 Model uncertainty covariance }

I1¢ chere is no specific directiona’ity associated with unmcdelled target maneuvers (represented by
zerc -vean random velocity or acceleration), a simple assumption is to let Q be a diagonal matrix gIy, for
the onle of a two-dimensional filter. Here, q 1s a scalar variance in veloclty or acceleration, and
12 unit matriz of order 2.

.«inement of thls specification is possible. The target direction (velocity) is known, approxi-
mate , .zom the track initializatfon, and the angle 0j between the track-oriented coordina.es defined by '
it ard the coordinatese of the filter may be calculatad, Since it is more likely that target maneuvers !
will taka the forw of turns than of changes in velocity along the current line of travel, an empirical
weighting may be assigned to "across-track" (Woc) and "along track" (W,j) random maneuvers. This weight-
ing may then be transformed into line-of-sight coordinates (uj,uj) by means of the rotation A(el) in
equation (37), from which the specification for Q in equation (38) is obtained.

= A8, - (37 Q = o= 1 (38)
w“z 1 LA CJ "“1 + “"2 LO !wuﬁlq

The diagonal element specification of Q could apply to the Kalman filter (in fixed coordinates) as
well as to the decoupled a-f filter. In the latter, each diagonal element contributes to the determina-
tion or the system parameter corresponding to its coordinate. For the combined a-g filter, only the
quantity q would be used. '
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4.3.3 Filter gain

In lire-of-sight coordinates, the computation of the gain coefficients produces the same result in
both the fully-coupled Kalman filter and the decoupled a-B(-,) filter. The following array of terms
appears (equation (39)):

e, [
1

The terms vepresent either the recursive values, 8u /T 0
to be recomputed at each iteration of the filter, 1 72
or rteady-state values obtained as functlons of the (Yu ™ 0
system parameters of each coordinate, 'n aceordance K(L.0.S.) = 0 1 (39)
with the formulae presented in Sections 2 and 3. °‘uz

0 3" /T

] G, IT%)

Y2

The rotation of this gain matrix through an angle 0 into the fixed Cartesian coordinate frame is
carried out by means of the equation

K(F.C.) = [A(6)®3N1°K(L.O.S.)-At(e) (40)

where Iy is the unit wmatrix of order N, the order of the tilter, and represents the Kronecker-product
operation, which is non-commutative and of higher precedence than the ipner-product operation. Equation
(40) 1is a ve-statement, in a uotationally compact form, of a result presented and numerically verified by
Caotella and Dunnebacke (1974). The ratrix K(F.C.) would then be used in eguation (6) to produce track
smoothing.

This technique is an alternative to the computation of the gain matrix directly in fixed coordin-
ates using the fully-coupl>xd matrix formulation of the Kalman filter. It allows the decoupled form of
filter to be used without loss of generality. It may be applied to both recursive and steady-state
versions of the tracking filter. Jhe extension to three-dimensional trackirg is straightforward (see
Ramachandra and Srinivasan (1977)).

In the case of the combined-coordinate filter, of cuurse, the technique does not apply, since the
computation of gain coefficients is intentionally collapsed iuto one dimension.

4.4 Filter Adaptation

The adaptation of recursive tracking filiers to changes in the environmental parameters Q, R and T
has been discussed in Section 3.1.2. For the class of optimal steady-state fil:ers developed in this
paper, it is only required to recalculate the relevant global system pa.ameter, which in tura determines
the new gain coefficienrs to be applied. Changes in R (brought about by a significant change in the
position of the t-rget-in-track with respect to the origin of the tracking coordinates) and T (brought
about by missed plots on individual scans, or by asynchronous combiuing of reports or one target from
several sensors) will occur as a matter of course during the 1ife of the track and are easily identified.
To determine whether a change in Q is necessary, some form of maneuver detector is required.

Referring to equations (5) and (6), the track residua) (MX'-Y) has a covariance Z = P 'Mt4R) .
fhe normalized squared residual, a scalar quantity, NSR = (MX'-Y)t(2-1) (MX'-Y), is often used as an on-
-line measure of tiack quzlity. When this figure is found to be coasistently (that is, for two or three
cons=cutive updates) greater than some upper threshold or less than sume lower threshold, it indicates
that an alteration in the size of the elements of Q should be made. Gtherwise, the filter is wel) adapted
to the maneuver characteristics of the target. The cho.ce of the threshold values is a mat.ter of designer's
judgement. Note that i{f the residual may be assumed multi-variate-normal-distributed, then NSR will te
x2-diszributed. The rescaling of Q typically would be proportional to the current value of NSR. At the
same time, the terms of Q could be re-weighted in accordance with the current track direct‘on, using
equations (37) and (38).

For the decoupled-coordinate filter, the ccvariaice Z of the residual is expressed by the diagonal
matrix

r; /(l-a ) O 1
- Y Y% (41)
(] ruzl(l-auz)

Z(ul,uz)

as cumputed in assv~ed line-uf-sight coordinates. Then the NSR of the track residual determined with re-
gpect to fixed coordiuates st an angle 6 to the ins:antaneous L.0.S. coordinates is

BSR = D)2 e x) DY) v D -YIA0)Z7 (uy,u,)AT(0) K1) (42)
For the combined-coordinate filter, the covariance is a scalar quantity r/(l-a) and no transformat-
ion is required.

The covariance of the residual may also be used in the track association process in the establish-
ment of optimal "gate" sizes in the measurement space, centred on the next predicted position of the target,
within which valid plots for updating the track will most likely he found.

4.5 Computation of Coefficients

In the case of constant-gain filters, when the computation of the optimal steady-state cozfficients
need be done only once or a small number of times over the life of the track, it would te satisgf.ctory to
carry out explicitly, & required, the rather invclved crlculations implied by equations (19) or (25) in
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the case of second-order filters, with the addition of equation {33) when a third-order filter is used.
The elimination of the need for recursive gain calculations at each uplate interval over all tracks re-
sults in a considerable saving of computing time,

However, with the inclusion of the adaptive feature, such filters can show a rather volatile be-
haviour in response to changing track conditions. A more practical and efficient approach would be to use
a table~look-up procedure, reducing the computational load still further. A list of about 100 entries of
a=B(~Y) coefficients agains® the corresponding global system parameter ¢ would be more than sufficient,
consider.ag the precision of the estimates of Q and R. If the entries of ¢ are uniformly distributed in
in the table according to the logarithm of their values, the largest deviation from the correct value of
gain coefficient resulting from the selection of neacast match in the list to the calculated value of ¢
would be about 2%, The table could be contained in less than 1K word of computer memory. An even greatar
speed advantage could be realized vith the use of a small content-addressable memory unit.

5. PRELIMINARY SIMULATION XPERIMENTS

A computer simulation has receatly been developed by the suthor as a tool for conducting experiments
in gutomatic tracking, including initiation, arsociarion, filtering, ard man/machine interaction. The
different categories of tracking filters listed in Section 4.1 are currently being tested with this facil-
ity. Some initial results have been obtained, but the conclusions that may be drawm from them are necess-
arily tentative and subject to correction when the full results bacome availaole.

One experiment simulated a 2-D radar tracking a single target under TWS operation. ‘The variable
pa—~ameters included the false-alarm density and the probability of detection. The output was applied to a
2-D adaptive tracker using, in turn, a fully-coupled recursive (Kalman) filter, a decoupied fixed-
parameter filter and a combined-coordinate fixed-parameter filter. In each case, the sawe simple 2uto-
matic acquisition (three consecutive "hits") and association (nearest-neighbour) procedures were used.

Uunder conditions of "ideal" tracking, which we define as those for which the variance of the predict-
ion errur remains less than the variance of the measurement error (i.e., when o, tne gain coefficient of
position, is less than 0.5), the Kalman filter gave more accurate estimates of the target motion. However, ‘
the values of the parameters Q, R, and T encountered ir operational systems suggest that "non-ideal .
tracking conditions are not uncommon. The simulation results indicated that under such conditions the
steady-state filters provide equally good estimates and that they are therefore sufficiently accurate for )
; surveillance applications. The number of times th~ track was lost in a group of trials indicated that
track association was performed equally well whichever type of filter was us: J.

Third-order filters were found to perform better than second-order filters against highly maneuver-
able targets. As expected, the direct estimation of terms through acceleration reduced the incidence of
track loss for such targets. The limited results so far available showed no apparent instability or ten~-
dency to poor swoothing in the third-order f£ilters.,

The expected superiority of steady-state decoupled-coordinate filter (with crangformations from
instantaneous L.0.S. coordinates to fixed coordinates) over the steady-state combined-~coordinate filter
has so far appeared only under ideal tracking conditions, when a slight imprivement in track estimates
was recorded. The track-oriented coefficient-weighting scheme ol Sectior 4.5.2 has not yet been assessed.

The work periormed to date leads tc the conclusion that the adaptive, third-order, steady-state
filter, operating in either the decoupled~ or the combined-coordinate mode, is a practical option in the
cost/performance trade-off for surveillance-radar trackers.
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DISCUSSION

J.R.Moon, UK

Do yor'r ger.eral forms of steady state a, 8, ¥ conform to the well-known stability limits of such filters derived
from the reqairement for the filter poles to lie within the unit circle of the z-domain?

Author’s Reply
Yes. The derivations in the paper conform to the classical stability requirements for these forms of filter.

P.R.Walywyn, UK
Has the author studied an «, 8, v filter defined by E.J.Pollock (Kirkland AFB TN228, *In Loop Integration
Contro!”)?

Author’s Reply
¥ have not studied this particular technique. When choosing an empirical adaptive technique for the use with track
estimarion, one should know exactly what it is meant to do, in what se: of conditions it is meant to cperate.
Follock’s technique appears to be very carefuily tailored to deal with a tracking-radar task in which the data rate is
relatively high (of the order cf 10/second). The adaptation procedures discussed in this paper are intended for Track-
‘While-Scan systems with search radars, for which data rates are at least an order of magnitude lower.
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Automatic Track Initiation 4
for a Phased Array Radar Usirg a Clutter Map 3
Wilhelm Fleskes .
Furschungsinstitut fiir Funk und Mathematik %
D-5307 Wachtberg-Werthhoven, F. R. Germany ;
SUMMARY
An automatic track initiation procens will produce tracks not only from real target echos
but also tracks consisting of clutter plots. In a dense clutter environment, this con~
sumes computing power and may cverload the radar data processing units. For computer con-
trolled phased array systems, these false tracks result in a poor management of the ra-
diated energy. In the ELRA system under construction at the FFM, a statistical method
for track validation has been introduced which uses a sequential likelihood ratio test
procedure. The test discriminates between tracks of the wanted objects &nd false tracks
on the basis of tlle target detection probability and the local false alarm probability.
The latter is estimated for each search plot in a clutter map which is a list of stored i
clutter echos. The map is updated in real time and the list organization technijue pro- ¢
vides a set of converging volumina containing the estimation point so that ncnparametric .
estimates can be obtained by testing on uniformity. Core memory and computing time ve- N
quirerxents allow real time operation in a multipurpose computer programmed in higher :
level language. ¥
I. INTRODUCTION p
Automatic radar data processing by computers has reached, under clutter free conditions, ;
the performance of a well trained and nonstressed human operator looking at the raw videc ;
display. But with increasing false alarm probability, the discrimination between plots R
from real targets and plots produced by noise and clutter is mcre problematic for :
computer-supported sys’.ems. Under special conditions, the human capability for time T
dependent pattern recognition seems to be superior tc the currently known algorithms of :
target acquisition and tracking. K
An automati- track initiation procedure, taking each plot as a candidate to be a true §
carget plot, wii. produce not only tracks from real target echos but alsc tracks con- i P
sisting of falre alarms due to noise and clutter. If the false alarm probability is i
sufficiently small, these falsa tracks can be cancelled. Normally tracks are “‘erminated %
if the consecutive number of missing plots (no correlating echos) becomes to high. In 4
thal case, the detection probability is too smell for track continuation. But in more “
dense clutter environmants, they will be continued over lcnger perinds of time. Under =
those conditlons, more sophisticated technigues tc detect false tracks have to be applied é
(van feul., 1977), for instance, lcoking into the statistics of plot-to-track correlations. &
False racks, of course, consume computing nower and may overload the radar data process- -
ing units. For a computer-controlled phased ariay system they result. furthermore, in S
wasted power ijue to poor management of the radiated energy. 3
Some radar applications - for instance 3D radar in military equipments against low 3
flying aircraft - do not allow small false alurm rates without reduction oi tha detection o d
probability. In these cases, we can assume dense clutter environments tec be the normal i
operating conditions, especia’lly if we take into account the various kinds of man made : :
interferencea. 9 g
If the number of plots {rom parts of the surveillance area significantly excceds the S
maximum expected number of targets, the data processing units should not attempt to buila ;J~££
up tracks from all data. If the plot set is ambigquous, the computer load will grow ex- R
ponentially with increasing false alarm rate because all combinations of plots to tracks s
have to be checked, and the number of possibiljties rises so fast that even additional g
computing power will be overloaded. The data processing system should be able, to filter &§é§§
out the false alarms by the use of additional information concerning the spatial and tem- ﬁiﬁ%;
poral contexi; it is the way a human operator would proceed. Such informatior can be §?§§3
known a priori cr must be learned during operation. We can see it as a longer term accu- é% {24
mulated decision aid in comparision to the methods applied for signal detz2ction. %;&%
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Clutter echos are often not very daifferent from rcal targets in sicgnal strength and phase

distortions which occur by low elevation scanning. Therefore raisirg the detection thres-

hold and further filtering will reduce the subclutter visibility of the system. A similar

effect is obtained if one ignores all nlots from these regions which are assumed to de-

liver only clutter data. This method of blanking, done by software or sometimes by hard-
; ware, can be seen as a decision with a (0,1) outcome saying which data are assumed to be
i false alarms. In the following it is propused to use for the clutter-target decision a
real number in the interval {0,1} defined as a probability. This allows more flexibility
by adapting to the local false alarm rate. In addition this estimate can be used to im-
prove the decision between true and false tracks (and track initiation processes) in
areas of modest Pp.

]

LAY TS
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II. ELRA TRACK INITIATION

The ELRA computer controlled phased array system undexr construction at the FFM handles
tracking and searching as independent processes (van Keuk, 1975), scanning the objects
being tracked with individual sampling rates. Plc“s from the search activity are can-
didates for new tracks, after they have been checked not to correlate to objects under
track.

The data set of a search plot consists of spatial and further information:

Range
Azimuth
Elevation
Doppler
Amplitude
Time

- Additional information, label etc.
- False alarm probability

from the detection units

UZ PR

]

Pr is the probability that a search plot under consideration is a false alarm. This
estimate Pp is delivered from a particular modul at the stage of data processing and
comes not from the signal detection units, but is added to all search plots by the cen-
tral computer before any further computaticns are executed. How to get this estimate for
Pp by the clutter map, which is stored in the ELPA central computer, is described below.
This map should be distinguished from, say, MTI maps (at the stage of signal processing)
which support the plot detection in contrast to the central processor map which supports
the track detection and the tracking procecs.,

PR ODR

The decision on the further processing of a search plot is dependent on the Pp value; that
means that those plots are rejected whicl are believed to be a false alarm with high pro-
bability, and that a track initiation process is started if a search plot has a low Pp
value. In the latter case we have a great chance that tracking will be successful beca.ise
plots from nearly ncise-free and clutter-free regionrns are targets with hich probability.
On the other hand, with increasing Pp, we can more and more exclude, that the plot data
refer to tha position or doppler of a target. We must assume that alcve a certain Py
threshold a tracking algorithm will always get enough track plots, but we cannot exclude
that we are tracking a random walk. Therefore search plots with Py above the threshold
are excluded from the track iritiation, and rejlons of false alarm rates too high for
tracking are blanked out.

I

i3S

e

Generally we should try to start a track initiation process if the estimated false alarm
probability at the target posicion is smaller than the abeve mentioned limit dexived from
stubility arguments. In addition ~e may need a lower threshold to automatical'y exclude
compater time and energy consuriing initiations Jduring phases of high system load. This
produces a graceful degradation behavior and keeps the system working for those tosks
which just can be managed.

If a search plot has passed the Py threshnld, a track initiation is started and track
commands are given in order to build up the track with further data. But these further
track plots are received only with a certnin probability. Therefore, more or less fre-
quently, missing plots will occur, and we jet a sequence of, say, m numbers relating a
“one" for echo and a "zero" for missing vplot

1! ol O" 1’ ol 1' 1' 0' Cv, 1: O' 1' 1,

with k ones, which i3 composed of target plotes and/or clutter plots according to the tar-
get detection probability and the false alarm probability ln the correlation gates. These
correlation gates can be kept small in couparision to conventional rotating radar with
tracking by regular scanning, If we carn choose the sampliny time,theri’ it is possible to
take into account theé temporal growing of the correiation gates. - -

Since a phased array radar has the capability to send the next track command co the ex-
pected target position, with oaly a very short time delay, we assume that the Pp estimate
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will remain unchanged in ‘he early tracking phase. With a prespecified minimal detection
probability Pp, for true target tracks. we can perform a test whether the mentioned plot/
no plot or zero/one sequence must be explained by a real target or represents a false
track. In the ELRA system, a sequential likelihood ratio test is applied to decide between
the two hypotheses

Hy: true track, a target is present,
He: Ialse track, no target is present.

The test function

| PP m-k Kiap ym=k
U = Pp,(1=Py)) AN i Y A

is the ratio of the two probabilities, conditional on the two hypotheses, for the event
of k plots out of m track commands. The function is updated for each track command and
compared with two thresholds h,;.m) and ho(m). If one of the thresholds is crossed over,
the corresponéing hypothesis is accepted, otherwise the test is continued.

This statistical decision method needs on the average a minimal sample size for a prespe~
cified probability of error a, accepting H, if H, is true, and 8, rejecting H, if it is ;
true. The thresholds h;(m) and hy(m) are functions of ¢ and g, and for simpler calcula- :
tion the logarithms are taken as for the test function. We have only to count the number
of succesful track commande and compare it with linear functions for h; and h, as is
shown in figure 1. In (Binias, 1975), t..ese tests for zero/one sequences are studied with
respect to the average test length and the track accertance probability P(AC) which can
be derived from the operating characteristic function under various Py conditions. Fig. 2
shows the average sample size, conditioned on the a, B and Pp, parameter values given in
the figure, as function of the target detection probability Pp. These parameters can be
changed tov modify the curves in order to meet operational requirements. Figure 3 shows
the co-responding track acceptance probabilities for different Pp which has to be derived
from the clutter map. We can see that the test enables initiation of true tracks . spite
of small detection probabilities, if Pp is small endough. But in cases of strong clutter
interference the proposed test mechanism excludes tracking of weak targets. That is
reasonable because the track plots are distorted by clutter and dont represent the target
motion.

After one has decided for a true track, the mentioned test function after some modifica-
tion, can be further used as a current trsck quality parameter or possibly as a sampling
time and track termir.ation criterion.

All search plots which fail to produce a track by the described initiation procedure are
regarded as false alarms and may be used for updating the clutter map which has a data
basis acvcumulated during a learning phase. Updating also requires elimination of the old
data, but we rmust assume only slowly changing clutter over periods, which are needed for
learning. By this map we have in the central computer an empirical frequency distribution
of the falce alarms in the surveillance area. Normalizing for the search cell volume, we
cap estimate the false alarm probability for one search cell which in turn is the Py
value for a new search plot.

III. CLUTTER MAP

Clutter distributions cannot be assumed to belong to any prespecified parametric family
cf distribu.ion functionsg, and in this context nonparametric methods of point estimation
' are approuriate. Thesz methcus (e.g. histoqgrams, Kernel furctions, orthcgonal series,
k~nearest neighbor) define a certain environmental region around the estimation point
(Cover 72) in order to balance bias 2nd variance of the estimates. These regions depe 4
not oaly on the sample size, but also or. the underlying density itself, leading to biased
estimates Bias errors are dominant. if the environment region is too large; if it is too
srall, the error is mainly given by the var.ance of estimation ln consequence of the
random character of the sar)le.

T

We can conclude that individcal estimation in a search cell not refering to the eaviron-
ment yielde qgreat variances if we have a finite sample c¢t much smalier than the number
of cells in the surveillance area of a long range 3D radar. Averaging ray introduce bias
ani will be time consuming when computed in real time. . '

!

The computing time for updatinj and estimation has to be smaller than the time hatween
successive track comwmands for a certain target. For phased array radars this time may be
very short - in the millisecond ranjge - in contrazst to rotating track while scan systems.
Therefore the clutter map must bc stored in the fast core memory which is usually too

11 wited to provide on: add-ess for each siarch cell. Furthermore, it would take long times
to accumulate a sufficient number of false plots unless most of the memory is wasted.
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Appropriate secarch-cel! asgociations have to be formed, hut they must bc very flexible
according to the complicated shapes of cluttered regions and the resolution of fixed
point clutter.

If we would use external storing devices like disks, the data exchange to the tracking
processor requires waiting times, again in great contrast to track-while-scan systems,
where it is known in advance by the regular scanning which regions are be scanned for
search plots.

a.) List processing technique

Therefore list processing techniques must be applied which allow associative searching

in different neighborhooé volumina. All nontrivial list-organisation techniques involve
some partitioning scheme of the data space, more precisely of the data key space which

in our case is the space of the range, azimuth and elevation coordinates. In the following,
a bkinary partition method is described forming subspaces for the data keys which are
appropriate for estimation under the mentioned computing time and memory restrictions. The
method is referred to as a TRIE (Knuth, 1973; from retrieval) list organisation and can be
described by the following staterent:

The data key space and further subspaces are subdivided if they contain more than one
datum. .

Figure 4 shows a subdivision scheme for two dimensional data spaces in four equal parts.
The organisation used in our ELRA system, of course, is three dimensional and therefore
not very well suited for demonstration. Additional data in a subspace give rise to fur-
ther subdivision until all data have their own, cextainly smaller subspace allowing di-
rect access for retrieval. This procedure results in many possibilities to form associa-
tions of data key spaces and, if there are clusters of data the subspaces can be as

small as a singular search cell. If we have in a ~ubspace only one datum, then there is
a2 reason to exclude a local uniform distribution, and more structure in the data distri-
bution can be detected if additional data form a set of subspaces of some irregularity.

This data organisation can be implemented as a tree structure in the memory of the com-
puter 1f we represent the subspaces by nodes of the tree. Each node has four address
links which refer to further subspaces, or at the leaves of the tree ttey refer to the
data (fig. 5). For estimation described below, the data in the corresponding subspace are
counted so that the root node counts all data in the list. By this technique the data
are organised to meet the rejuirements for further processing.

The nemory space is used preferably for thcse parts of the data space where the data
appear and, therefore, the method is more economical than a radar-sort-box organisation
with a resolution capability of one search cell. The memory space hacessary for the list
processing technique grows linearily with the number of data to be stored as can be
computed from the expressions given in the appendix.

For real time systems, it is very important, that even under the worst case conditions,
the computina time of a process is hound2d which is automatically fulfilled by the finite
number of bits for the radar data, because binary subéivision is limited by that number.
The computing time for updating or searchint in the list grows logarithmically with the
data number as show: in figure 6. The number of nodes to be searched is siightly un-
dulating due to the fact that at certain abscissa values the data rather £ill up sub-
spaces than produce new sulbdivisions.

b.} ?x estimation

For Pp eitimution, we search for that subspace where the estiration point lies in. Running
through tane search tree, we have converging environmental columina beginning with the root
node representing the whole surveillance area. Because we have counted the data in each
subspace, we can estimate the false alarm probability as the parameter of a binom.al distri-
bution. ¥rom this set of estimates, the false alarm probability for the search cell under
congideraztion should be derived, for instance by weighted linear coimbination. But to spe-
cify the weignts, some model for clutter distributions has to be assumed. To circumvent
modelling, which seems problematic by the great variety of clutter distributions, only

one subepace is chosen for estimaticn. The selected region has the property to be the
largest subspace containing the probing point in which no data structure can be detected.
Inside this region uniform distribution is assumed resulting in piecewise constant appro-
ximation of the three dimensional false alarm density function. Takin; the estimation re-
gion as large as possible will reduce the variance of an estimator for binomial parameters
by the greaier number of search cells while smaller regions reducing bias are only formed,
if there is more information by more data.
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The largest suhspace, in which no deviation from uniform distribution can be assumed is
found by an hypothesis test on the data counts ny; in the subspaces. Under unifoxm distri-
bution, these n; are dlistributed as

k

P(Ay/nas..einy) = noi (1:1 01)41-a)no-nk
n ! II (ny_q-ny)t =
i=1

vhere a=1/M represents the ratio of successive volumina. A test on uniformity is equiva-
lent to a test on a, for which known riethods like Chi-square or Maximum likelihood can
be applied. We found that simple Tschebyscheff-Inequality discrimination works quite
satisfactory because the error probabilities for a test on discrete count numbers can be
stated only as inequalities.

Iv. CONCLUSICNS

To summarize, the clutter map in the ELRA phagsed array system is a big data 1list in the ;
central computer with subroutines for updating and searching. The TRIE list organisation ‘
preprocesses the data for subspace forming and estimation of Pfp at any search cell in
surveillance area can be done in less than one millisecand in a SIEMENS 7.748 computer.
Real time updating during changing clutter is also possible and the described method
acts as an adaptive three dimensional histogram. The discrimination between false alarms
and target echos and further between false and true tracks is done oa the basis of the
estimated Prp value. Figure 7 and fiqure 8 show some simulated clutter data with one re~-
gion of concentrated false alarms and the resulting subdivision of the surveillance area.
Further studies for automatic detection of changing clutter distributions are plannecd
after having analysed the stationarity of real clutter data in the ELRA phased array ,
system. !

ATPENDIX

The memory space necessary for the TRIE list organisation technique and the computing
time for updating or searching depend on the number K of nodes of the search tree. For
Ne¢>2 uniform distributed data keys and subdivision in M equal subspaces, we get on the
average (Knuth, 1973)

No

1-Na
Ry, = 1V 2

My =2

' N ¢ No=N;
M-1 .
(,\.x) (M-1) Ry,
where N, refers to the number of data in a subtree of the TRIZ list organisation root
noce. This expression is not well suited for numerical analysis because of the binomial

coefficients. Substituting corresponding expressiors for further subtrees on the level i,
i1, ,..h

Ny
N N,-N
K = temiNy - Z (Ni) o) T
1 W, Vs i+1
Ni+1

and setting K, = 1 (data keys are all different and are represented by h-bit numbers),

h we get ufter multiplication and summation
h
Ky, = 1+ 2 B, with
i=1

SR S I L B e PL KSR i I PE

Bj is the average number of all nodes on level i. In a similar way the processing time
for searching a key can be obtained from the number of nodes to be visited
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DISZUSSION

H.B.Driessen, Neiherlands
Can you please indicate what the accuracy is of your estimate of the false alarm rate?

Author’s Renly
The accuracy depends on the number of data collected. In our ELRA system we c. .1 store, due to core memory
restrictions, about 2000 uata sets, which result in an estimator variance fer the parameter of several peccent.

H.B.Driessen, Nutherlands
For your sequential detection proccdure, an estimate of both Pg and Pp is needed. How are they obtained?

Author’s Reply
Pp 1s not estimated, it is a fixed paraineter of the detection unit. Reinember that Pp is defined a. the minimum
detection probability. It can always be achicved with a phased array radar by integrating enough pulses.
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Software Structure and Samplinyg Stra%egy
for Automatic Target Tracking with a Phased Array Radar

G. van Keuk

Forschungsinsgtitut £Ur Funk und Mathematik
D-5307 Wachtberg-Werthhoven, F. R. Germany

SUMI'ARY

Starting with a brief description cf the software system used for multi-carget tracking

in the expecimental phased array system urnder construction at the FFM the paper intro-
duces into tne applicatiosn of Kalman Filtexs for tracking maneuverin, targets. In con-
trast to the situation with conventional radars the additional degree of freedom to

adapt the scan period on the estimated lack of information with regard to each individual
track is analysed for the electronically steerable radar case. A sampling strategy is
dev2loped and analysed that minimizes the tracking frequency considering the shape of the
detection probability within a tracking beam nointing towards the predicted target posi-
tion. Adapting the scan interval a constant track acrcuracy in space can be achieved taking
the various dynamical and geometrical restrictions intc consideration. An optimal spatial
extension of this uncertainty volume can then be derived. As the sampling frequency of
course also depends on the assumed maneuvering capabilities of the target under track, the
extension of the opLtimal uncer:ainty volume depends only on the beam splitting ratio of
the used monopulse angle finding technique.

1. INTRODUCTION

Phased arrays are moving from the laboratory to development and tests, but the multi-
faceted area of signal processing, automatic multi-target tracking and system control
contains a variety of problems, which generally have not keen solved. The trend towards
unconventional radars has been forced by increasing operational necessities and follows
from the enormous progress in digital and analog componerts in the last decade and from
the progress and availabiiity of fast computers.

The electronically steered radar (ELRA) project (Wirth, W.D., 1977) conducted at the FFM
institute in Werthhoven (FRG) serves as an experimental system to identify and analyse
important problems cof phased array technology. '"he ELRA system itself is not designed for
any particular operational use, so our work is mainly research oriented.

We artificially split the whole phased array project into two - to some extent different -
areas: the radar oriented signal processing part and the processing and control of the
radar data in the central computer. The interface between both the fields of research can
be seen in the process computer (llanle, E., 1978).

Our system configuration is demonstrated in £ig. 1. From the antenna down to the central
computer and display system we observe a data reduction, or reduction in bandwidth of
about 1:10%. The structure of the digital data fed into the central computer is of no
further interest here, but it should he explained what sort of information transfer in
both directions has been provided. Basing on the 3tored knowledge and a priori inform=tion
in the central computer a limited set of search cells can be created and transferrad to the
process computer to concentrate on in the search mode of the phased array. When the search
routine has processed these cells, the central computer generaily sends a different set to
continuc the process after having recejved a particular "end message". Results from this
gearch mode are digitized "echoes" containing time, distance, doppler, angles and signal
strength information. The search command organisation should not be detuiled further.

Tn addition the central computer can generate track commands generally specifying only one
beam direction, range and doppler gate and expected signal strength of an object to be de-
tected and tracked. The track commands and che search activity are merged at the stage of
the process somputer (Hanle, E., 19,8). As a result of a track command a record is formed
containing the above specified information and is transferred into the central corputer
with a time delay not longer than some 50 ms. ‘‘umetimes a special message of course is
necessary to state that no target could be found *n the characterized area.
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As can be seen from fig. 1 the system can be operated in a real-time real-data mode of
operation and alsc under real-time conditions by simulated data and control facilities.
We simply have to load an appropriate simulator program into the process computer with-
out changing the real-time program of the central computer or the interfaces. The simu-
lator then replaces the process computer program normally used for experiments. This

technique has been of great importance, during the phase of software production for test ;
and detailed analysis under reproduciole conditions (Baltes, R. et al., 1977). {

2. SOFTWARE DESIGN FOR MULTIPLE TARGET TRACKING

In contrast to a conventional rotating radar the full flexibility of the phased array
system should extend to the central computer's software. This of course cdan only be
achieved approximately. However the well known structure of automatic tracking programs
in use for conventional systems cannot be applied here. This malnly depends on the pro-
vided feedback from the central computer to the radar system to make use of the beam
agility. In our system the individual radar data gathered in specific cata pools of the
central computer do not start any kind of processing by their appearance but a scheduler
controls the vazious prucesses basing on the condition and resources of the whole system.
In addition the tracking program should not work in the so called track while scan mode
but in a computer controlled ore. Each track initiation process and each established
track is considered as an individual process coaducted by the scheduler. The following
modules of computer activities referring to an individual track have beer provided (list
is not complete): ,

A) predict the present target position (state) H

B) send a track command

C) check whether data referring to the track have been received f

D) correlate the data with the track :

E) decide on further track commands if data have been identified !
to be insufficient

F) do the data filtering

C) calculate the time gate for the next track command

The logical ordering from A to G is obvious. These activities conducted by the scheduler
form individual chaines or processes referring to each track initiation or tracking pro-
cess. Basing on the estimated lack of information for each individual tr.ck (stored in
the general track file) individual track commands are generated according to a scanning
strategy that will be detailed later on. Therefore the elements of the stream of track
commands sent to the radar generally belong to different targets under track and track
injtiation processes. In overload situations processes of higher priority (belonging to
targets of higher interest) may delay track commands and filtering jobs of lewer priority
tracks a little, without unacceptable deqgradation of the whole system. Such an organisa-
tion has of course very good recovecy properties if we are mainly thinking of short
bursts of computer or radar overload. No artificial measure of load needs to be intro-
duced in order to contrxol tho stream of processes. In cases, however, of severe overload
lasting over a longer period of time, some tracks of lower interest or-initiation pro-
cesses in areas of lower improtance will be cancelled automatically when the estimated
probability of a successful engagement is too small. By this means the maximum t:racking
range and activities in particular fields of minor interest can automatically be reduced
by an appropriate priority scheme to distinguisk and order the various phased array
processes.

This org-nisation meets the requirement of computer controlled multi-target tracking
very well. The interference between search, track initiation and tracking functions can
easily be handled. The main advantages provided are:

= The main functions of track initiation and tracking
are decoupled (as fully as possible).

- The scan time (data innovation interval) for all targets under
track can be adapted individually to the estimated lack of in-
formation or to meet operational requirements.

~ By pointing the t:ack command as exact as possible towards the
target direction the S/N ratio can be increased. Simultaneously
the localization error in both angles can be reduced.

~ The well known blow up of correlation gates of targets tracked o
while scan during phases of lower detection probability can 'ig
drastically be reduced by increasing the sampling {requency &<
adaptively., J

~ In computer controlled tracking it is of interest to predict the 53
doppler shift and the number of targets within the considered g
range gate to improve the detection mechanism. h§§
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~ Each target can he tracked uncder its individual priority.
Graceful degradation under overload conditions can be
programmed easily.

We learned that the whole program system should be written in higher language except for
2 limited number of special routines which had to be written in asrenbler language after
we identified that they in fact ave critical. Except for the I/0O-organisation no further
interlacing with the operating system of the computer has been found to be necessary.

3. TRACKING ALCORITHMS

Tracking algorithms for state estimation, prediction and data correlation are the back-
bone of each automatic tracking program although they normally do not consure the over-
whelming fraction of computer time. As can be seen from literature the today's trend
leads to a more or less complex Kalman Filter to solve the above mentioned problems in a
comprehensive way. For high accuracy tracking and to incorporate doppler information
(measured radial velocity) a stage three (position, speed, acceleration), fully coupled
Kalman I'ilter seems to be very well suited. This especially is true for small data inter-
vals. By carefully writing the mathematics in reasounable form and avoiding unnecessary
operations in the produced program code the computer load of the whole processing cycle
(not containing the plot to track correlation part) comes out to be about 5 ms/track for
a today's high speed machine. Depending on v?/r (-arget distance r, target velocity V)
the coupling of the three dimensional space coordinates is not necessary. This decoupling
saves a factor of about 4 of computer load; mainly because the covariance matxices are
smaller and geometry is easier.

Nevertheless the underlying ..sumbtions of the target dynamics are too general and simple
for many applications. Normally the acceleration process of the target under track is
modelled as a Gauss-Markoff proc=ss with vanishing wean and variance I (r/sec?). In
addition a correlation time & tsec) can be introduced to describe the rste of change of
target maneuvers in the course of time. By selecting appropriate model parameters a
reasonable behaviour of the track will be found in many cases but there remain signifi-
cant discrepancies for target plants that are not similar to the Gauss-Markoff type.
Simple but important examples are straight line flights interrupted by short changes of
targct heading. In those cases adaptive processing algorithr.s are used. This point will
be regarded in chapter 5.

The tracking algorithm has to be considered in context with & tracking strategy. For
instance the measures against unwanted false tracks created by false alarms or man made
corruptions of aay kind are part of the tracking strategy. This question is of impor-
tance for track initiatioi in a cluttered environment (Fleskes, W., 1978) under dense
target situation {Binias, G., 1978), and also for conducting an established track of a
single target through a cluttered portion of space. In contrast to the situation in
multiple target environments we have identified that for a single taraet case the well
known technigue of nearest neighbour plot to track correlation or any procedure of
averaging many returns in the target's correlation gate leads to shorter true track
lengths than the following method: All situations of correlation conflicts (inore than
one correlating echoe) should be bridged by neglecting all returns and proceeding as
having received no return at all. In those situations a new track command is generated
with only a short time delay. This method should be continued until we receive one and
only one return correlating tc the track. In addition the set of not processed echoes
is used to estimate the false alarm probability Pp in the environment of the track.
Basing on this we can decide whether tracking is possible or not. This of course can
lead to a cancellation of tracks in severe clutter if Pp is estimated to be s0 high that
the tracking process would become unstable ard the estimate: success of tracking would
pe too small. In those cases no resources should be wasted and the track should be
terminated.

Fig. 2 demonstrates theoretical results from one-d.mensional simulations verified by
simulations. The probability of track distortion during a 20 sec period of track is de-
monstrated depending on the false alarm probability Pp. Pp has been normalized to the
variance of position noise. There strateqgy 1 refers to arithmetic mean of all received
returns while 3 refers to the above mentioned repetition strategy. The nearest neighbour
strategy has turned out to be worse than 1. As parameter the tracking interval in seconds
is given. We further conclude from these results that the tracking mechanisms can to a
great extent be stabilized by increasing the tracking frequency. This of course is only
necessary in areas of pcronounced distortion which should be known before the track enters
inte. Further techniques to automatically detect and cancel false tracks should not be
detailed here (van Xeuk, G., 1977).
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4. A SAMPLING STRATEGY

In this chapter some arithmetics can not be avoided. Let Z(N) denote the state vector of
a target under track at an instant of time labelled by N. For the sake of simplicity we
) assume a one dimensional target state

BT s P S

2'(3) = (x(N), x(N), %(N)).

We assume the following plant model of the target motion

R(N+1) = EsX(N)+L/T=EZou(N)

‘ 1 7 %'r’
: zN#1) = [0 1 T |zewN); E =2 T/0
0 0 E

0
w(N) = 2(1-22)* 0
' u{N)

Z(N) models a target motion driven by a Gauss-Markoff process of acceleration. Hence
u(N) is a seguence of uncorrelated (O,1)-normal distributed random variables.

; The measuring equatior connecting tne state and the measurement Y has the form
Y(N) = Z(N)+s(N).

. In the error covariance matrix S(N) of s we have to consider that only a part of the

i state generally can be measured. The rest o. the not measured quantities is reprusented

in S by infinite numbers. This scheme is very well suited for the aprvlication of a Kal-

man Filter. This should not Qe explained here down into details. The Kalman Filter pro-

| duces conditional estimates Z(N|N) for the state at a time labelled by N (after process-

; ing of all availahle data up to N) und gives also the related error covariance matrix

; V(NlN) in a recursive way. Starting from the filtered state this can also be propagated
to obtain a predicted state related to a covariance matrix P accordingly. The whole pro-

cessiag algorithm forms a linear filter in the state space of the target. The set of

parameters noxmally includes:

: variance of position noise at the target position
: variance of the target acceleration

: correlation time of maneuvers

: scan interval (data innovation interval).

Homa

All these quantities may (arnd generally will) change during target flight. The error co-
variance matrix P telis us the uncertainty of the predicted state of the target under
track. Especially the 11-element refers to the loox ahead position accuracy. If the above
quoted parameters are constant (finite and not vaanishing) the sequence P(N+1|N) converges
as N increases to the so called local stationary tracking covariance. For application
these limiting values are not of interest because the target moves in space anc therefore
the tracking is not stationary. But the limits are of iaterest for any theoretical in-
vestigation. No closed expression for these quantities are available, but we i1ound an
appealing approximative formula of the followirg form (P := P, {N+1{N)/¢?)

T = 0.4 (—0;:/5' - . .PL:
1+5P

which is valid for 0(10-500 m), F(2.5-30 m/sec?), ©>20 sec, T(0.1-5 sec) within an

accuracy of about 5 %.

Now the question is: bow should we select the dat: interval T. If we select too large an
Interval we are risking the loss of track, bhecause the avea to predict a track naturally
increases with growing T. If on the other hand we use too small a T the track may be
oversampled ir some sense. We introduce the following sempling strategy:

Eot v i

Fina 7

L% 2y
55 N+1  Erom P“(N+1|N) = o?v2.

%fﬁu This reads in simple wourds that the taryet nnrmally will be tracked when the look ahead
‘i“ ﬁ%& prediction accuracy Pxx crosses vooo. Hence V°°o is the tracking uncertainty in space.

e ﬁ%% V° is a scalar quantity relating *he uncertainty to +he local position noige variance o.
=5 If vo is taken to be much smaller than 1 there sometimes may not exist a solution of the
above equation. In those cases select the lowest possible data innovation interval. For

4}

SEth

i

4
:“\“

£

30 GE ey
AL

T

o
Loy
2
ey
—a—

o
RS
£l
e




- e

constant parameters (¢,Z,0,V finite and non vanishing) the sequence TN converges to the

atationaiy trackirg interval T. Again these statlonary quantities are nore or less only
of theoretical interert to analyse the sampling strateqy. In practice the scan intervals
liave to be calculated f-om the above equation.

From ouxr approxima:ive formula we have

v 2.

T = 0.4 (9—— T Be—
T *_vz

Understanding P, (N+1|N) as a measure of the lack of information concerning the track,

we can say that by applying our stratecy we simply adapt the scan period T to the present
estimated lack of informazion. This leads to a constan. track accuracy in space. Especially
in the phase of track initlation when there is a pronounced lack of information regarding
cpeed and acceleration this automatically leads to ai. increasing sampling fraquency
settling in the course of t.me to T°! depending on th€ increasing knowledgs stored in the
filter. This can be seen from fig. 5.

The question remeins how to fix the parameter V, describing the spatial extension of the
target's predicted position, if ¥, .s not defined by additioaal operational requirements.

If we do not point our tia<k command tcwards the true target position we are risking a
reduction of detection probability. Let us assume

Pplx) = ppo £ (%2 /B2)

for instance

. -2%2/m?
PD(x) = Ppo L

with the deviati.. ? betweer ‘he true and the predicted target position and B relating to
the width of the tracking pEJ-il beamn. While we observe the detection probability PD0 by

pointing towards the target (x-o) ve tre model’ing the reduction of P by incorrect pcint-

ing (x+o). If we could not detect the target we of course have to iterate our track
command immed:ately following our sampling strategy. This is a source of additional load
for the whole system. The mean number of iterations necessary to find the target can
simply be calculated from

1
=[] = =[]
x;’+x21

2 v T e aad
= (ﬁ:—.m') . fdx,dx, o 20VeT g (R2/B2)
= g(Vo’u*/B’)/PDO

for a two dimensjonal example where x,,x; mean both the angles of the tracking device.

For the special case of our example we aave

1 gl . B
E[X‘._] = FD~O (1"'4\792--';:')l for vy <« 35

Calculating the overall load the data innovation interval T between two successful target
localizations has also to be considered, leading to the following mean lcad L

L = Elbl

ol
Making use of the structure of the approximative formula {or the stationary scan interval T:

T = a(“'@ o b{V,)

we have
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It is of course reasonable to minimize the mean lcad by looking for an optimal parameter
Y. It can easily be seen that this eptimal V, ptrameter does not depend on PDO,t,a,e but

only on the "beam-splitting ratio" o/B. Here ¢/B depends on the used morcpulse device and
of course on S/N too. To find V, for our example we have to minimize

‘H‘%Voz

2
(1-4V, ng)-l -v—;z:t— -+ Min.

Having fixed Vo = V.°pt(o/8) we cf cousse can calculate the corresponding scan interval
from our formula. T “hen depends on the resc of pacameters in form of (ov8/%)** as stated
above,

Fig. 4 shows the optimal parameter V, epending on the beam splitting ratio o/B.

As has been mentioned the s<an period 7 not only depends on the relative tracking
accuracy V, but also on the cirematical parameters L,0 of the target model and the -local
position noise variance o. We generaily have a demendence of o of the form (target
distance r)

o =1 « £{(S/N).

in our ELRA system 0 will be derived from the estimated S/N ratio cf the individual tar-
get under track. The exact form of ¢ will be very complex, hence fig. 5 shows two curves
of possible g values. The corresponding typical scan pericds referring to an optimal

B .
chosen V, and cinematical parameters =20 m/sec?; ©=30 sec are shown in fig. 6.

From our formula fuz T we can also see how the knowledge about the maneuvering capability
of the target under track will influence the local stationary scan period (system load).
To detail this let us compare two types of aircraft A, a highly {1=30 m/sec?; 8220 sec)
and B a modest ransuvering one (I=5 m/sec?; 0=300 sec). Then we find from our formula a
gquotient of the reiated stationary scan periods TB/TA of about 3.5.

5. ADAPTIVE TZRCIRT TRACKING

The above explained adaptation of the scan period T on the estimated lack of information
has not disturbed the linearity of the tracking filter. This mainly depends on linearity
agein considering that the error covariance matrix P does nut depend on the echoes pro-
cessed. Therefore the tuned scar interval does not depend on the data and the filter
algorithm remains to be linzar. In practice there is of course a very small dependence
hecause the target position enters through the position noise variance. But this non-
linear effect is in fact very small and can be neglected in the sense of an exterded
Yalman filter.

If we try to estimate the cinematical target parameters I,0 during track to identify
different phases of motion of the target, then we have tc calculate them from the data
processed and the whole processing scheme becomes nonlinear. Nevertheless the gcanning
strateygy introduced in chapter 4 remains valid. By adaptation ..f I,0 two different pheno~-
mena will ozcur. We obtain better filtering performance in phases of more correlated
target motion and in addition the scaraing frequency will be reduced applying our scann-
ing strategy. The theorctical limit of saviny of radar and computer resources by adapting
T can be calculated assuming an ideal nonlinear tracking device that without any error
nor time delay adapts our cinematical parameters to the present target state. The

example of chapter 4. for instance showed a saving of about 3.S5.

In practice this factor cannot be achieved because the ideal feedback device to tune £,0
is not zealizible and moreover our model of the target dynamics is not correct. The crux
is that the different phases of target motion can suddenly change. Hence we necd a gen-
sitive and therefore noisy feedback organisation to contro. the filter parameters during
track. So we only shall have pronounced differences in the adapted scan interval 1f we
gselect very different models of target dynamics as has been explained above. In addition
we need a very sensitive filter design,
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Mot
:

F. ~ing this we decided to have two parallel filters for target tracking one of which

Y assumes a straight line unaccelerated target plant while the other one assumes worst

£ case target maneuvers all over the time. A special test setup observing the innovation

+ processes decides whether the one or the other filter is correct. This leads to a very

. robust concept of adaptive filtering that meets the above mentioned requirements very

7 : well., Moreover the beam agility of the phased array can be used to overcome critical

) phases of uncertain target motion by temporarily increasing the sampling frequency. This
has been realized by making use of ¢ sequential mismatch detection device that automati-
cally calls for additional data in phases when no hypotheses can be accepted. Here we
should emphesize that in cases of precisely measured doppler information the sensitivity
of the mismacch detection device can be increasad considerably by simply looking into
the r innovaticn pvocess too. This shculd not be detailed here because it has been
published (van ¥euk, G., 1975}.

Fig. 7 cdemonstrates a typical cxample of a maneuvering target under track. You can see
the TURN and NOTURN detection points, the varying accuracy of heading estimates reflect-
ing the filtar-p--formance and the adaptively controlled scan intervals during flight.

3 Fig. §,% demonst - ce recent experimental results from our ELRA system. In fig. 8 you can
{ see a section of a low level (500 m above ELRA, 50 m/set speed, about 1.5 sec scan inter-
val) tracl crossine the Rhine river at a distance of about 15 km from the ELRA site.

Fig. 9 gives a detail of the track showing the estimated target positions (+) and the
speed vectors. The histograms of plot-to-track differences and estimated track dstection
probability correspond to the demonstrated section of the track. The symmetry of the

% histograms (especially that for the azimuth u) confirms a satisfying behaviour of the
tracking device ané a good tracking accuracy. False alarms in the environment of the

trae trazk have automatically been removed by the false track suppression capability of

g 3 the program system.
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Sumpling strategy:
Constant look chead track prediction accuracy

Wx 6 = W2 i) ;

Vo= Y27 : measure of track sharpness
d = 100m; position noise vorionce
T= 20m/sec?; variance of acceleration
© = 30 sec ; maneuver correlation time
dy = 500m/sec ; varianze of sp2ed
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Fig. 3: Track initiation
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DISCUSSION

$.J.Rabinowitz, USA
What is the reduction in radur power which results from the use of an adaptive versus a fixed tracking strategv?

Author's Reply
The scan interval per target varies from about 0.1 seconds to about 5.0 seconds. In track initiation we need a higher
tracking frequency that in track maintenance. Therefore, the system load per target varies by one order of
magnitude and there is a considerable saving by using an adaptive sampling strategy.
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The Formation Tracking Procedure for
Tracking in Dense Tarqet Environment

G. Binias

Forschungsinstitut Iiir Funk und Mathenmatik
D~5307 Wachtberg-Werthhoven, F. R. Germany

SUMMARY

The basic principle of wutomatic target tracking is plot-to-track correlation. In case
of dense target environment plot-to-track correlation is often disturbed Lv .ncorrect
plots which cause a correlation-conflict. Well-known measures against the correlation-
conflict are the Nearest-Neighbour-Rule and Branching-Procedures. But there are airspace
situations, e.g. target formations, where these measures fail to solve the conflict or
necessitate great demands of computer-time and computer-storage.

We, therefcre, developed an alternative strategy of tracking in dense target environment.
The strategy of Formation Tracking is characterized by the substitution of raid tracks
for single target tracks. The raid tracks are correlated and updated by plot-clusters.
The formation track consists of one central track and several marginal tracks containing
the whole information about the mean cinematical behaviour and the spatial extension of
the tracked formation.

Special investigations viere directed to the following rroblems: Formation track initiation,
formation track evolution, decision- and control-procedures with regard to formation track
splitting, and formation track junction.

The efficiency of formation “racking will be demonstrated by a few one-dimensional
examples of appropriate airspace situations.

INTRODUCTION

The principal steps of computer controlled single tarqget tracking in connection with a
phased array antenna are

state prediction of the tracked target,
scanning of the expectation volume,
plot-to-track correlation,

processing of correlating plots.

Under real environment conditions plot-to-track correlation is often disturbed by false
plots (clutter, noise) and incorrect plots originating from targets which are in close
proximity of the target under track (formation).

Because of different aims in dealing with single target tracking in dense clutter en-
vironment and the tracking of formation targets (tracking in dense target environment)
we carried out distinct investigations of these two problems (van Keuk, G., 1977;
Binizs, G., 1977); and, in opposition to some other authors (e.g. Jaffer, 2.G., et al.,
1972; Singer, R.A., et al., 1973), we developed different methods to solve these two
problems.

According to this distinction the "dense target"-situation is described by
a group of closely spaced single targets (distances about 100 m or less), which

move on nearly parallel target trajectories {(i.e. parallel with small random
disturbances).

This situation is of significant importance especially in the military application of
target tracking. Formation flights are nowadays normal military aircraft operations
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(e.g. for atracks on distributed tarsget areas and for penetration). Beyona that, the
"dense target"-situation occurs in the observation of multiple weapon systems (e.g. air-
craft-missile 3ystems and multiple missile systems).

PROBLEMS OF SINGLE TARGET TRACKING IN CENSE TARGET ENVIRONMENT

Figure | demonstrates the correlation conflict. This conflict arises in computer con-
trolled single target tracking as soon as neighbouring members of the formation produce
track plots T which appear in the intersection of the two expectation gates. Then the
automatic tracking procedure will have to decide which track plot T should be associated
with the appropriate search plot S (track initiation). The probability of this correla-~
tion-contlict is a function of target distance d and scanning time interval T. We assumed
decoupled tracking in cartesian coordinates and calculated the minimum target distances
dmin' which are necessary in case of track initiation in order to push the conflict pro-

bability below a certain limit of Pc & 0.001. In Figure 2 these minimum target distances
dmin can be compared with one half of the one-dimensional extension of the expectation
gate DIFA.

The various measres proposed to avoid the correlation conflict can be reduced to two
substantial principles:

Application of the Nearest-Neighbour-Rule,
Apolization of Branching Procedures.

The Nearest~Neighbour-Rule (Jaffer, A.G., et al., 1972; Singer, R.A., et al., 1973) pre-
scribes correlation of the track plot, which is nearest to the center of the expectation
gate. In case of dense target environment this rule may produce miscorrelations, i.e.
association of search- and track plots originating from different targets. Miscorrelations
generally produce deviations of track and target trajectory which finally lead to target
loss. We assumed three targets on parallel trajectories and calculated the minimum target

distances dmin which are necessary to keep the miscorre)ation-probability dvring track

initiation below Pmc & 0.001. Figure 3 shows that these nminimum target distai.ces dmin

exceed the assumed target distances within formations (ca. 100 m) by a factor of 3.5 even
in case of very small scanning time intervals.

A detailed description of Branching Procedures (Singer, R.A., et al., 1974; Smith, P..

et al., 1975) developed to handle the correlation-conflict gecs beyond the scope of this
presentation. Branching, however, is generally characterized by an unavoidable increase
of the number oi branch-tracks in comparison tc the number of real targets. Branching,
therefore, demands increased expense with regard to processing time and computer storage.

GENERAL DESCRIPTION OF THE FORMATIOM TRACKING PROCEDURE

The various attempts of solving the correlation ¢ :ntlict in dense target environment by
means of single target tracking generally fail in working with small target distances.
We, therefore, lonked for an aliternative strategy substituting single target tracking in
case of dense tarqet environment. We approached this strategy by an examnination of the
requirements which have to be fulfilled by a computer controlled tiacking procedure in
the presence of formation flights. These requirements are in our opinion:

control of the mean cinematical behaviour of the entire formation,

detection of target movements deviating from the mean cinematical behaviour
cf the formation.

In order to fulfill these requirements we considered it unnecessary to control each in-
dividual target movemert within the formation. We tried, therefore, to track the forma-
tion targets jointly instead of individually. Similar considerations can be found in
(Flad, E., 1977; Taenzer, E., 1977), but both authors do not renounce single target
tracking with the inner formation targets. Our approach, called Formation Tracking, is
based on two control principles:

Central track control,
marginal trac! control.

The central track's state variables describe the mean cinematical behaviour of the
tracked formation. In case of almost parallel target trajectories (see definition of the
"dense-target"-situation) the correspondence between the formation targets' motion cha-
racteristics and central track description is quite exact. The correspondence becomes
weaker if single targets or a group of targets accomplish deterministic deviations from
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the parallel movement. We sre especially irterested in the detection of targets which
are on missions different to the rest of the formation.

Marginal track control serves the maintenance of target tracks manoeuvring away from the
formation (divergence) and tracks joinina the formation (convergence). Marginal tracks
represent targets which are situated at the flanks of the formation (with regard to a
given cartesian trackinag coordinate system; see, for instance, Figure 4). Relevant !
variations of the marginal tracks in relation to the central track ané variations of the !
target numbers indicate divergent or convergent target movements which demand suitable
reactions.

FORMATION TRACK INITIATION

One of the problems we were confronted with in course of the realization of the formation
tracking procedure was the problem of formation track initiation. Formation track initia-
tion has to decide upon which targets should be tracked individually and which targets
should be tracked as a formation. Furthermore, formation track initiation should supply
the system with initial information about position and spatial extension of the formation.

If we take only search plots into consideration the first problem can be solved by com- .
paring the distances of successively arriving search plots with the minimum target
distances dmin which result from a given small probability of miscorrelation pmc (Fig.3). '

Within a fixed scanning time interval T this distance test decides whether a search plot
should initiate an individual track or should be combined with other search plots in
order to build up a formation track germ. The time difference T between the arrival of
the search plot and the start of an initiation process depends on the time necessary to

scan a certain environment of the search plot and the time the expectation gate is per- i
mitted to grow without going beyond a reasonable limit of size. This limit shoulu not be ;
exceeded in order to avoid disturbances of the initiation process. A formation track germ

is built up by the arithmetic mean (central position indicator) and the extreme values of

the position coordinates (e.g. X ../ xmax) of the integrated search plots (Figure 4).

Additionally, the number of the integrated search plots should be determineéd for later
application.

Tne distances between an established formation track germ and neighbouring search plots
should be large enough to allow nearly conflict-free initiation (Figure 2). So -~ in this
case - the distance-criteria have to be changed.

The distance test is quite similar to the search-plot identity-test which has in any case
to be executed in computer controlled tracking. The identity-test decides whether an in-
coming search plot belongs to a known track or is the beginning of a new track. Because
of this similarity the problems of identity and dense neighbourhood can be solved in the
same way (radar sort box etc.). Figure 5 shows a fiow-diagram of the identity-test and
the neighbourhood-test both of which have to be executed after the arrival of a new
search plot. The tests have to take into account the position information of all existing
search plots, tracks, and formation tracks.

FORMATION TRACK EVOLUTION

According to the principles of computer controlled tracking the formation track germ
established within formation track initiation will be scanned individually by track
orders. The formation track derm is represented by a rectangular parallelepiped with
faces parallel to the given cartesian tracking coordinate system. The description of the
formation track as parallelepiped will be maintained throughout the life time of the for-
mation track. There may be weaker and stronger possibilities of the mathematicali descrip-
tion of the structure of the tracked formation, but in our opinion the parallelepiped has
especially in connection with the cartesian tracking coordinate system the advantage of
simple mathematical tractability. The extension of the parallelepiped eventually exceeds
the beam~-width of a single track beam. In this case the formation track germ has to be
scanned by a sequence of track beams which are ordered nearly simultaneously and cover
the parallelepiped completely. The resulting pattern of track beams (Figure 6) looks

like the search pattern of the phased array antenna system and allows to minimize the ;
number of undetected targets with a given small number of multiple detections of the .
sane target.

The resulting track plot cluster has to be correlated with the formation track germ. The
arithmetic mean of the position values and extreme values in each cooxdinate have to be
determined.
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These cluster values will be filtered with the appropriate track germ values in order to
get the actual filtered position values of the formation track parallelepiped (i.e. cen~
tral position indicator, marginal positions Xnin’ Xmax a.8.0.). The application of Kalman

filters (independent in each coordinate of the cartesian tracking coordinate system)
supplies the cystem with estir .tled position-, velocity-, rnd acceleration-values of the
central track .nd the rarginal tracks. The estimation of position, velocity, and accele-
ration allows to predict the future position of the formation track parallelepiped and,
therefore, forms the basis of the next scan.

Marginal target tracking in decoupled cartegsian coordinates is quite reasonable, because
generally only one coordinate per marginal target is processed and different targets may
be situated at each face of the parallelepiped. The statistical and rninematical parameters
of the applied Kalman filters are similar to those used in single target tracking; slight
modification may be necessary due to the special error distribution of the mean position
data and an abnormal cinematical behaviour of marginal tracks. Such an abnormal behaviour
may appear, when marginal targets are replaced by inner targets.

DIVERGENCE- AND CONVERGENCE CONTROL

In order tu detect divergent (Figure 7) anda convergent (Figure 8) target movements the
permanent control of plot digtances and target numbers within the formation would be
necessary. This control process would involve a lot of computer time and -storage. We,
therefore, restrict our attencion to those divergence- and convergence-processes which
directly influence the marginal targets of the formation.

By controlling only the spatial extension and the target numbers of the formation the

most relevant cases of divergence and convergence (formation track splitting, formation
{ track junction) will be detected. But the control of the formation size in an antenna
fixed cartesian tracking coordinate system does not allow an unambiguous distinction
between manoeuvres of the entire formation and real divergence- and convergence~processes.
In both cases the size of one or more faces of the formation parallelepiped will change.
The control of formation size should be executed, therefore, in a central track orientated
cartesjan coordinate system (i.e. The x'-y'~systen in Figure 9).

The first step in the control process is the estimaticn of the formation size, i.e. the

mean distances of the extreme position values of correlating plots in each coordinate of

the central track orientated system. The target number within the formation, given by the

mean number of correlating plots, is determined simultaneously. Then the sample values of

rformation size and plot numbers appearing at each scan are permanently compared with the

estimated values. In case of disagreement statistical decision procedures are applied in
: order to separate statistical (false alarms, missing plots) and deterministic variations
H of the control variables.

The outcome of these decision procedures decides upon further activities, which will have
to be accomplished with the tracked fermation; e.g. assimilation of other tracks (con-
vergence), complete or partial splitting into single tracks or smaller formations

; (divergence).

The splitting activity uses the target distances (represented by track plot distances)

and given distance criteria .n order to determine the substructures (single targets,
smaller formations) which afterwards will independently be tracked. The splitting activity,
therefore, has great similarity to the formation track initiation procedure. In order to
relieve the continuation of the tracking process the generated substructures should be
supplied with initial state information derived from the motion rharacteristics of the
dissolved formation.

CONCLUSIONS

<l The proposed procedure of Formation Tracking is intended to be an alternative to single

2.0 target tracking in casec of extremely close spaced targets.
b o
Foyre
éﬁéﬂg Ic is to our knowledge the first completely automatic procedure which gives up single
g;_ﬁ target tracking in case of formation targets and prefers a more collective method of
e target data processing. The separation of the problems "tracking in dense ciutter environ-
o ment” and "tracking in dense target environment" necessitates the systems's ability of
4 :gggf recognizing, whether a search plot cluster eventually originates from dense clutter
= instead of a target formation (Fleskes, W., 1978).
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The tracking- and control-procedures of Formation Tracking were first developed and

tested within a one-dimensior al simulation of the appropriate airspace situations. Examples
of the tests are demonstrated in Figure 7 and Figure 8: target divergence aud target con-
vergence resp. Five targets are simulated (close curves in position-time representation),
the appropriate tracks are rerresented by vectors (head # filtered position, arrow & fil-
tered velocity). Formation tracks are represented by three vectors appearing simultaneously
(central track and marginal tracks). Single turget tracks are generally tracked at diffe-
rent points of tiire,

¥
S
<
d

oy rmparchicars.

These tracking- and control procedures will be transfered with small modifications to ourx
three-dimensional racar data processing system (ELRA). We expect that Formation Tracking
especially for target numbers n>3 will require less computational effort than any attempt
of single varget tracking in case of formation targete.

-y
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Fig.5 Schematic flow-diagram of formation track initiation
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DISCUSSION

D.B.Reid, USA
What is your fundamental reason for creating formation tracks? Is it because of {a) sensor resolution; (b) an
inaoility to associate tracks with returns; or (c) merely a desire to save computer space?

Author’s Reply
It is the inability to associate tracks with returns and, of course, in order to save storage and computer time as well.

F.Herzmaun, FRG
For what number of targets flying in formation is your tracking procedure more efficient than sey arate target
tracking?

Author’s Raply
For three targets.

E.Taenzer, USA

What d. you do about redundant tracks that come about by the merger of tracks that approach each other, so that
their targets fly in formation?

Author’s Reply
We try to avoid redundant tracks by testing the identity of tracks before initiating them.
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PERFORMANCE OF AUTOMATIC TRACK INITIATION LOGIC
IN SPECIFIC TARGET ENVIRONMENTS

G. E. LINDEBFRG, A. S. MARGULIES, P. A. SMYTON

The MITRE Corporation
P.0O. Box 208
Bedford, Masaachusetts 01730 U.S.A.
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SUMMARY

E Two generalized analytical computer models were developed to provide data for a parametric assessment of
various ATI algorithms which attempt to replicate the surveillance operator's judgmeatal processes. One
model was ugsed to investigate the initiation of tracks on actual *argets and the other was used to deter-
mine the track initiation performance based only upcn false reports. It has been determined that this
perfcrmance dichotomy is valld for the anticipated NAEW target environment.

The results of the investigation indicate that there are several ATI algorithms which would yield satis-
faccory pertformance. Even within this set cf acceptable algorithms, however, some criteria provide
enhanced performance in initiation of true targets at the eipense of a relatively larger number of false
track initiations and there are others for which the converse is true. Furthermore, the level of false
target reports per scan, the expected target speeds, and tiie speed with which real targets are initiated
are all significant factors in the constructior of the ATI feature and their ramfifications are discussed
in detail.

1. INTRODUCTION
1.1 PURPOSE

The inherent physical limitation of the number of surveillunce operators available for any command and
control system can result in significaut operator workload and stress as the number of radar target
reports increases due to better radar coverage and increased target depsfities. Some of this burden can
be reduzed by effective computer processing to relieve th~ operators of as many repetitive tasks as pos-
sible. 1In particular, for systems in which a computer cracks targets and presents the operator with a
display of the track characteristics, the automated surveillance functinno can be extended by having the
computer detect the existence of an untracked aircraft and establish a track on that target.

This implies than an automatic track initiation (ATI) capability is desirable If it reluces the operator ;
workload. This necessitates a surveillance radar with an adequately low false report rite and an ATl |
i implementetion which precludes off-setting prublens in terms of establishing false track. un spurious i
i targets or low quality tracks on marginally detectable tariets, Taking thase considerations {1to account,
the purpose of this study effort was to determine which initiation algorithme will provide accuptable per-
formance for the NATO Afrborne Early Warning (NAEW) aircraft under expected operational conaitions. 14
accomplish this goal, au analytical technique was devised whereby insight could be gained regarding the

E nensitivity of AT. algorithm performance as a function of the parameters of the tracking process, the
environmnt, and the initiation criteria.

1.2 GENERALIZ.% THE RESULTS

The computer models employed in tnis investigation were purposely constructed to avoid effects related to
specific radar characteristics or unique tracking tecsniques. The parametric results can therefore be
generalized ¢nd extende! to any track-while-scan = ‘'rvelllan~2 system without regard to scan ratss or other
: systes characteristics.

Examiuation 0" some of the complex ATI-rclated lssues, such as might be encountered in certain scenarios
< with a particuiar juxtaposition of targets, would best be accomplished with a Monte Carlo simulatien
= spproach. .wowever, the structure of the analytical mo¢ ‘s deviloped in this study prevides a meaus of
= rapidly avaluating initiation strategies and also provides a significant cost savings relative to the

: gsimulation technique. The models also eliminate the effects of statistically aninalous situations and
yield mean or expectes performance values.
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2, COMPUTER MODELS

In a track-while-scan system, the proceas of automatically generating a track requires the association of
radsr repourts on sequential scans or observations. Thevefore, the initlation strategies investigated
involve the rate of successful correlation of radar reports and possibie tracks and & track is established
when it satisfies several criteris related to the correlation rate.

In order to derive the relationship of the performance of various initiation logics as a function of

system and environmental perameters, it was necessary to first define the measure of serformance. Two
figures of merit were postulated: one is the mean time to establish s track based entirely on true radar
raports and the other is the time required to establish a track based on radar false alarms. It was
determined that for a low density fals. alarm environment these two factors can te considered independently;
thus it was posasible to dz-elop two separate analytical computer programs.

Both computer iodels have been generalized *o eliminate the specific effec.s associated with the perfor-
mance of a particular radar or the peculiarities of the compater tracking algorithms. In this manner the
target environment can be jpecified, the track {nitiation criteria can be established, and the character-
istics of the system can be defined bv means of parameters relevant only to the ATl process. The delay in
establishing a valid track, once the target enters the surveilian ¢ volume, and the rate of false tvack
initiations can thea be determined as a function of all of thesce factirs.

The canonjc form of the track initlation algorithm has thrce distinct phases in the process with each

track designated as either potential, tentative, or estab'i -hed depending upon its status. In each of
these phases each track progresses through a series of strtes as a function of its radar history. A poten-
tial track is one which has only a single d>tection by the radar. Thus, there exists no information
regarding the target's speed or direction. A tentative track is one which has had more than one correla-
tion but for which there is not enough data to efther ensure a high quality track or to have a high con-
tidence level of the track beinyg a true track. An established track implies a track with a high confidence
of representing a true target.

Since the initiation criteria under consideration weve all related to the sequential occurrence of radar
observations, it was possible to structure the models ac tinitc state Markov processes. An uncorrelated
radar targ~t repcet was considered to be a potential track and tane cccurrence or absence of subsequent
correlating reports wo.ld determine whether cr not the track would advance to any other particular state.
A correlation of a track and a radar report was termed a "hit" while the lack of such a correlation was
termed a "miss". The “rack initfation criteria were then based on the hit/miss sequeunces and the track
moved from one state tu another depending on whether a hit or miss occurred on each radar observation.

The system characteristics are accounted for in the state transirion matrix (which defines the likelihood
of a trackh hit or miss) and the independent variables are related to the target environment as specified
by the target prebability of detectinon and by the false alarm density. The results of the investigation
are average values represantative of general conditious rather than the resuits of a single spacific case
which might be obtained from a tracking simulation.

2.1 VALID TRACK MODEL

The form of the valid track model is shown in Figura ?-. with, in this {1lustration, each track being in
one of seven possible statis: targets in the null state {State 1) are those undetected by radar or

dropped by the ATI logic, the potential phuse (State 2) represents a single detection, the tentative phase
(States 3, 4, 5, and 6) includes those targets which may either be promoted into the final established
phase (State 7) as a system track or which will be dropped baca to the null state depending on the sequence
of radar observations. The sclid lines in the diagram indicate a transition between states which occurs

if there is a radar "hit" and the dashed lines indicate the transition given a radar "miss". For the
particular model _llustrated. to establish a system track two coasscutive hits are require! to reach
tentative status and then any combination of two hits in the next three observations will result in the
promotion to establishad status. A nmiss prior to attaining tentative status «r two misses while in the
tentative pnase will be sufficient to drop the track back te null state. In any event, for this algorithm,
the track can only stey in the ATI process for a maximum of five scans before it is efther established or
dropped.

The valid track model is uct de endent upon the tracking program, che correlation window size, or on any
other system charact.ristics. The major independent variable ie the probability that a track wiil corre-
laie with a report and therefore all components are subgumed into the probability of detection (Py) walues
established in the transition matrix. The structure of the transition matrix is determined by the number
of states in the system and the values in the watrix are csatablished by the sys.em characteristics. An

N state algorithm requires an NxN transition matrix, T, wherein the values

p; 1f a track in scate ¢ goes to state j upon a hit
ti j = g = (1-p); 1if a track in state i goes to state } upon a miss
0; otherwige

oy

Should the eystem characteristics be modifie?, it would be equivalent to altering the Py values in that
matrix., There is no dependence on the frequency of observations and consequently, if a scanning radar is
agsumed, the radar scan rate is not a factor.
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A state vector representing the expected percentage of tracks in each state of the model following each
iteration, or scan, was congtructed along with a transition matrix which delimits the transitions between
states. The model is initialized with 100% of the tracks in the null state and the model {8 operated
until a dagired number of tracks, e.g., 50X, 90%, 99%, etc., are in the established state.

The results plutted in Figure 2-2 depict the relationship between the target probability of detection and
the number of acans required to initiate syatem tracks on 902 of the targets as a function of four repre-
sentative initiation algorithms. The most rigorcus logic requires two consecutive correlations to become
tentative and then five hits in six scans during the tentative phase thereby taking an extremely large
number of scans to achieve the desired level of performance at the lower values of probability of detec~
tion. Conversely, for uny given Py, the logic which requires only one correlation in thrue scans to
achieve tentative status and then only one more hit in the next three scans to attain the established
status will provide the desired level much more quickly. The other two logics provide intermediate per-
formance: both require two consecutive hits to reach tentative status, then one requires two hits in six
scans in the tentative phase and the other is identical except that a track will revert to null state if
three consecutive misses occur.

These plots, in Figure 2-2, are normalized by eliminating thte minimum number of scans required by each
algorithm. As an example, for the five hits in six scans logic it is not possible for a trzck to be
established for at least gseven radar scans following its entry into the surveillance volume and therefore
the plot in Figure 2-2 represents the number of s.ans beyond the minimum of seven.

2.2 FALSE ALARM MODEL

The nodel used to investigate false track initiations is illustrated in Figure 2-3. It is similar in form
and function to the valid track model but the initial state now represents a false alarm generator or
source. Since potential tracks consist of uncorrelated reports, a feedback loop is included to calculave
the number of potential tracks in a scan. Specifically, the number of potential tracks equals the number
of falge reports per scan less the number of correlations for that scan. However, since radar reports
tracks in this model are random and are not based on a detectable otject, when tracks are dropped, they
are not recycled into the model. For this study, the model is iterated until a single false track reaches
the established state and the number of iterations is then the expected number of scans between false
track initiations.

In the false track case the transitions tetween states, i.e., the hit/miss probabilities, are related to
the number of €alse alarms per radar scan, the total surveillance arca, and the area of the correlation
window in the tracking algorithm. Assuming false alarms uniformly distributed in the surveillance voluwe,
the probability that a false alarm will correlete with a track in the system i{s equal to the ratio of the
correlation window area and the total surveillance area. The probability of any false alarm correlating
with a track is that area ratio multiplied by the number of false alarms.

Figure 2-4 illustrates the expected number of scans, or delay, between falge track initiations as a func-
tion of the number of false alarms (NF) for four typical track initiation logics. The logarithmic rela-
tionships emphasrize the sensitivity of this model to changes in false alarm density and the slope of the
lines is a function of the number of hits necessary to establish a track. These plots also indicace the
discrimination against false alarms which can be achieved by requiring a larger number of correlating
reports to establish a track by requiring several congecutive hits.

Using other false alarm discrimination techniques in the system would be equivalent to reducing the false
alarm densities for this model. These techniques include:

(a) Using range rate information from the initial radar reports if available. This would provide a coarse
discriminatioa which could also exclude consideration of out-bound targets or low-speed targets or targets
moving tangentially with vespect to the radar.

(b) Shaping the correlation vindow. A circular window for the first correlation provides no preference
towards or discrimination against targets moving in a particular direction. Shaping the window and
reducing its area to bias the correla:fon in favoer of targets with a particular velocity will also reduce
the probability of correlation with a false alarm.

(¢) Activating the ATI function in only a porticn of the surveillance velume. The probability of a false
track initiation is reduced linearly s a function of the fraction of the area in thich it is active.

The analytical model can accommodate the incorporation of any such features by acccunting for their effect
In the probabilities of ~orrelation.

3. INTERPRETING THE STUDY RESULTS

The automatic track initfation models have provided insight into the relation  p of the variables involved
in the ATI process and they permit a rapid evaluation of the effect of mudifyiug any of the several rele-
vant parameters. Jhe impurtant factors must be balanced to achieve a proper level of performance of the
ATI feature in the anticipated operational environment. The existing specificatrions might therefore be
aitered or an {uplementation may be selected which meets the current specifications bu: which emphasizes
one particular characteristic more rhan another. These alternatives are discusszd in detail below.

3.3 CONFIDENCE LEVEL

If a required percentaze of targets must have tracks initiated within a certain period cf time after enter-
ing the surveillance volume, the specification of tnat percentage (or confidence level) is a major consid-
eration in Qesigning the ATI algorithm. ™he logarithmic nature af the process resgrires that ¢wice as

many scans e allocated to achieve 99X confidence than are necegsary to achieve 90% coufidence for a given
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initiation logic. At a given P4 reducing the required confideuce level further would provide related
reductions in the number of scans tu reach that lower level.

This situztion is 1llustrated graphically in Figure 3-1 where the expected initiation delay is plotted
for 90X and 99% confidence levels for a logic which requires two hits in three scans to advance beyond
the tentative phase. The most significant effect is evident at the lower probabilities of detection

(P4) because with a high P4 most targets will quickly become established. A corollary effect occurs when
the specified confidence level is high, but the specified initiation delay is low, such as with 99X of
all targets initfited within twenty scans and a P§y = .4; this specification necessarily imposes a less
stringent initiation criteria which is iikely to allow the formation of more false tracks than would a
more rigorous algcrithm,

3.2 FALSE ALARM DENSITY AND FALSE TRACK RATES

The results of the false alarm density studies which were presented in Figure 2-4 irdicate the effect of
specifying a false alarm environment which is greater than that expected under operatioual conditions.
Although such a specification might provide some additional opecrational performance margin, it also
restricts the set of possible initiation criteria because of the non-linear effects. Depending on the
particular logic under consideration, specifying a false alarm density rive times as large is the nominal
expected value will result in a change of mean time between falge tracks by a factor of between 500 to
gseveral thousand.

Furthermore, restricting the rate at which talse tracks are established to a value which is overly con-
gervative in an operational se¢nse will have an impact on the delay in valid track Initiations because

a more rigorous initiation logic wili be required. aAgain referring to Figure 2-4 if a false alarm density
is specified as 10C false alarms per scan and the specifie) mean time betw.en false track initiations is
reduced from 1000 scans to 100 ucans then the selected logic can be changed from 2 hits in 3 scans to

2 hits in 6 scans. From Figure 2-3 it can then be seen that the delay in establishing 90X valid tracks
will drop from 55 scans to 29 s-~ans at a probability of detection of .4.

3.3 CORRELATION WINDOW AREA AND TARGET SPEED

A simple tracking logic will predict the expected position of a target and will accept a radar return
within some distance of that predicted position as the basis for the subsequent prediction. The area
within which a return is accepted as a valid target report is the correlation window and its size is a
function of the expected target characteristics, the sensor performance, and the tracking logic
performance.

Because iittle, i{f any, information reiating to target speed and directior is contained in the first

radar report, the correlation window is generally a circle with a radius <etermined by the specified max-
imum detectable target speed and the radar scenning rate. For a target speed of 1800 knots and a2 ten
second scan interval, the window would have a five nautical mile radius while a target speed of 600 knots
would require a window of radius 1.7 nautical miles. In this example, specifying the greater target speed,
if 1t 18 not actually required in an operational circumstance, would have a secondary effect of increasing
the probapility of a false alarm correlation by an order of magnitude with a concomftant increase in the
rate of false track initiations because the probability of a false alarm occurring within the window is a
function of the radius squared.

The relationship between the false track initiation rate and the correlaticn window radius is depicted in
Figure 3-3 for four initiation Jogics and a specific false alarm density. As an illustration, approxi-
mately 400,000 scans would be required to initiate a false track 1f a circular correlation window with a
two mile radius were used with the 2 of 6 logic, but a five mile window with that same logic would reduce
the interval to less than 7,000 scans.

A more complex tracker algorithm will use & variible or adaptive window which is modified us a function of
the correlation history. Thus the large window is necessary for the tnitial correlation due to the lack
of information, but as more reports correlate with the track the prediction of the target position is
refined more accurately and the window size can be reduced; however, should correlations be missed the
window size would increase. The variation in correlation window area can be accommodated in the false
track model by inserting the appropriate probability values in the transition matrix. Figure 3-3 1llus~
trates the number of scans for three logics to establish a single false track as a functica of correlation
window radius when the false alarm density and the surveillance volume remain canstant. Figure 3-4 shows
the relative performance of two logics when a constant three mile w.ndow is used in comparicon to the same
infciation algorithws when a six mile window is employed for the initial correlation and a two mile window
is used subsequently. From these plots it can be determined that the variable wirdow tracker exhibits the
charac*eristic of an equivalent constant "effective" window of less than 3 miles.

The adaptability of the correlation window provides a compromise between the higher false track initiation
rate and the need for tracking high speed targets. However, if reports are missed on consecutive scans

it is likely that the window area will iucrease to account for prediction uncertainty and error. The
effect of the growing window 1s shown in Figure 3-4 where the logic requires only one correlation ir three
scans for a track to reach the tentative phase. Since no information on target velocity is contafned in
the first (potential) report the correlation window radius increases from six miles co twelve miles to
eighteen miles on subsequent scans if there is no radar hit. Once into the tentative phase, the tracking
logic reverts to a two mile radius window.

The parameter of interest in all of these cases is the area of the correlation window (independent of its
geomerrical sh.pe) so that if only radially entering targets are of cperational concern, the window shape
m{ght be semi~-circular and these plots would still be applicable.
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4. CONCLUSTONS

The evaluation of the results from the computer models indicates that there is no single, optimal ATI
algorithm. Rather there are a number of alternatives which are more or less useful depending on the
operational requirements and contingencies. As an example of the situation-dependence, an environment
with slow targets having a high probabllity of detection and a high false alarm rate can use a more
stringent initiztion criteria in order to mitigate the effect cf the false alarms. On the other hand,

an environment with fast targets having a low Py and a low false alarm rate will necessitate quick track
initiation with little regard for false initiations. The logarithmic sensitivity of the scoring logic to
the target Py and to the false alarm density makes it difficult to span a range of multiple requirements.

Given these considerations, it would be appropriate t~ have the initiation function implemented in a
manner which facilitates modification of the initiation criteria in response to changing nperational
dewands. If the hit/wiss characteristics or the transition matrix were coded into a computer program as
changeable variables, then such modifications could be accommodated.

The selectior of the actual algorithms to be employed can be facilitated by using the models described in
this paper. Even though the models do not consider the interaction or reports from different sources in

the crcation of tracks, they do provide an economical mechanism for evaluating performance and for selec-
ting promising algorithms for further study.
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DISCUSSION

S.J.Rabinowitz, USA
Did you consider varying Py versus range in choosing the optimum logic?

Author’s Reply
No, becausz that variation is scenario dependent. It could be done by changing the values in the transition matrix.

S.J.Rabinowitz, USA
Did you consider using varying number of false alarms versus azimuth choosing the optimum logic?

Author’s Reply
No, the deterministic model is based on a uniform distribition.

R.M.O'Donnell, USA

The doppler response to the Z-3A is vaned due to its signal waveform. Do y«.1 plan to take this in{o account in
your work?

Author’s Reply
No, but it could be incorporated into the model as a modiiication of the values in the transition matrix.
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INITIATION OF TRACKS IN A
DENSE DETECTION ENVIRONMENT
J.D, Wilson and G.V. Trunk

Naval Research Laboratory
Washington, D.C. 20375

ABSTRACT

In a dense detection environment present track-while-scan algorithms will inevitably introduce false
tracks when processing is performed on a scan~by-scan basis. The maximum likelihood snlution involving
all detections on all scans is formulated and evaluated for the initiation problem. While the maximum
likelihood method cannot be implemented because of the enormous computational requirements, it provides a
standard to which more implemental algorithms (such as a raid detector, which is presently beinc studiea‘
can be compared.

I. INTRODUCTION

Track-while-scan systems were first proposed for surveillance radars during the 1950's, If the probability
of detection per scan is high, if accurate measurements are made, :f the target density is low, and if
there are few false detections, the design of the correlation logic and tracking filter is straightforward.
However in a realistic radar environment these assumptions are never valid, and the design problem lis
complicated. This paper will consider the problem of track initiation in a dense detection environment.
Since angle resolution is much poorer than range resolution, only range information will be utilized in
this study.

R T PSR VAT R W TE i A o o e

In Fig. 1, there are three tracks and each track is detected five times., While it is obvious that there
are thrie tracks present, many tracking systems would initiate incorrect tracks because they only asso-
ciate “he nearest detecticn uith the predicted position of a tentative track and the predicted position of
a tentative track with only 1 detection depends on a assumed velocity. Moreover, the situation in Fig. 1
rarely occurs; the situation in Fig. 2 being more common. Figure 2 is the same three tracks; howe::r,
several detections have been merged (i.e., individual targets are not resolved), three detections are
missing, and %“wo false alarms have been introduced.

The optima) solution of sucli problems has been generated under ideal conditions. Specifically, the
maximum likelihood solution has been developed under the assumptions that the probability of detection, ;
the probability of false alarm, the probability of target resolution a< a function of target separation,

and measurement error characteristics are all known a priori and that all tergets are moving in straight
lines. (A somewhat similar approach was uscd by Stein and Blackman {[1975); however, they did not consider
resolution problems.) Even if ull the above assumptions were true, the maximum likelihood method cannot

be implemented in the foreseeable future because of the enurmous computational load. However, it is still
useful because it provides a standard with which to compare algorithms that can be more readily implemented.
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There are two basic problems with the maximum likelihood method. The first problem is fundamental and
concerns the tendency of the maximum likelihood method to indicate two tracks (with many unresolved
detections) when a single detection is close to a single travk. This problem was solved by penalizing
tracks with unresolved targets or missing detections. A detailed description of the maximum liklihocd
method is civen in Section II.

The second problem is the computational load. Since search techniques cannot be used to maximize the
likelihooé functions because of the large number of local maxima, the concept of a "feasible track" wes
introduced where a feasible track consisted of a specified number of detestions lying within a specified
distance of a straiqght line. Then the maximum likelihood of occurrence of each combination of the feasgible
tracks was evaluated. If there were N feasible tracks and one is intevested in up to M track combinations,

g (?) likelihood functions would need to be evaluated. For instance, if N = 30 and M = 4, the number
i

i=
of likelihoods calculated is 31930. This problem is discussed in Section III.

A brief description of how the raaar data is generated is given in Section iV, and the results of the
maximun likelihood method applied to various target geometries containing from 1 to 4 tracks and several
false alarms are given in Section V. Section VI suggests a practical solution which is presently being
investigated and Section VII summarizes the reaults,

II. MAXIMUM LIKELIHOOD METHOD

The maximum likelihood method involves calculating the tctal prooability that a given set of detections
correctly represents a specified set of tracks, The probability of detection, the probability of false
alarm, the probability of target resolution as a function of target separation, and the measurement error
characteristics are all taken into account in the calculation of the likelihowd. To facilitate the mathe-
matical description of the likelihvod method the following terms and definitions are used:

NS = the number of scans

NT = the number of tracks

Nn =  the tctal number of detections
NFA = the number of false alamms
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“M = the number of missed detections associated with the NT tracks

NDR = the number of detections involved in resolution r.oblems (i.e., number of detections used ?
in at least two tracks)

NTR(k): the total number of tracks using the k-th detection which is used in at least two tracks

xij = the range of detection associated with i-th track on the j~th scan. If there is no
detection agsociated (i.e., track has a miss associated), xij - 0

yij = the predicted range of the i-th track on j-th scan assuming a straight line trajectory. .

All of the above variables are not indepandent., The following relationship holda:
N -NSNT-N =N, + N _ +N 1)

D M TR DR FA,

NDR

where N, = E N (k).
TR TR
k=1

The difference between predicted and measured position is assumed to be Gaussian distributed with zero
mean and a variance of o2, Thus,

1 2 2
POxyv ) = ———g7 e (gy=¥yy) /200 @
(2m0%)
For later use, it will be convenient to introduce the expression
:
i
{ 1, x5 " 0 or X5 = %gy 1 # L ;
i

(3) !
)2/202 otherwise .

£ix, -y, .)
(xiJ i3 T4t ,

e-(x

Asguming the probability of detection PD is known, the probability of obtaining the specified number of
' detections is

The probability of not res»lving any N __(k) = N

tracks which use a common detection % is calculated by
first ordering the predicted positions, so that

k

where for notational convenience the subscript of the scan has been dropped. Letting Dl = ¥ oYy '
. the probability cf not resolving any Nk tracks is given by /4 £-1
Nk
( px) = [ etop (s)
: L =2

where the probability of not resolving two tracks separated by distance D (discussed in Trunk [1977}) is
given by

1 D < L.7R
P(D) = (2.5R-D)/(.9R) 1.7R < D < 2.6R, (6)
0 D > 2.6R
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where R is the 3-dB nulse width (xange cell dimension). Furthermore, the position of x, is the sum of two
random variables: cne uniformly distributed betwesn ¥; and y , and the other Gaussian distributed
with mean zero and sariance 02 . It is shown in the ApPendix N,  that the likelihood of the position of

xk can be approximated by k

2 2
P (x.} = (e-sk /20 ) 2,1/2

E7k

/Max{y, -y, , (270 )
1N il ! N

k

where

[ = Max (00

X 1, - %) (8)

W e
k
‘s che distance from x, to the nearest detection if x  lies outside of the interval defined by the predicted

positions; otherwise €, is 2evo. Finally, the numkex and position of false alarms in the range intervel
of interest RI is given by the Poisscn density

N
rp TN oMy
P () =
FA FA N
m)t Ry YEa
N
A FA -)\RI , (9

wher¢ A is the false ala.p density per unit length and the (R )lFA factor in the denominator is due to
the fact that the false alamms are uniformly distributed in range.

In terms of the previous expressions the likelihood of an N,_ track combination is giver by the following:

T
L(NT) = PFA(NFA) .
N_N, N, N_-N N
ST (PD) S T M (l‘pD) M .
N,
M
L NSNT—hM-NTR NT NS
[(21102)1’2] T IT £y -
i=1 =1
NDR
I e e . (10)
k=1

The first line represents the false alarm probability, the second line represents the detection probability,
t".e thixd gives the measuxemenc error prabability, and the last gives the resolution probability. The
maximum likelihood method invoulves assigning to each i-th track (yielding predicted positions yi.) a
sequence of detections (xij) that maximize (10). J

As presently formulated the maximum likelihood method would have trouble with the target geometry shown in
Fig, 3, Let the n-tuple (1., 12, ..: I ) represent a track, where I. is the detecition associated

with j-th scan of the track., 1In f£ig. 3, there are two tracks, (1,1,1,1,1) and (2,2,2,2,M); M represents

a miss, and detection #3 on scan #1 is a false alarm. However, the maximum likelihood method defined by
(10) wz1ll yield the golution involving the three tracks (1,1,1,1,1), (2,2,2,2,M), ard (3,2,1,M,M). The
latter case is more llke%y {as defined by (10))for the following reasons: the false alarm likelihood has
been increased by 6 x 10 (by eliminating the false alarxm), the detection likelihocd has been decrzased by
0.6 (12 out of 15 detect%ons instead of 9 out of 1C detections), the measurement likelihood is increased
by removing a (1/2n02)1/ factor (2 detections declared resolutions but one detection added) and by
eliminating twe Gaussian errors,l?ad the resolution likelihood i3 decreased by (1,/2n3”), Thus, since

6 x 104 is greater than (1/2163) . the likelihood for three tracks js larger than the likelihood for
two tracks. As formulated by (10), the meximum likelihood method will always try to eliminate false
alarms by introducing false (extraneous) tracks.

To eliminate this problem, two factors have been introduced., One factor penalizes tracks that have
unresolved detections and the recond factor penalizes tracks that have missing detections. These factors
are an attempt to compensate for the fact that the a priori prohabilities of the number of tracks and
separation of tracks is unknown. Thus, the wodified likelihood is given by
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Usually, we take 1> F > PR . The values presen:tly being used are FH = 0,2 and FR = 0,1, For the
rest of this paper, tge maxiaaum likelihood method will be implemented by (11).

T

III. CAICULATION OF MAXIMUM LIKELIHOOD FUNCTIONS

Search techniques cannot be used to maximize the likelihood function (11) because of the lasge number
of local maxima. To solve this computational problem the concept of a feasible track was introduced.
Then the maximum likelihcod of e&éch combination of feasible tracks was eva)uated.

In this stuay, 5 scans were considered and a feasible track required at least 3 detections, Furtaermore,
all detections in a feasible track were rejuired to be within 2.6 runge cells of the line joining the
first and last detections. If twn feasible tracks differ only by misses, for instance (Il, I, 13, 14, Isi
ad (M, I, I, 14, M), the track with additional misses is only :etained if its velocity differs from

tle other track velocity py more than 30 ft/s where velocity is determined from the first and last
detections.

Nert he maximum likelihood is calculated for all single tracks. A direct search technique iz used to
determine the targat's position on the first and last scan. For each detection associated with the track
it is determined whether it is more advantageocus tc label the detection as coming from the track (witir its
associated Gaussiar erior) or whether to declare a false alarm and a missed detection*. At the end of this
process, if a track hac a detection fo- each scan, it is called a "perfect" track.

Next, the likelihood is calculated for each possible two-track combination. That ig, if there éxe 39
feasiblo tracks, there are 30(23)/2 = 435 two-track combinations. If the two tracks do nov have any
comon detections, the two tracks are said to be "isolated" and the maximum likelihoods for the s _njle
tracks are used. On the other hand, if t*e two tracks do have commorn detections, each track is considered
to extend from its first to its last detec .ion., For each detection associated with only on2 track, it is
determinred whether it is more advantageous to label the detection as coming from the track (with its
associatad Gaussian error) or whether to declare a false alarm and a missed detection. For detections
common to both %racks, cne of three actions is taken: 1) declare the tracks unresolved, 2) associate the
detection with the nearest track and declare one target miss, or 3) declare two missed detections and a
false alram. It should be noted that all of the previous calculations proceed on a scan-to scan basis
Therefore, it is possible to obtain a slightly different likelihood if the sScans were evaluated in a
different order (e.g., if one introduced a miss on scan 2, one may not want (o. be allowad) to i-~troduce a
miss on scan 3).
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F& After all two-track combinations are evaluated, all three-track, ‘our~track, etc,, combinations are
& evaluated. Usually, if the true arswer is an n-~track combination, all n+l-track combinations are evaluated.
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Next, the best track combinations (usually the besc 5 to 10 are saved) are maximized by the s- nf direct
search techniques in which each target's position on the first and last scan 1s varied. Fiia.lr, the
track combination waith the maximum likelihood is chosen as the correct set of tracks.
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When a large number of tracks is present, the computational time on NRL's ASC computer can bacome exorbitant.
For instance, calculation of the likelihoods for a four-track combi.ution of 25 feasible tracks reguires

40 seconds. Thus, to ‘ncrease computation speed the method was modified to take advantage of "perfect"
tracks-~those that have detcctions on each scan. Since it is very likely that the perfect track will be

in all the high likelihood track ccmbinations, only track cumbinations that include the perfect track (or
tracks) will be evaluated. For instance, if there are 30 feasible tracks and tracks 2 and B are perfect
trucks, only one two-track combination, 28 three-track combirations, and (28){27)/2 four~track combinations
will be evaluated. Thus, for this example only 407 (1 + 28 + 28(27),’2) irack combinations need be evalu-
ated instead of all the 21900 possible track combinations: (30(29)/2 + 30(29) (28)/6 + 30(29)(28)(27)/24).

i

1V, SIMULATION DESCRIPTION

Before the results of several simulations are yiven, the data generation technique will be described
briefly. The targets are assumed to be travelling in a4 st.aight lire at a constant speed., The radar
detections are generated on a scan basis in the following manner: A decision is made on whether or not a
target is detected. If a target is detected, its position is calculated according to the straight line,

. and a Gausgian wander is added tc its position. Next, false alarms are generated according to a Poisson
" density, and all the detections are ordered in range. The detections are examined, and it is decided,
whether adjacent detections should be merged. If a detection is not merged, a Caussian measurement erroxr
is added. 1f several detections are merged, all merged detections are replaced by a single detection
whose range is a Gaussian measurement error added to a dete.cion uniformly distributed between the nearest
and farthest merged detections. *
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A miss is never introducad if the miss lowers the number of detections below that required for a
feagible track.
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v, RESULTS

The pertinent simulation parameters are given in Table 1, and the target parameters are given in Tablas 2.
The maximum likelihood aprroach was applied to 10 indepenuent realizations of the 5 cases given in Table
2; and the resuits are surmarized in Table 3. Of the 50 cases run, 7 were incorrectly identified.

TABLE 1 - STMULATT.N PARAMETERS

PARAMETER VALUE
5
Nunber of scans
Number of misses allowed in track 2
Probability ot detection ! 0.85
Average number of false zlarms per scan 0.3
Gaussian wander, standard deviation 100 ft
Gaussian neasurement error, stonviard deviation 100 ft
Range interval 2.0 nmy
Rang : cell dimension 500 ft
Scan time 5.0 s
Penalty factor for resolution (PR; 0.1
Penalty factor Yor misses (FM) 0.2"
TABLE 2 ~ 'TRACK PARAMETERS
CASE NO. OF
No. TARGETS INITIAL RANGES (nma) VELOCITIES (ft/s)
1R 1 U(98,100)* G(1000,50)t
2 2 99.4 and 98,7 925 and 10C0
3R 3 u{98, 100)* G(L000, 50)T
3 3 93,1, 98.9, and 98.7 1000, 1000, and 1000
4 4 99.2, ©8.7. "".£, and 98.1 { 950, 300,1000, and 900

* y(98,100) 'ndicates that the initial target positions are uniformly
distributed between the *wo raanges given

+ G{16N0,50) indicates that the velocities axrc Gaussian distributed;
the first fiqgure repr:sents the mean value, and the second gives the
standard deviation

TABLE 3 - SIMULATION RESULTS: NUMBER OF TIMES VARIOUS
TRACK COMBINATIONS WERE SELFCTED

C:zE ONE TRACY. TWC TRACKS ] THREE TRACKS FOUR TKRACES
N Correct Incorirect Correct. Inuenrr:ct Cerrect Incorrect Correct Incorrect
1k 10 :
2 10 |
3R 3 & 12
3 1 9
E} 1 . 8 12

2 At least one track had a velouity error gr-.cer than 10%

However, 1t was judged (by the authcrs) that all 7 1incorrect solutions were the mos:t reasonable
resuit. Tn mc~t cases wheres the nuwaber of tracks was underestumated, the true track contained fgwex than
three detect.ous and tnese wer: incorrectly assumed £, 1ls. alarms, The two cases wnere the track had a

veiocity 2rror greater than 10% occurred because the track either used a filse alarm or stole a detectaon
from another track.
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The ten examples of the four-track situation will be reviewed to illus“.ate the maximum lik~lihood method.
The detections made on five scans on each repetition are shown in Fiys. 4(a) through 4(3). In each figure
the total range interval is 2 nmi. Note that for presentation purposes the ranges have been normalized by
adding 5000 ft per scan, which corresponds to a velocity of 1000 ft/s. In the figures, dots represent
detections, M's represent missed detections, arcs represent unresolved detections, FA indicates a false
aiarm, and the dashed lines represent the trum tracks. In each scan the detections are numbered from
rigat to left.

In Frg 4la), the selection in accordance with the maximum likelihood is the following combination of four
tracks: (1,1,M,M,1), (2,2,M,1,1), (3,4,M,2,2), and (4,3,2,3,3). The nearzst false likelihood
involving track (1,1,1,M,M) instead of (1,1,M,M,1) was only five times smaller.

In case 4(b), the three tracks (1,1,1,M,1), (2,2,2,1,2), and (3,M,3,2,3) were .elected., Although incor-
rect, this obviously is what a reasonable person would select. The closest likelihood to this solution
differs by a factor of 1€00.

In case 4{c), the correct tracks (1,1,1,1,1), (¥,2,2,2,M)}, (2,M,3,3,2), and (3,3,4,4,3) are chosen. All
other track combinations considered are simple variations of the above tracks.

In case 4(d), tbe correct tracks (i,1,1,1,1), (M,<,2,2,M), (2,3,3,3,2), and (M,4,4,4,3) are selected. The
closest likelihood, which is not a trival variation, differs by a factor of 10000.

In case 4(:), the correct track comoination (1,1,1,1,1), (2,2,2,M,M), (2,3,3,2,2), and (M,4,4,2,3) had the
largest likelihood. The largest likelihood of a three-track combination, ignoring track 2, differed by
1000.

In cas2 4(f), the track combination (1,},],1%,1), (2,%,2,M,M), (M,3,3,2,2), ard (3,4,4,3,M) was selected.
All otuer combinations considered Jece simple variations of this case.

In case 4(g), the correct track combination (4,1,M,1,1), (M,2,1,M,1), (1,M,2,2,2), and (2,3,3,3,3) was
selected even though there were only five datections on the first two tracks. The second largest likeli-
hood, which dropped track 2, was 25 times smaller than the maximum likelihood.

In zase 4(h), the four track combination (1,1,1,1,1), (M,2,2,2,2), (2,3,3,3,3), aad (3,4,M,4,4) was
sclected. The second track selected two false alarms (detections 2) on scans 4 and 5 inctead of detuctions
1. The likelihood of the true track combinaticn differs from the maximum by a factor of five.

In case 4{1), the correct tracks (1,1,1,1,1), (2,2,2,m,M), (3,3,3,2,2), and (4,M,4,3,3) were selected.
The likelihood of the three-track combination ignoring track 2 is 100000 times smaller.

In case 4(j), the correct trucks (l1,1,1,M,M), (2,M,2,1,}), (M,2,2,M,2), and (3,3,4,2,3) are selected and
the close.t 3-tiack combination wiffers by a factor of 10000.

In summary, in the 10 repe~itions, two falre track combinations were selected. Howeve:r, both of these
false track combinations were very reasonable solutions, That is, with the given detections these are the
tracks one would expect any cperator or algorithm to deduce.

Since the maximum likelihood solution assumes that the probability of detection (P.), probability of false
alar (P_ ), and Gaussian measurement error (C) axc all known a priori, a sensitivity analysis of the
four-track combination was conducted. 1n the first case, the probab.lity of detection was assumed to be
0.95 instead of the true value of 0.85; in the second casu, the average number of false alarms per scan
was assumed to be 0.6 instead >f the trae value of 0.3; in the third case, the Gaus:iian arror . .sr assumed
to be 200 ft instead of the .ue value of 100 ft.; and in the last case, 2ll the inccrrect asstuuptions
were made., The results are shown in Table 4. The three repetitions that produced differont results were
1, 7, and 1¢. In case ) (referring to Fig. 4(a)) when a lurger Gaussian error was assumed, track (1,1,M,M,1)
was replaced by track (1,1,1,M,M). This had the effect of removing a false alaxm. In case 7, different
tracks were prcduced when one assumed P = 0.95 and/or 0 = 200 ft. The resulting three tracks (see F.g.
4(3)) are (M,2,!,M4,1),(1,M,2,2,2), and ?2,3,3,3,3); that is track (M,1,M,1,1) 1s no longer detected. 1In
case 10 when all the incorrect assumptions were made, track (2,M,2,1,1) was dropped, resulting in only the
siree tracks (1,1,1,1,1), (2,2,3,M,2), and (3,3,4,2,3) being detected. In general, the maximum likelihood
method is rather insensitive to the assumed parameters. The parameter that it is most sensitive ‘to is the
Gaussian error.

Vi. RAID LETEC/OR

In general the maximum likelihood meth.d of initiating tracxs works extremely well. However, since the
method cannot be implemented because of the cumputational requirement, a modification of a raid detector
studied by Flad [1977) is presently being investigated. The basic idea is to declare a target raid and
estimate the raid vel.city and number of targets in the raid.

A raid is initiated wnen M, uncorrelated detections on a previvus scan correlate (associate) with the same
M2 detections on the present scan. (While one would prefer to initiate Ml“ tentativ: tracks, the corpu-
tational time required grows exponentially). As shown in Fig. 5, raid tracking is pevformed by first
calculating the raid velocity, which is determined by the centroid of the raid detections on each scan,
and then i1sing the raid velocity to predict new positions for each target detected on the present scan.
Flad uses a fixed £ filter for velocity, uses the present detections as the smoothed positions, and
makes nc attempt to estimate the number of targets in the raid.

We are presently changing the value of B on a scan-to-scan bases: usire a higher value for 8 if the
number of detections on the present and previous scans are the same, nurber of targets in the raid is
heing estimated by two methods: maximum )ikelihool estimate and minir n of a cost functicn. The
mexamum likelihood estimate consists of finding the values of ﬁT {the ., .=r ot targets) and PD
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'; ; «»f{EN INCORRECT PARAMETERS ARE USED
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: ! REPETITION | ¢ RRECT " ASSUMED ASSUNED ASSUMED ALL INCORRECT !
ks 4 % NQ. ASSUMPTIONS ?D = 0.95 NO, FA = 0,6 o = 200 ft, ASSUMPTIONS :
E » H 4
1

3 N H

kS ’ s L 4 4 4 4* q*

B . 2 3 3 3 3 3 !

A : !

{ 3 4 4 4 4 4 !

2 N 1
: 4 4 4 4 4 4 i

5 4 4 4 4 s ;

s ; 6 4 q 4 4 4 )

R ! 7 4 3 4 3 3 1
; 8 4 4+ 4 4* 4w f

b 9 4 4 4 <

2 10 4 4 4 3

& t * At least one track had a velocity error greater than 103,
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X,
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E " N S b} t

< o : L(N, JP) = 3 -

it T D n E PR(l) PFA(Nj-)-), (12)

3
:{_"‘ :5 g j=1 100
il ‘
b 29 N
E 4 : where PB(i) 1s the binomial detection probability of i1 detections of N,r targets
24 ¢ H
X . N
P F . T i N _(
B Mo ' ] -
B ;% . PB(i) L (PD) 1 l’)) T ) {13)
§ 3 :
3 bt‘. g PFA(R) is the Poasson probabilaty of k false alarms per scan
: 9 : x_-A
3‘ . e P?A(k) =  ATe "/k! ' (14)
; & ! and N. is the number of detect‘sns in the raid on each of the N_ scans. In this formulation, the false
; 5 alarm’density A is assumed to have been estimated via environmental map monitorlag. Tae second meclod
% : minimizes the cost function
s
* :
5 2 2
% 5 1 - - | - - -
% -} CINLPL) = (u- NP -+ log =N Po(1-PL) -2 (15)
7 2 ¢ )
“’ ». 3 where U and O are the average and variance of the number of detections on each scan., For a given NT'
K :%. the value of Py that minimizes (J5) 1s
¥ .
& e £ t
- : f Py o~ f2u-2) #11/(2N ¢ 2) (1) '
b - d
; " where the appropriate sigh depends on whether t! - term within the absolute value is plus or minus. !
E> 3 \
s o) 5 The two methods were compared by using 100 repetitions of a casc where Ns = 10, NT = 3, Po = 0.8, and i
7 i A A = 0,3. The results are summarized in Table S. '
Rd L ] :
: 3 P TABLE 5 - COMPARISON OF MFTHOIS FOR ESTIMATING ;
5 - " NUMBER OF TARGETS IN A RAID ;
ES G ;
V¥ .
: . { T A ¢
ey N ESTLMATION METHOD LWMBER OF T"RGETS ESTIMATED 3
b "
; ¢ 1 R 4 5

", MAXIMUN LIKELIHOOD ESTIMATE o ’ 72 25 3

Y COST MINIMIZATION 0 11 76 10 3
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Comparing the two methods, both methods yield similar results except for the fact that the a-ximum
likelihood methnd tends to overestimate the number of targets. It should also be noted that the cost
mininization is about 5 times quicker to calculate, since the maximum likelihood method requires a search
to find the value of PD that maximizes (12).

VII  SUMMARY

The maxamum likelihood method of initiatinc tracks works extremely well. However, the method cannot be
implemented because of the enormous computational requirement. For instance, it tovk 40 seconds on the
NRL's ASC computer to evaluate all possible 4-track combinations of 45 feasible tracks when none of the
feasible tracks were "perfect". Thus, a more practical procedure must be considered. Presently, a
modification of a raid detector studied by Flad {1977) is being investigated. The basic idea is to !
declare a target raid and estimate the raid velocity and numbec of targets in the raid.
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IX APPENDIX~~1IXELIHOQD OF MERGED TARGETS

7

If several targets are me-qgec, the position of the unrasolved detection is given by

X =y + 2z, (V)

where y 1is uniformly distributed between plus and minus A (the nearest and farthest predicted_taxget
positions of merged targets) ¢énd z ts a Gaussian measurement error with mean © and variance 0, The
density of x 1s given by tne convolution,

A
_ 1 1 -(x—y)2/202 dy . (2)
plx) = e 1 ° \
A (210°) ,

Equation (2) will now be evaluated for the two special cases when A >>0  and when U>>A., If A>>0 |

and lxl<A {(1.e., detection 15 betweer predicted positions), the integral of the Gaussian density is

approximately 1, and {2) reduces to §
1

If A>>0 but [xi>A (1.e., detection outside predicted positicns), p/x) is approximately given by

P(x) = — ¢(»'%: (4)
2A
where |x|= A+ &
and T 5
om = j - AT (s)
van

1 -0
13 )
! Iv 1d be noted that the situation |x|> A will raxely occur when a>>c. :

.2 f
' . When 0>>A and ix|< A {(which will be very rave), the exponential is essentially one, and p{x) reduces §
. to :
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5 A 1 3
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i o Pl = 2.1/2 ()
I 0w (2n07) 35
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where |x| = A+ 8. Corbining (3) threugh (7), p(x} can be approximated by

. AL B KT

2 2
i) 9-6 /20 @)
Max{2a, (27!02) 1/2}

vhere & = Max {0, x-A, -A-¥} .

iy S W S AW

- e e o mmmn T A——— i Am—— R

PR

s

\
.
‘ .
H
g ;
3
H
*
: .
: 1
; . :
(N l ’
v B .
\%( :
g i

AR PR

;
: [
é i
g ;
i
i 1
§ b
| '
% ]
i .
!
{
: :
4‘ ‘
N
R .
e ¥
e

;g..

&
faned
2%

]
%, :
“ o

::f

EY :
ke ‘
S 20

Bl ‘
2.

LA
g

,(.v
=Sy
chad PXTY

3

et

4

»,
.

A,

NI
R P R M

e T, 28




e TSI e S Byt 7o KR O AEFRTIR T T, « one 18 N P

14-10

e et R el W T R A F R

3

8
a
7
{
4
H

SCAN
NO
1k ] .
|
2 L 4
. 3t ]
4 r
5 | -
. RANGE
Fig. 1 History of five scars of three tracks showing all detections
gresent,
i
i
i
SCAN ‘
10 |
I - @ 'y ~1 ;
2 ® * [ ] ® = ;
¢ 3 - " ° 7
a4 [} Y b N
E s -
: s+ ° ‘]
¥
!

. RANGE

) Fig, 2 History of five scans in which detections were missed, detections

were merged, and false alarms cccurred.

-
. 1
14 ¢
- .
~~ “ ~
». Y
L -
i :
132 ol ! -
N N =4
e <
T e
0 2
S T b
g, ' N
gt © 4
oy :
L ¢
" -
~ L £ - .
3
el
R U
S
=
y o n
X *
;’:. . ]
Lot e
s -
o7, s
s P25
[N bl
S o o
RNt =
i ~ .=
s H
e 1, .
Rl Nk

R I T e R - -
e "

A P PN T D 2y W T WA SO g s o o v S S TN e e o ams

T T I e TR



Aty 5
’3}2

iy

)
TAEE)

PR A R

SR NRAIR Ain A A e n

‘?‘!Ww»—w—w,, o ——— o B
R R S o SR N YR by g, s Mmfh

SCAN
NO.

4t e o M ~
2 ]

5 } M o M -
!

- 37km(2n.mi) —>

RANGE INTERVAL

Fig. 3 Scan historxy showing a false crack created as the result of a

false alarm and the incorporation of dercctions of actual tracks,

(.
B




R v > r N
Sl wywmx‘:'i’é"l@m%wwww5?.%‘»%%*?ef*@e‘ifa%?m%mm :
14-12 ) ) T

SCAN
NO.

—

FA
o

“\g-

L J
1

o

g—————ﬁ-.—-
Jmadii N
® ~—

v

3.7km (2n.mi)
RANGE INTERVAI

4

Figure 4(a)

The diagrams(a) through (j) making up this figure present 10
iterations of one simulated 4-target raid and the radar detections
that occurred. The variations in results are caused by random

false alarms that were introduced and by noise and clutter. Dots
represent detections, M's represent missed ‘detections, arcs represent
unresolved detections, and FA indicates a false alarm. The dashed

lines show the true tracks. In each scan the detections are

numbered from right to left,
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DISCUSSION

H.B.Driessen, Netherlands
What is the criterion to decide if the track was correct or incorrect (Table 3)?

Author’s Peply
A track is incorrect if either there are the wrong number of tracks or a track has a velocity error greater than 10%.

(See footnote on Table 3.)

G.8Binias, FRG
Have you determined the prooability of losing tracks by using the raid tracker’s velocity (acceleration) estimation

instead of estimating values for individual targets?

Author’s Roply
Ne. However, since the raid tracker shouid only be used in a denss detection environment (where individual tracks

will have either missed or false correlations) we would expect the raid tracker to have better performance.

D.B.Reid, USA
How does your work compare to Morefield?

Author’s Reply
Morefield does not consider the probability of resolution in his formulztion. We have tried to use his integer

programming method, although it cannot be applied directly since the probability coefficients will change if there
are unresolved detections. However, we are presentlv trying to modify his method.
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AUTOMATIC RADAE TRACKINC IN TERMINAL AIR TRAFFIC CONTROL FACILITIES

Hugh G. rcEvoy
Federal Aviation Administration
Washington, D. C., U.S.A.

ABSTRACT

The 62 busiest air traffic control terminal facilities in :he United States have been equipped with a
computer-aided radar detection system which has been called ARTS III. The acronym is derived ¢rom Auto-
matic Radar Terminal System. This system was deployed in the field during 1971 and 1972. The ARIS III
has bzen held up as an example of a succesaful program since it was done on schedule and within badget
and was very well received by the operational work force.

Although the system is highly relisble, it is totally simplex and is very basic. Only transponder-equipped
aircraft are tracked within the basic ARTS III. The main tailure mode of the system is the use of analog
wideo which would still be available in the event of a digitizer or compvter mwalfunction. One c¢¢ the main
reasons which dictated beacon-only tracking was the difficulty in developing a digitizer to handle primary
radar in the termii.al environment. Site characteristics, antenna rotaticnal rate, and pulse repetition
frequency of terminal air traffic control radars resulted in a high sampling rate not only of desired
targets tut of ground ana weather clutter.

The FAA, together with Sperry UNIVAC, has developed a radar tracking system for use in the terminal area.
The extractor is referred tc as a Sensor Rece ser and Processor (SRAP). It detects both primary radar and
secondary tadar targets and correlates the two for transmission to the central computer. The primary radar
extractor portior of the SRAP employs a rank order quantizer as the first detector so (ha* quantizing of
signals is done on a i .n-porametric basis. The device also employs a dynamic correlation measurement
technique to produce a tight clutter false alarm control. The ARTS 111 computer program has been modified
to arcept data ulready azimuthally correlated between primary and secondary signals.

INTRODI'CTION

Thirty-five years ago we were ia the middle of World War Il and the early applications of radar to the
problem of air defense were heing followed. It had also become apparent by that time that radar could
also be used for the guidance and safe landing of friendly aircraft. Ever since thav time developments
related to radar were influenced by both of these applications.

Twenty years ago the state of the a.: relative to real time command and co.trol was the SAGE systea. This
wag the Semi-Automatic Ground Environment developed for North American Air Defense. It was obvious to
many, especially from the military, that thie system could also satisfy all the requirements of the FAA
for air traffic control surveillance. A close investigation of the SAGE system, however, led the FAA to
the conclusion that additional developments were necessary to produce a system which could satisfy the
specific requirements for air traffic control although it was granted that the requirement of providing
surveillance of an aircraft was common between the air defense and the air tra:ific coatrcl mission.

[uving t.e 60s the FAA initiaced the develcpment of NAS E. Route Stage A. This system has now teen deployed
at ail 20 of the air route traffic control centers in the 48 cotermincus states and provides an autorctic
radar detection and processing capability on both primary and secondary radar. The same digitizers were
proposed for use in a terminal air traffic control enviionment but tnis was discarded i the late 60s
because of a number of constraints imposed by the more severe terminal environment. Among tuese factoxs
are the greater maneuvering aspect from aircraft in the terminal area, the fact that aircraft are,
generally speaking, closer together, the requirement that the environment be scanned at a higher rate, the
higher pulse repetit.on frequency resulting from the iacrrased antenmna rotational speed, and the lact that
there are less prerogatives available with respect to sitiug criteria since the radar antenna usually must
be sited on the airport. As a consequence of these difficulties in digitizing primary racdar for use in

the terminal, it was decided to implement automation in a marmer whereby only secondary radar was digitized
and utilized by the computer. The ARTS II1 system was developed and deployed on that basis and is now
operating in the 60 busiest terminal areas in the United States. This system was well received in the
field and has been very successful.

Even before the basic ARTS 1II systems were deployed the FAA launched an ARTS 111 Enbancement program.

Some of the produsts of this enhancement prcaram have already been deployed. One of these is the Minimum
Safe Altitude Warning (MSAW) program. This program compares the altitude being transmitted from a trans-
ponder and compares this with a couputer stored msp of safe altitudes aund desirel heights along the approach
course. When the computer determines that the project:d course will result in an unsafe altitude condition,
an audio and visual alert is provided to the controller. Another product of the enhancement program which
has been deployed is the Conflict Alert program which compares trajectories of all aircraft pairs rvithin
the surveillance capability of the system ard provides alerts to the controller when a potential conflict

is found to be imninent. The main thrust of the enhancement activity, however, has been related to system
rexziabpility, system capacity and the addition of primary radsr capability. Although the ARTS Il system
has demonstrated good reliability the system is simplex and no redundancv has been provided for either

the computer or the secondary radar digitizer. Since the digitizer data has been superimposed on an analog
display the most cbvious failure mode is one where the total snalog picture is still available.

Since it 1s apparent that every additional functional capability which gets added to a system such as
ARTS III results in additional data being presented on the controller's display, it is believed necessavry
that the problem of display clutter must be solved. The most obvious direction is to move toward a full
digital ARTS system. The elimination of the analog data could tidy up the display to the point where
additional data could be provided in such a manuer as to be easily ingested by the controller, It is
obvious that & required condition necessary for the vemoval of the broad band data is a significantly
increased system relisbility. To this end the ARTS III ccmputer has been modified to provide a multi-
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processing capability. The computer program cxecutive has been redesigned to make use of this multi-
processing capabilicy and operate in a tail safe/fail soft manner.

The baslc ARTS III system provides beacon-only tracking. The tracker has heen optimized with respect to
the probability of correlation of a track and a datum point on a scan basis. Some measurenments have shown
this probability vc be in rhe order of 85 percent. A study has shown (Birkholz, Heidbrink, Wold, Ortober
1972) that the addition of primar' radar to help in the correlation process would improve the probability
¢f correlation to somnething in the order of 99 percent. This would indicate that in the high dersity
terminal environment even with a high ircidence of transponder equipped aircraft, the improved tracking
reliability provided by the addition of digitized primary radar is justified. At the lower density
facilities, it is obvious that the addition of digitized primary would allow for the tracking of nor-
rransponder equipped aircraft. This improvement to the ARTS III which includes the fail safe/fail soft
executive, the fail safe/fail soft program and the addition of primary radar tracking is referred tc as
the ARTS II1IA system and is rresentl« being deployed.

With a view toward the eventual full digital ARTS svstem, the FAA's Recearch and Development Service has
deployed a system in the Tampa, Fla. area to demonstrate the feasibility of all digital operations using
the ARTS IIIA system as a bas¢. An ASR-6 radar at Saiasota, Fla. nas been digitized and digitally remoted
to the control faci ity at Tanpa some 35 miles away. The device that provides the digitizing is the Sensor
Receiver and Procesxor (SRAP) designed by the Defense Cystems Division of Sperry UNIVAC (Freeberg, Joyce,
Kemp and Saltsman, December 1975). The main thrust of this paper will he to describe the operatlon of the
SRAP. 1In addition to providing digitai-only data to the Tampa controller« based on the Sarasota radar,
digital surveillance dats from both tne Tampa ana Sarasota radars are transmitted in narrow band fashion

to four satellite towers and the information is presented on a Tower Cab Digital Display designed by
Magnavox.

SENSOR RECEIVER AND PROCESSOR (S5RAP)

It is probably true tna. « , description of ~ radsr digitizer or plot extrxacior starts out bv saying the
intent is to provide the maxiwm'm probability of detecting targets and at the same time providing a minimum
false alaras rate. Trite as thic might be, this is certainly the intent »f the radar process cubsystem for
FAA's terminal air traffic control. The basic system consideration is tha number of detection levels or
filters,designed so that interference is discririnated against as early in the processing chain as possible,
to limit the amount of processing required, and in addition, to opt! ilze the relationship between target
detection and false targels. The first detector can be thuught of as being op a microsecond to microsecond
basis. Its main function is *o determine along a sweep radianl indications of a signal as distinguished i~om
recexver noise. The uecond detector is the device wrere signals which have been quantizec are correlated
in azimuth *o produce target reports. Figurc 1 is & block diagram of the SRAP. This paper concentrates

on a description of the operation of the primary radar processing and, theref:ce, is concerned with the two
boxes on top: the Radar Extractor (REX) and the Radar Microcomtroller (RMC). The boxes below handle
secondary radar and the CPS correlates radar targets with beacon targets.

Radar Extractor (REX)

The range of the radar is brcken down into range cells in the order of & pul<e length which is the basic
resolution capability of the system. One way to discriminate betwezn signal and noise is on the basis of
a priori knowledge of the siznal and noise characteristics. A discriminator designed on this basis would
be called a paraaetric detector. The properties of radar signals and noise are such, however, that much
of their behavior is not predictable and a2 discriminator which is non-parameiric is desirable. Among the
non-parame‘ ric cevices considered there arz devices such as the multi-level quantizer and the rank sum
quantizer but the one choseu ior the SRAP is the rank order quantizer.

Video signals from the radar receiver are presented to the SRAP input. A range clock synchronized with the
radar triggers provides for the sampling of :he radar video every sixteenth of a mile in range correspond-
ing to a sample time of 727 manoseconds. This compares with a pulsewidth of 833 manoseconds for the

ASR~4, 5 and 6 systems. The video awplitude in each range cell is quantized by a ten-bit analog-to-cigital
converter comrensurate with a 60 db dynamic range. Since it is necessary to quantize both MII and NOMAL
video the converter is time-multiplexed between the itwo videos and 2 ten-bit sample of each is prodaced

for each range cell (See Figuve 2).

Since the ASR~7 and ASR-8 cen provide diyitai video, the option is available to accept .en-bit video
samples, to compensate for ojperation in frequency diversity and provide time-multiplexed ten-bit samples

of normal and KI1 signals each range cell interval. The alternative for these radars is to use the digital-
to-analog converters in the radar receivers io provide synthetic amalog to the analog-to-digital converters
in the SRA?. The rain problem with this alternacive is that I{n the digital-to-analog-to-digital conversion
some bits are lost which compromises the operation of <he Rank Order Quantizer.

The Rank Order Quantizer (ROQ) consists of a shift register which {s 27 range cells long by ten bits wide
(Figure 3). At a given time the ten bits in the center of the registex represent the amplitude for the
range zelli to be quantized. The surrounding locations hold the values for the 13 range cells preceding
and the 13 range cells following. The two range celle jumediately surrounding the candidate cell form a
guard ba'd and are not considered in the comparison operation. The contents of the centex cell are compared
with the contents of the other 24 cells. For half of thc comparisons the value of the center cell must be
greater than the othsr cell to score a one while for the other half a greater or equal ccwparison will
score a one. The score for these 24 comparisons is then tctaled yiel'ding a count between O and 24. Since
both NORMAL and MTI signals must be quantized, the actual shiit register has 533 renge cell positions and
is clccked at half range-cell increments. The output is a five-bit rank fwice per range cell - one for
NORMAL and one for MTI. The ROG is a distribution-free detecior and so it produces s constant bit rate
which can be predicted on the basis of the thrashold settings esseantisilly independent of the statistical
variastions in the amplitude of the video. For example, at a threshold se:tting of 24 the p.otability of
quantizing on noise would be 1/25 or 4X%. At a setting of 23 the resvlting prou-uility is 8%.
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Hit Processing

Referring to Figure 4, the next obvious operation {s the use f the rank numbers to determine "hits" for
the purpose of target declaration. For each racge cell the ranx number is compared to a tareshold
provided by parameters stored in the radar microcontroller (RMC). If the rank is greater than or equal
to the threshold a "1" 1is generated for that range cell. This results in two serial bit streams, one for
NORMAL - one for MII, wiih each serial bit representing the presence or abseuce of a hi; in a particular
range cell. Selection between the NORMAL and MIT serial bit stream for tacget detecti n is based on
feedback from the clutter map generated in the RMC.

In addition to processing hits f.r the puipose of target declaration, it I1s also necessary to estimate

the clutter situation for purposes of threshold setting, video selection and weather detecticn. The first
step in this process is to produce clutter "hits' analogous to the target "hits described above. The only
differences in the process are that a separate threshold from the RMC is utilized and there #s no selection
betveen NCRMAL and MTT so that a full range of clutter hits is provided for both.

Target Declaration

A range-oriented memory consisting of a 27-bit word for each range cell is the basis for the tavy:t
detection logic. On the basis of the clutier map generated in the RMC bits from either the NORMAL or MII
serial streem are presented to the renge~ordered mewory. The following informaticn is accumulatad eud
stored utilizing 23 of the 27 available bits:

MC Miss Count, nwumber of successive misses after last hit

HC Hit Count, number of hits since start of che record

sC Sweep Count, number of sweeps since the first hit

SW Sweep Moment, accunulated sum of sweep counts assoclated with hits

Target end is indicared by the Miss Count (MC) reaching a Miss Count Threshold (MTC) provided 'y the RMC.
When this occurs .he hit count is examined to see if it las reached a Hit Ccunt Threshcld (H*T) also
provided by the RMC. 7¥f so, the recerd 1s sent to the REX FIFO buffer for processing by the MC.
Otherwise, the record is fiscarded.

Clutter Monitor

It has been shown (Lefferts, Robert E., May 1976) that for the purpose of discriminating agal.st clutter
and fovr detecting weather returns a real time estimate of the clutter azimuth correlat.on tactor is more
significant than a measure of total energy returned. The method chosen for estimating the ccrrelation
factor is the counting of 'isolated hits". An '"isolated hit" 1s defiaed as arn output of the ROQ meeting
or exceeding a threshold fir a particulai range cell while being less than the threshold op both preceding
and succeeding pulse periods. Clutter monitor words each consisting cf four fields hold the sum of the
isolated hits for NORMAL and MTI over twc range increents of 32 range cells. These words are stored in
the REX FIFQ buffer for processing by the RMC.

Radar Microcontroller

The Radar Microcontrcller (RMC) is &« general purocse microprocessor wh:ch operates at a basic speed of 200
manoceconds per instruction. Information furnished from the REX 1z st.red in thc First In/First Out (FIFUL)
buffer. The basic outputs from the REX which are utilized by the RMC sre primitive target repoits from
the targe: processing logic and isolated hit counts frum the clutter mcnltor logic, Th2 main functions of
the RMC are the following: 1) Determination of target ranyz azimuth and quality; 2) Flltering ~f targets
on the basis of quali.v and formatting for output; 3) The scan to scan to scan int~gration of the norma’
isolated hit counts and generation of a cluttur map for NCRMAL/MTI seluction; 4) Computing of areas of
light and heavy weather and fo.matting for ovtput.

Clutter Monitor Were FProcessing

For the purpose of proces ing normal isclated hits, the coverase area of the radar is broken down iuto

zones which are 32 range cells by 32 azimuth chu.uge pulses. With a 64-mile range this provides 4096 clutt(r
zones in one scan of the antenna. Clutter won..or words received from the FTFO contain ’ -bit vepresentations
of the mwmbers of is:lated hits over 32 ranpr cell increments of the -weep range for both NORMuL snd MTI
clutter h.ts. Fcor each zone the number ol nurmal is-lated Lits is sccumulated in the Normal Video Isolated
Hits Sector Sumnary. These accumulated sums o, the uormal isolated hits in a sector are integrated over a
number of scans to produ.e a clutter map. This map 1s utilized as feedback to the REX for the selection

of eicher NORMAL or MII raipet hits for thy target hit processing logic. In each sector the accumulated
value cf normal iscla:ed hit count is compared agains* two threshilds: one I-r light weather and one for
heavy w~eather. The resuli of this comparison is the cumputaticn of a weathar mar which is formatted for
output.

The MTI isolated hits are orocessed in a cliding window which consists of a wedze 32 azimuth changes pulses
in azimuty. During each _weep the current isclated hit .cunt is added in:o the sliding window sud the
value which is 32 csweeps old is subtracted. This dynamic integrated value of MTI isolated hits is utilized
for secoud threshold process.ng of targets within the radar wmicrocontroller.

Teorget Processing

The first task parformed in target processing is to compare records from the REX for the purpose of
determining if there a-e any recccd. In adjacent range cells or at adjacent azimuths. The target range
and azimuth are then computed in a straightrorward fashion giving appropriate weighting to adjacent records.




Once the range and azimuth have been determined, a Jeterminaticn is made as to whether NORMAL or MIL was
-selected for that zone. In the case of MIT sclectior, a second threshold test is applied tc the record
hit count.: A threshold is computed on  tné bacis of th¢-isolated hits accumulatad in the MIT sliding
window. Any:Yeports which fall below this threshold are discarded: Target reports whose.range-and
azimuth: have been determined to- fall in- zones- where normel- video. has. been. selected. are- not. subjected to
second threshold processing, A report quality field of thrze bits is associated with each target veport.
Basically this identifier is a mdasure of how much the hit count excceds a specified threshold, Maximwm
value for-quality is 7 and any hit count which exceeds this value is tagged with the value 7.

SUMMARY

The SRAP has proven to be & successful .development for tbe addition of primary radar tracking to the
ARTS III systems, .The Rank Order Quentizer provides a constant probability of quentizing on noise
essentially {ndapendent of the statistical variation of amplitude of the video input. The technique of
counting "isolated hits" was found to be a good method.of providing an on-line estimate of the self-
correlation property of the environment. The use c¢f this measure of the correlation as the basis for
selecting MII or NORMAL and for the determiration of weather thresholds has been effective.

With repard to reducing the:declaration of targets due to clutter, it has been found that the us ‘ha
isolated MI'T hit count to thrashold the minimux hit count for target declaration in areas where !, 3
selected is effective in.controlling the false alarm rate. In addition, the use of target quality to
control the data load allows effective tracking of all targets.
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D.V Kyle, UK
Are any resolution probiems crea

Author’s Reply

Theoreticaliy, we would have a resolution problem with two target
this has not been a problem and resolution is as good or better than with SSR.

8%Py. In practice, iowever,
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EXPERIENCE WITH AUTOMATIC TRACKING SYSTE:S .
OF THE ROYAL NETHERLANDS NAVY

Leo Stigter, _
Centre for Automation of Veapon E
and Command Systems (CAWCS), '
Royal Netherlands Navy (RNLN),
Den Helder, the Netherlands.
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SUMMARY

This paper deals with the oroblems encountered and the experience gained with
automati: tracking systems for the modern frigates of the Royal Netherlands Navy.

1

The uvbjectives for introducing these systems are mentioned and compared to
the actual resv ts. At the moment we have several years experience with the 3D-
automatic tracking system aboard the "Tromp"-class frigates, while for the "Kortenaer'-
class frigates shore~based and initial seagoing trials have been carried out with its !
2D automatic tracking system for air targets and surface targecs. A converted "Van !
Soeyk"-class frigate carrying a sys.em similar to that of the Kortenaer is undergoing f
integration tests now,

A brief description of sorme tools used during the design of these systems is
inserted to give an idea in which way CANCS handles nroblems like this. Finally some
attention is paid to the direction of our actual develonment effert.

1.1, Ubjectives.
gt
§ The objectives to introduce the on board data handling system DAISY (Digital .
%% . Automated Informaticn-processing System) on our frigpates ar=: :
%ﬁ . i) bring the Command Information Center's workload down,
=

: 'ii) supply the command timely with a digestable amou::t of relevant and correct

’ information. ’

To achieve this in a cost-effective way straight-forward solutions are evaluated, and
in most occasions the degration with resvect to the theoretica: best solution is
neglectable., In our view the search for simvlieity is the best annroach in dealing with
the constraints imnosea by the available remory size, processing time and delivery
date. Meanwhile the teochnical risks are surveyable, and if bottle-necks arise, timely
reaction is possible.

1.2. Apnroach.
apnroach

Mifferent DAISY's have been jntroduced on various types of frigates, but the
similarity in operator interface -for saving on omerator training- and the similarity
in software ~for savine in development costs- have been regarded conscientious. This
approach led to -~ DAISY-family of close related cata~handling systems, only deviating in
areas, where necessary due to the characteristics of the tyove of shio.
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Automatic tracking being a subsystenm of these DAISY's should follow the
outlined directives. So the same set-up has been used for all automatic tracking modu}és!
and deviations were only allowed, if otherwise the performance of the system would be
Gegraded noticeably. ° - '
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1.3. Desipn considerations.

RISy

“é

Automatic radar data ncocessing can serve the prime objective. We distinguish

g‘ in this field operator initiated autoimatic tracking and automatic initiation systems.

%F The latter is the most attractive, 1f the number of generated false tracks is small and

% the track-duration long enouch. Othervise the rapid change of the tactical picture will

% confuse the orerator. Furtnermore the time to distinguish between true tracks and false

ﬁ tracks must be limited, and the core ~nu vrocessing-time needed must be available.

i' Operator initiated automatic tracking is less complicated mainly because the spontaneous

g generation of false tracks is absent. 5
3

As for both systems track-duration is relevant, some analysis was done in this
direction, revealing the sensitivity of the track-duration with respect to various
paraneters like detection- and false alarm probabilities, measurement accuracies, data
rate, filters and target accelerations.

The development of a suitable filter was done in parallel, as the requirements
to the filter became apparent during this prccess.

2. ''OOLS

2.1, Filter-development.

In the early development of tracking filters attempts were made to serve two
goals., The first is to realize orediction fur the next association, and the second is to
adapt to the required smoothness for the data-handling system. However in systems with
modelling errors, s well as noise - e.g. second order filters for manoceuvring targets-
the optimal solution for association is not suitable for the data-handling system,
Therefore we created a loop-filter to be optimized for association, while the
associavion process will make available a plot-string for the data-handling filter.

e

i

As the loop-filter a sen-or oriénted q/p-filter adaptive to "missed looks" and
range is used, The adaptivity is similar to that of the Kalman filter. The reached
. predicted position noise is comparable with the neasurement ncise, for the association
process takes into account the difference between predicted position and the actual
nmeasurement, so the rolevant parameter is the sum of the3e noises. The data-handling
filter selection depends on the use made of this information. In the present systems
the position information is used in the same way a8 raw radar video, and the same
accuracy is acceptable. Only target velocities need further smoothi, g, accomplished
with a tirst order filter.
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2.2, Track-duration model.

The unbranched tracking process can be considered as a Markov chain with state
variables bias and noise on the difference signals betseen predicted positions and
measurenents., To reach the next stage one of the following events occurs:

i) correct association

ii) . no sssociation _

iii) association with & "false plot"
The probabilities of these events depend amongst others on the vresent state, measurement
noise, gate dimensions, detection and false alarm probabilities and target behaviour. Ic
for a specific case these parameters are selected, bias and noise on the difference
signals arter.gach of these events; vhich define the next state, and the transition
probabilities between the various states, can Le calculated by means of fundamental
R probability theory.
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This chain has an innumerable amount of states. This amount can be reduced by
deciding that a track will reach the state "lost" after M successive fades or ufter N
successive false associationa. A further reduction of the chain is erfectuated by stating
that P successive correct associations will totally obscure the influence of the
preceeding measurements. Finally the Markov chain is made recuraive by reintroducing
lost tracks (fig. 1).

In thie way an irreducible, aperiodical Markov chain with stationary trarsition
probabilities is created. In such a chain the probability of loosing a track is eaiy to
calculate, and the reciproke value multiplied by tvhe measurement interval is the m.an
track-duration. This track-duration has to be split in two parts: true track-duration
and false track-duration. The false track-duration is determined by calculating the
N track-duration of a track with detection probability zero. In all applications it is
{ necessary tc verify that the values of N and P zre large enough to make their influence
N insignificant. This model is oversimplified but it suits the enpineering purpose. The
) objective to maximize the track-duration is reached in a heuristic way, by warying the
loop filters, gate dimensions and lost criteria. This can be decne for any given set of
radar- and target-parameters such as detection and false alarm nrobabilities, measurement
noise, measurement interval and target manoeuvres. For a given system only the
measurement interval is determined in a direct way. The other parameters are not
constant and can be subject to sudden changes. For the time being estimation of these
parameters is not done, because no way was found for reliable turn detection, which
causes the severest parameter change. Therefore the systems are made capable of handling
a broad class of targets with for instance a detection probability of more than 50%,
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? moderate targets accelerations and a false alarm probability inside the gate ranging

2 from .1% to 20%.

4

3% 2.3, Conclusions.

.

;@ The sensitivity research for an unbranched tracking process as outlined zbove
iﬁ brings out, tha% more sophistication in filtering does not pay because the optimum is

e faded away by the broad class of targets. Furthermore it shows, that the false alarm

, probability inside the gate is the more important factor that governs the track-duration.
f% As the gate dimensions in low data rate systems are dependent of the expected target

g? accelerations, the track-duration can be increased by reducing the capabilities to track
§§ . accelerating targets automatically. Taken into account that most targets do not turn

sharply, and that targets that do make these turns need operator attention anyway, the

5

¥ operator is assisted in the best way by optimising tne tracking of moderate acteleratifg
'é%‘ targets.
\:s'i k
B
et 3. PROJECTS
3.1. 3C-automatic tracking.

About 15 years ago the development was started to create an advanced antomatic
initiation and multitarget tracking 3D-radar for major ships. The rotating aerial systéem
(fig. 2} of this radar consists of thrze surveillance antennas, which are cspable %o
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produce on a time sharing basis six pencil-beams providing sufficient elevation
coverage, and two frequency scanned arrays to serve 3D-tracking. The surveillance systenm
is equipped with a full area plot extractor and the frequency scanned-arrays have a = -
range-gated plot extractor. The frequency scanned aréays can be programmed e€ither to- do
an elevation search scan resulting in an elevation and range measureément or, if the
elevation is known, a position measurement scan resulting in an azimuth, elevation and
range measurement.
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One of the intended operational modes of this system was 2D automatic detection followed
by validation, and finally leading to 3D automatic tracking. It was expected tnat areas
with higher false alarm rates had to be excluded from this mode. The exclusion would be
an operator task. However during evaluation on a shore-based test site it appeared that
under adverse conaitions a noticeable part of the coverage had to be excluded, and the
control of the exclusion feature would be a complicated operator task.

For the time beinrg
probably decrease the systen
decided to create the better

this mode is rejected tecause an operator misiudgement will
performance in the area of main interest. Therefore it was
surveyable system of operator initiated automatic tracking
aboard the "Tromp"-class frigates. Detection and valication ar= done by the operator on
basis of the surveillance video, while 3D-tracking is done automatically with thLe
computer controlled tracking beams of the frequency scanned arrays.
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3.2, 2D-automatic tracking of air targets.

Based on the experience with the complicated 3D-tracking system, the development
started to create an automatic tracking system for the "Kortenear"-class frigates,
equipped with modern 2D-radars. The data rate of the air warning radar is lower than tnat
of the 3D-radar, but it has a better range accuracy. Therefore the filter-parameters and
lost criteria have been adapted. As the control of this full-area extractor is far less
complicated, the result is a gqrite compact tracking module. Shore-based and initial
seagoing trials show, that tne system performs satisfactory.

With a few changes this module fits to the radar-extractor chain of the converted
"Van speyk'-class frigates. Results of the integration test of this system will be
available at the end of this year.

3.3, Automatic tracking of surface tarrets.

As high data rate is not of orime importance for tracking of surface targets,
and plot-extraction for this purrose leads to relative high false alarw rates, range
gated plot extraction is used to save computing nower. The loon-filter used is matched
to snall modelling errors, but agile enough to follow target turns. For a good veloeity
estimation a stale data-handling filter is needed. The performance of this system
on the "Kortenear"-class frigates is very satisfactory. The results of tne integration

of this system aboard the converted "Van Speyk"-class frigates will be available at the
end of tnis year.

3.4, Remarks.
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Observations of the operational systems and comments of the users leads to the
following remarks:

~ The track-duration has to be 10 minutes at least to bring the onerator's workload
down noticeably.

The position accuracy of automatic tracking is generally better than that of rate
aided tracking.

Attention should be péid to reach the required velocity accuracy, especially for slow
‘tracks.,

The behaviour of automatic tracking systems should be as transperant as sossible for
the operator.

The responsibility for a track should remain with the operator as long as the automatic
tracking -system is not nc3itive, that it will nrobably succeed.
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- Attention should be drawn to lost tracks.
Correlation of lost tracks to live video should be facilitated.

Comparing the 3D-system with the 2D-systems leads to the statements:

- As the radiated energy in 3D-iracking (dedicated beamss is not used feor search, the
3D-tracking system is rather considered a time shared tracking channel than & track
while search system.

- The allocation of the 3D~tracking channel in a multi-target environment offers to
some extent the poosibility to pay more atterntion to a specific track.

- A time shared tracking channel is more vulnerable to ~aturation than a full area track
while search system.,

< 3D-tracking is less affected by lobing.

- 3D-tracking usually has a smaller acquisition volume, leading to a better signel to
clutter ratic.

k, ACTUAL DEVELOPMENTS

In the present systems the verformance is irainly limited by the false alarm
rates and the detection probabilities. An inmprovement will be to leave the unbranched
prediction process and to adont multiplot association. However an extreme rough
analysis shows, that this will result in an excessive increase in needod computing
power and relative . ttie enhancerent in performance. Research or exverieucs in this
field indicating ways %o onroceed is very welcome,

How our research is directed towards the following subjects:
i) Automatic nitiation of fast closing targets with a 60 rpm search radar,
ii) Automatic iritiatiorn with a S-%and nhased array radar.
Although these studies are in the iaitial phase we belicve these directions are
pronising, because the aigher data rautes will result in a faster validation procedure,
and will reduce the plot acceptance gates, which should result in a lower false
association rate ard longer track-duration.
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Vectors indicatinyg the transition probabilities in case of:
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i) correct associating, (i),
ii) no association, (8),
iii) association with a "false olot", (F).
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Fig. 1: Simp'ified HMarkov chain of a tracking nrocess.
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1 THE REMOTE RADAR TRACKING STATION f

3 : Frank P. Hiner lII
Data Systems-Division
Litton Systems, Inc.
8000 Woodley Avenue
Van Nuys, California 91409

"SUMMARY

Compiete hands-off tracking requires a machine that will perform a fine grain mapping of the radar clutter, select Moving Target
Indicator (MTI) video in those regions containing ¢lutwer and observe targets in the MTI video over the MTI residue while main-

- taining a constant and homogeneous false alarm rate. Moreover; just as a human modifies his tracking criteria in noisy regions,
h an automatic tracker may emulate the human by looking into the clutter maps and obtaining the “clutter state” of the neighbor-
hood of the track’s predicted position. Radar plot extraction and tracking are thus seen as inextricably intusrelated processes.
The Remote Radar Tracking Station (RRTS) is a machine, designed and field tested, to solve this problem.

e N S wgl? NQNTofs £ T LAkt (L TS
! %

INTRODUCTION

Our notion of an ideal radar processor is essentially abstracted from our own performance in watching radar data on a Plan
Position Indicator (PPI). We can recognize clutter and noise and distinguish targets at an acceptable false alarm rate. We inte-
grate targets over several scans until we form a reasonable estimate that a track exists. When targets pass over cluttered regions,
we can use MTI video and, often, even in the presence of imperfect cancellation, make out the target and stact or continue
tracks. Tracks passing through badly cluttered regions can receive special treatment since we know the clutter is there and can
wait for the taiget to reappear if we can see that the clutter is of limited extent.

QRS

While humans must limit their attention and superior processing ability to‘a few targets and produce fzirly noisy position estima-
tion, machines are envisioned that can apply humanlike techniques of detectiot. to the entire surveillance volume with uccuracy.
If it were merely a matter of separating aircraft returns from receiver noise, the problem would be immensely more tractable.
The principal problem is, however, recognizing and contending with clutter. The radar picture contains quite irregular regions of
ground-clutter masses, poinit source clutter and distributed clutter. This clutter varies in amplitude and variance, not only spa- X
tially but temporally (Nathanson and Reilly, 1967). Radar sets typically provide an MTI video to eliminate and see through tiie
‘clutter. This MTI is effective inversely ptopomonally to the amplitude of the clutter, the degree to which the clutter velocity

is displaced from zero, and the clutter variance. Originally, MTI video was selected on a range-gated basis; later systems wscd e
positionable range-azimuth gates. The use of grossly sized gates for the selection of MTI video is undesirable since MTH circuitry.

ut its best, introduces losses, and all too often in the real world the MTI circuits are casually aligned. . Use of MTI in these

1 kinds of systems should thcrefore be restricted -to precisely those fine grained range-azimuth regions that require it. Thus, an

Automatic Clutter Mapper (ACM) is required 1o have the capability of partitioning the surveillance volume into tens of thousands

of range-azimuth cells and performing independent clutter tests within each cell.

Digital detection of radar targets is a severalstep process. The first step compares the video returns against one or more threshuld
levels in quantizers. The outputs of this step are input to an azimuth edge detection process whose output, in tumn, feeds an
azimuth width detector whose output subsequently feeds the tracker for final detection. The setting of the thresholds determines
the false alarm rates of the entire process. When normal video is used, a threshold can be employed which is set as a function
of noise events sampled out at radar range maximum time. When MTI video is employed, the threshold used should be a func
tion of the MTI residue surrounding the range-azimuth -cell of interest.

In order to have a meaningful automatic detection and tracking system, Constant False Alarm Rate (CFAR) processes must exist
which will produce 3 constant and homogeneons false alarm rate in ail regions of the surveillance volume. It is obviously desirable
that these processes “:arm the probability of dctection as little as possible. In the Remote Radar Tracking Station, the Automatic
Clutter Mapper (ACM), and the MTI Residue iapper (MRM), are the means wherein this gosl is accomplished. (4-3 Figwec 1)

REMOTE RADAR TRACKING STATION (RRTS) DEVELOPMENT

From the outset, the RRTS was designed to jointly address th. radar detection and tracking problem. The intent was e idoutity
the mechanisms humans used in trackmg aircraft ana apply these same techniques in hardware. By implementing the dewection,
mapping and tracking functions in a single distributed processor, constructed of high .pesd pivgrummable processing clements,

and taking advantage of the memory technology that exists, it was feasible to implement the above-mentioned heuristics. More-
over the developed machine was highly maintainable despifc the complexity of its many tasks,

) The RRTS (43 Figure 2 and 4-3 F.gure 4) is a programmable distributed signal processof, which, interfacing with 2D search radar
sets, accepts the analog triggers, azimuth data and video, and outputs digital messages givang the cartesian position and velocity of
aircraft flying within the surveillance volume. Included within the equipment is IFF processing logic that, along with a
collocated secondary radar (IFF set), determines the position of IFF respond:ng aircraft, extracts their IFF codesx and correlates
these position reports with the radar-derived reports. The outputs of the RRTS -~ which can be hasic plot data, if deqred

. rather than full tracking data — are put onto a digital data link via a scli-contained communimxons Processor.

The azimuth converter accepts synchro data (sngle or wmultiple speed). resolver, or Azimuth Change Pulse (ACP) and north mark
inputs and converts this information to bincry azimuth, distributing the azimuth throughout the RRTS. The radar range zero
) tngger is input to the system wluch ahgns the system clocks to the trigger and vroduces an internal range maximum hgger

The quantxzer card contains quantizers for the normal video input end for an MTI video input. Thrcshold control for the normal
video ‘quaniizers is provided by the CFAR Unit which take: samples during the rangs m.ximum time and servos a *hreshold
voltage to maintain the desired false alarm rate. Threshold eontrol for the MTIJ video quunlmrs 1s provided by ‘he MRM. A.
separate map is provided for eachi*MTI quantizet. -

i
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Selection of the quantizer video outputs into the digital detection chain is. Controlled by the ACM. The ACM determines when
normal video is to be used, when MTI video is to be used, or when no video is to le used (i.e., excessive pomt source MTI
residug). The digital detector also receives IFF position and code data from the IFF processor. This data is correlated in range
and azimuth with the radar reports, and the combined report is nassed along fo the tracker.

The trucker correlates the inputs with its tra~k file establishing a new potential track when no correlation can'be made on a new
input. Al tracks in process have their position fed back fo the Clutter Mepper where the clutter state surrounding the position of
the report is ascertained and reported back to the tracker to aid the tracking process. Track outputs (r raw reports, if desired) are
passed along to the communications processur which formats the data and interfaces with a modem for transfer to a remote (or
local) user.

The maintenance monitor injects targets and clutter into the processor and monitors false alarm rates, map sizes and other
process information to detect reak-time failures. The maintenance inonitor signals faults to the control panel and is then used to
aid the fault isolation process.

AUTOMATIC CLUTTER MAPPING Lo .

N

The ACM (4-3 Figure 5) partitions the surveillance volume into small range-azimuth cells and for each of these cells maintains a
word in memory which indicates the clutter state of the associrted range-azimuth (clutter) cell. Since the clutter state of the
world ch-.ges constantly due te weather and propagation changes, clutter mapping must be a dynamic process that responds
quickly enough to prevent the leading edge of weather from producing a front of fa'se alarras without mapping out desired tar
gets. The clutter to be mapped may:be thought of as forming a two dimensionsl mzr of false alarm probabilities which slowly
change with time. High probability points in this representation are frequently surroundsd by low probabrhty coatour lines.
The clutter mapper is essentially a sensitive digital detector operating over multiple scans (i.e., slow time constant) seeking to
determine within each cell rf clutter plus noise oxists, as opposed to-néise alone. -

The surveillance volume is partitioned uniformly into 65,536 range-azimuth eells The partitioning is perfomxed automatrcally
upon system initiaiization and is a function of the radar beara width and pulse width. The azimutn cell sizes are set to approx-
imately 0.6 to 0 7 of one beam width and the range celi size set-to an integer multiple of ‘the pulse width.

The borders of cluttered regions may tend to produoe false alarms, desprte the clutter mapper, since clutter in these' reg;ons ‘may
possess a probability of threshold crossing lying in the intermediate region of the statistical test’s Operating Characteristic ciifve.
To account for this phenomena. the selection of video by th2 ACM is done on an overlapped basis. Thus the video gated into
the digital détector in any cell is determined by the clutter state of that cell and its eight neighbors in range and azimuth.

If a clutter mapper is used in a stand-alone environment, .there is 4 real hazard of tracks n mapomg themselves out. This will .
certainly occur for very slow moving targets; moreover, it will tend to occur when aircraft in numbers fly over ‘the same air
route. A huwinan does not have this problem since he is able to readily distinguish aircraft from clutter (ie., the human “‘tracks™
the aircraft). The collocated tracker is thus seen as necessary to stand-alone clutter mapping. The tracker feeds back posmon
teports on all targets being tracked to the. clutter mapper and sets the suppress bit in the clutter word. This bit, when set true,
prevents the clutter mapper from changing the clutter state on the next scan past cell.

MTI RESIDUE MAPPING

Quantizer threshold control for the MTI video must be a function of the local MTI residue. *‘Residue™ here is defined as the
usually noise-tike survivors of the MTI process which are not the desired aircraft echoes and exceed the average receiver noise
ievel. 1his residue is produced from radar instabilitics, poor radar alignment, high amplitude clutter and clutter from moving
sources (weather, dust storms, birds, etc.) {(Skolnik, 1970). The residue in a region is often relatively constant, and moving
targets flying through the region can be casily detected over this residue. Efforts in the past to automaticaly ‘produce a

threshold voltage which would contour the resiGue have involvea scme form of integration on the MTI video. This has been
done on a single sweep basis (e.g., Mean Level Detection) and a multiple scan basis, in discrete range-azimuth cells, These systems
usually provide a manually contmlled offset voitage to produce the actual threshold vultage. A fixed offset will not produce a
constant f{alse alarm rate since the clatter variance-is unknown. -

The MRM of the RRTS consists of a single fine grain (96,000 cell) map and three coarse-grained (approximately 4,000 celt)
threshold maps. (4-3 Figure 6) The fine grain map effectively integrates th- analog MT1 video in small range-azimuth cells, often
clost. 70 the resolution cell of the radar. Since the RRTS requires two detection thresholds plus a threshold for the ACM-for
exch video, three fndependent threshold maps are maintained. Each of these maps partitions the surveillance regron into roughly
2 degree azimuth cells by 6.imile range cells (assuming approximately 200 miles range). During each antenna scan over the ocil.
an accumulation is made on the quantizer crossings from cach of the quantizers. The number of crossings is compared With the
desired faulse alarm rate for that quantizer, and, if over, the threshold value is increased; if under, the threshold value is dccreased.
The actual threskold voltage used by each quantizer is the analog sum of the fine grain stored history and the coarse-gtarned
threshold map history. Thus, each region of the surveillance volume will posscss a contoured threshold voltage whosc actual

- amplitude is an opnmum function of the local clutter variance. (4-3 Figure 7)

- . THE TRACKER' ) - .o

An adaptive, or variable, aB tracker is_employed in the ﬁ‘RTS For single radar inputs occurring at a constant data rate, thrs has
beeri shown to be as effective as Ka!man filter implementations as long as it is supported by an intclligent oorrelatrgn satmg
mechanism. All tracks have a pair of correlation gates associated with them. Input reports that fall within the inner gate ‘give
evidence that the system is smoothly tracking. Inner gate maximum values are set at #2 miles bist arc.usually much smaller i
The outer gate is shaped to correspond to an equal, probabrhty contour for aircraft maneuver and is, in fact, a maneuver detection
ate. Reports falling in the.outer gate are not used. for position. correction unless the' track is dec.ared “in maneuver A Con‘elr
tron of an input report with a given track addmonally uhhzes IFF codes and radar ar IFF height. R
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A track quality number (TQN) is kept with each track and can be used both internally and externally as a proper measure of
tracking performance. This number is an integer-which is allowed to range from 1 to 7. Upon track initiation, it is set to a 4.
Thereafter, each occasion of two sucressive iner gate hits increases the number by 1, and each occasion of two successive inner
gate misses decreases the number by 1.

AUTOMATIC TRACK INITIATION

4

{

Historically, automatic track Initiation schemes have operated blindly with respect to the radar environment. That is, the tracker
receives “mathematicsl points” from the -target detector and then attempt., over 2 period of several scans, to assemble these
points into a track. If the “‘points™ were caused by a valid target flying in a clutter free region, then an algorithm might be
readily devised to initiate a track. That same algorithm may, indeed. produce copious false alarms if a region of the surveillance
volume is cluttered and produces a high rate of clutter generated false reports. If the detector can guarantee no false reports or
a truly homogeneous and low false alarm rate, then 3 single initiation algorithm is reasonable. Such a guarantee is rare. Essen-
tially. one must have a very good MTL. When one interfaces with extent radars, regions of excessive MTI residue which wax and
wane are more likely to occur.

erapaiay -w-z\xas’wfwvm’{g-"\f’_f'z_q:{ VR

e

The ACM and the MRM are designed to whiten the clutter residue to the greatest possible extent given the necessity of retaini.g
the original MTI receivers. Nonetheless, this process is not perfect. The automatically developed fine grain clutter map is, how-
ever, a record of exactly where clutter produced false alarms 2te likely to occur in the surveillance -region.

The clutter map stores three kinds of clutter states:

use normal, use MTI, and CENSOR. The simple -presence of several “use

MTI” states in a region certainly indicates that clutter is present.

The presence of CENSOR states in this region indicates that

ths MTI and the residue mapper have not been cffective for this cell, and clutter false alarms have been produced, generating
the CENSOR cell. As clutter may be envisioned 2s modeled by a probability contour map, the presence of a CENSOR cell
implies that a surrounding region may be producing false alarms, but at such a sufficiently low rate that CENSOR <ells are not
built up. Nevertheless, 2 sufficiently large number of such low probability cells will produce clutter false alarms. These consid-
crations give rise to our track initiation strategy.

Each track’s predicted position is fed back to the clutter map. Fiftezn clutter cells are checked around the reported position.
This inchides the present azimuth cell, plus and minus one azimuth cell, and the present range cell, plus and minus two range
cells. Within the map, the normal state is represented by a zero, the MTI state by a one, and the censor state by a two. As
each cell is checked, the sum of the internal states is accumulated. The final accumulation may vary between 0 and 30. -The
number is fed back to the tracker and is stored in the track file with the track and is used to select an initiation algorithm
specific to this track.

PHYS{CAL IMPLEMENTATICN OF THE RRTS

The RRTS has been implemented with twenty-seven 8 in. by 8 in. circuit boards as a prograramable distributed processor using.
the Building Block Processor (BBP) (4-3 Figure 5} as the processing efement. The BBP is a single circuit board high speed
processor constructed of standard low power Schettky MSI and LSI. 1t processes a 12-bit data word, has 8 general registers, a
4096-address data memory and a separate 4096 address instruction memory n a read only memory. The instructions are

48-bite wide and allow considerable processing to occur in parallel. Al instructions are executed in 500 nanoseconds clock time.
The RRTS has been impiemented with 9 BBPs plus 9 additional logic board types. All instructions in all BBPs tuke exactly one
clock time, and all machines run off the same clock. All BBPs in the system are interconnected in a single continuous loop
with each BBP bcmg .a node on this loop. Some BBPs are mnterconnected in ‘“'star”: fashmn, and real time intercommunication
takes place between these machines on these paths (4-3 Figure 8). The radar-trigger is used to synchronize- the system and

time an intersystem transfer on the single loor. The path between units allows specific data from any one BBP to he distributed

I to any other BBP in the RRTS as required. - .
e Besides the obvious virtues of simple construction, vise of medification and function addition, this distributed processor imple-
mentation has produced a system with automatic fault isolation to the single replaceable mrcmt board within, seconds to a 95% i

'%‘\‘2 % confidence level. (Hiner, 1976) »}
i RRTS STATUS -
5 The a.gonthms and techmques descrived in this paper are operational. The system has been tested with several different radars :'
Sl at sites in Califomia, Texas, and Florida. The RRTS has demonstrated its ability to operate as a stand-alone, completely auto- K
ey matlc, tracking station. It is currently operatxoml at Litton laboratoncs in Van Nuys, California. N
ch ) £]
2 : REF::R:‘;NCES 2
7> ‘t . »~ ~‘§

%

Hiner, F.P., “sttnbuted Processing for Signal, Procesmg Using the Bmldmg Block ngnal Prooesso Erqceedb.gs of the 1976
lnrernational Conference on PamIIeI DProcessing, pp: ’140-144 i

Nathanson, F.E., Reilly, 1P, Nov. 1967, “Cluttcr Statxstm thch Affect Radar Performanoe Analysxs” iEEB trans. AES-3 ’East
Conference, Supplement, pp. 386-398. e N

Skolnik, 1970, “Radar Handbook” Mo(:raW«Hﬂl Book Co pp. 3434
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%{ DISCUSSION
s {
o s : .
%, J.R:Moon, UK . : -
¥ Have you any idea of the extra processing load required to handle a cardiod maneuver gate compared with a more "
¥
7. usual rectangular gate? N
& B . 2
i; Author’s Reply )
5 In the RRTS, the machine execution speed is 0.5 psec for all operations, including muitiplies. We can, in fact, do .
: an indirect memory access, multiply the accessed wotk with a word stored in register and store the answer in another <
i register, in 0.5 psec total time. Thus, the required arc-tangent calculation can be performed in about 10 psec. The ;
; actual cardiod is approximated in table and is accessed as a function of the updating report’s position with respect to. '
T the track’s heading. The access is table lookupand the accessed distance is quickly scaled as a function of the : 4
¢ individual track’s outer gate size. Actual test of the cardiod is performed only on reports that fall within a circular
outer gate surrounding the track’s predicted position and the required computation time is less than 39 usec.
G.Binias, FRG
Does the time necessary to transfer data from the clutter mapper to the tracking system create a problem?
: Author’s Reply :
N i No. We can exchange data between the clutter mapper and the tracker at the rate of several thousand tracks per :
. scan. :
H
£ E.Hanle, FRG
;']\ : low do you select the thresholds and factors in your clutter map and threshold control systcm?
i Author’s Reply
E Quartizer detection thresholds are made a function of the measured hits per beamwidth and were originally -
§ obtained via extensive detector simulation.
|
o
E.Hanle, FRG

Is the target position error influenced by the clutter map and threshold contrel system?

Author’s Reply . :
In regions using MTI, the azimuth estimation error is somewhat greater, generally producing slightly larger inner ,:11
tracking gates. Also, the clutter mapper can shave off edges of targets as they fly near clutter areas; however, :
tracker feedback can. predict this.

3
>
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.

%;Z% E.Hanle, FRG :

E%; Can you handle weather clutter as well as ground clutter? B

i :

f{g‘; : Author’s Reply -

%\g Weather clutter is handled very nicely by this system; especially as targets can often be seen above the weather ]

e clutter MT] zesidue. 1 : ?
D.V Kyle, UK -

Do you employ the clutter map to modify the rules of Primary/Secondary radar correlation and combinations?

Author’s Reply
No, as I'm not certain this would produce any advantage.

E.Brookaer, USA
For what system or systems is the RRTS intended?

Author’s Reply _
Any application where pulsed 2-D (or some 3-D) search radars need to be remoted. The machine should also be-
useful for local automated wacking. It should be stressed that the RRTS is designed to operate with existing radars
and without modification ‘o these radars. - .
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BASIC CONCEPTS OF RADAR DATA PROCESSING
INTHE STRIDA ‘

G. GROLLERON/A. CLANET
IBM France
68 to 76 guai de 1a Rapée
PARIS 12
France

SUMMARY.
Radar data processing in STRIDA is carried out by thr.e types of processing :

- exiraction, which digitalises, extracte and filters radar information,

- trackiug, which elaborates and updates the gz:oup of tracks for each rader,

- merging, which enables the establishment of the general air traffic chart,
These functions are entirely automatic and are implemented in the different network centers.

T orocess uf initiation and update of tracks is performed in two steps : firstly at a mono-radar level,
ana than at a multi-racar level.

Concerning initialisation, this technique gives the advantage of liraiting the number of false tracks while
being sure of creating every new track.

Concerning the upkeep of tracks, this technique enables the estzblishment of the general air traffic chart
by dynamically choosing the best radar detectiou for each track,

Finally, the method used has permitted the realisation of a high quality and very flexible system whos+
performances have been continually improved,

INTRODUCTION
The STRIDA (System of Transmission and Representation of Air Defense Information) is a system of
resources which permits the automization of operations necessary for the air defense of the French
texritory, in such a way as to supply information required to react in real time upon request.
The system is composed of the following elements :

- computers

- material for visualisation and dialogue

- transmission lines
One of the principal objectives of the system is to present to Air Traffic Controliers the image of high
and middle altitude air situations ; this is carried out automatically by a chain of processing which

handles data delivered by a group of bi-dimensional, tri-dimensional and altimeter radars,

In the first part of this exposé, we shall present the principal caracteristics of this processing chain,
firstly from an organization viewpoint, and then from a functional viewpoint,

In the second part, we shall put the accent on the principal logic used in the :nrOcess of automatic
initialisation, aad also in the process of update and tracking of the air situation so created, in such a
way as to put into evidence the advantages of the logic used, -

Finally, in the third part, we shall look into the method which was used to produce this system, the
flexibility of which has permitted continual performance improvements over the years..

1. , . , - I
Firstly, therefore, we are going to:describe-radar processing itself,

Most of the processing carried out below each of the radars is cdinpu‘ter processed by programmed ox
microprogrammed digital calculators. “ ‘ -
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The establishment of the alr situation in the system consists of creating and updating a data base which
contains information on the detected aircraft ; this is carried out by three types of computer processing :

-~ extraction, which consists of digitalising primary and secondary radar information, then
extracting and filtering this information in such a way as to create plots, i.e. al each scan,
information ou position, quality, IFF/SIF, of the different aircraft.

~ automatic tracking, the aim of which is to update a data base containing aircraft caracteris-
tics, (position, speed, cape, IFF/SIF), for each radar,

Therefore, starting from radar plots, tracking elaborates the elementary tracks corres-
ponding to the aircraft detected by the radar. It is clear that for a single aircraft, there
can exist several elementary tracks obtained by several radars. .

- multi-radar processing, called Synthesis in the STRIDA, the aim of which is to update a
data base containing the caracteristics of aircraft detedted by a group of radars connected
to the same center. Starting from the different elementary tracks, the synthesis then
elaborates a data base of synthetic tracks in such a way that a single aircraft can only cor-
respond to a single synthetic track in the system,

Since the STRIDA is a linked network, the different processes described above are used in two types of
centers

- CDS's (Center for remote detection), equipped with radars which ensure the detection, the
extraction and the transmission of plots,

- CDC's (Center of Detection and Control). which receive the different CDS plots, and which
carry out tracking, synthesis, presentation of information to Air Traffic Control, as well
as dealing with functions concerning control =id and air defense,

Since the CDC's are also equipped with radar, they ensure the "CDS local" function ; the

"local” plots are transmitted to the central processing calculator in the same way as the
""CDS remote" plots,

Due to overlapping of detection zones in certain radars in the system, the problems of establishing the
air situation in the CDC's are principally linked to the initialisation and the automatic updating of the

synthetic tracks in such a way as to avoid false tracks and to ensure that a single aircraft corresponds
only to & sing:ie track,

We are now going to see what logic permits the resolution of these problems,
From a functional viewpoirt, multi-radar processing is carried out in wwo stages :

- the establishment of the elementary air situation detected by each radar, in other words,
for that radar :

o automatic extraction-and filtering of plots,
e automatic initialisation of elementary tracks from primary and secondary piots,

® automatic tracking ci the so created tracks, with the possibility of automatic
suppression by tracking or synthesie decision.

All these processes are carried out in a system of co-ordinates centered on the radar
concerned,

- establishing and presentation of the air situation detected by the different radars connected
to a CDC, i.e, :

o taking into-consideration the elementary tracks as they are created or updated,
o automatic initialisation of synthetic tracks,

® automatic updating of synthetic tracks by optimal exploitation of the differént
available information, . -

& presentation of synthetic tracks to air traffic coritrollers. - |

This processing is carried out in a system of co-ordinates connected to the processing center,
" (generally, the system cg‘x-reaponding to the local radar), and in a time systein connected to .~

the local radar ; in other words, depending on the radar which detected the aircraft, track

positions may necéssitsié an updating in time in order to present A colierent image to the

. R
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“ - . -
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Air Traffic Corrroller,

11,

Following this general description, we are going to show the advantages provided by this method, and !
also to explain the reasons why it is opiimal,

T Qx:r&fﬁ?};j ’% DR

Concerning the prccess of automatic initialisation, we see that it is situated at' several levels within
@ the system ; it is necessary therefore to point out first of all that the quality deperds essentinlly on
- & the coherence between the different processes.
i -
%
? Of course, the optimisation of each element in the chain conditions the final result, i, e
Ti - extraction must Le of very good gnality, well adapted to tha different radars, completed
t b . by an automatic filtering logic to allow the suppression of a maximum of false plots, and
Y y p PP P
3 regulated in such a way as to supply all plots in a clear area,
H - the initialisation of elementary tracks must be complete ; at this first level of creation,
N association tests are carried out on all plots which kave not been reccgnised by tracking
5 as corresponding to ar existing track. Any possible new elementary track is injtialised
R whatever its position or quality,

- the second initialisation level must carry out a filtering : in point of fact, the creation of
] a new synthetic track is carried out by taking into consideration the existing situation and
the position of the track compared to a zone dependant on the quality of radar detection,

- this logic must finally be completed by the possibility of automatic suppression of bad
quality tracks.

This two level method of initialisatinn therefore permits a more flexible track initialisation, Compared
to a mono-radar system, it enables the taking of a decision to create a new track by taking into
consideration the quality of the detection and by having a better knowledge of the existing situation,

In the same manner, the process of updating synthetic tracks puts into play several processes and '

necessitates, firstly, a very complete optimization of mono-radar processing, obtained in the STRIDA ;
. by :

- precise and flexible extraction limiting detection gaps to an utmost,

- a very performing and "intelligent" tracking with maximum exploitation of the available
information at each radar scan, together with being capable of automatic modification of a

previous decision since become unsatisfactory, taking into consideration the latest
information,

- tracking adapted to all airgraft types, including rapid manoceuvring targets,

- special tracking processes destined to resolve difficult problems of nearby zircraft,
(flight interception, flight formation, combat),

What is more, actual multi-radar processing allows the improvement of tracking quality since the
synthesis carries out an automatic choice of the best available detection at a given moment for each
synthetic track ; for a given aircraft, this choice is made at each update of an elementary track cor-
responding to that aircraft, and it is the best quality track wkich serves as a reference for the
associated synthetic track, taking into consideration the priorities linked to the CDS's and to the
position of the aircraft compared to the zones of more or less good detection,

This logic allows maximum profitabil: y of the multi-radar system by ensuring the continuity of track
evolutior in using the best detection for each track.

IIL.

In oxder to complete the description of the el.meuts having been used to make STRIDA a good quality !

system, it is fitting to associate the principals and methods applied for its realisation to the technical
concepta which we have just described. . )

c

One of the principal qualities of the STRIDA, is its flexibility ; all the operztional functions (extraction,
tracking, synthesis), are programmed, or in part, microprogrammed, Of courss, this has permxtted
to adapt processing to technical evolutions, but also to reply to new user needs with an ocasy method.

Y
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Another important fact to peint out is that all the organizations concerned with the development of
STRIDA, participate in the definition of the functions as well as in modification decisions ; these
organizations are : the Technical Services of the French Air Force, tzchnical and operational person-
nel of the French Air Force, and the personnel of Industrials having supplied materials and programs.
This permits: the study and implementation of optimal «echnical solutions, taking into consideratior
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operational needs,

Moreover, the above fact is enhanced by the existance of an experimental processing center, disposing
of technical methods identical to those of the operational centers. This permits the testing of matevials

and programs in a real environment.

; This center has proved tv be particularly useful for tize implementation of the radar processing chain,
and, for example, resolving the problems of patrol flights,

It is also in this center that system improvements are experimented before being placed in operational

TRy T T e ro e T T

centers,
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Finally, the testing and regulating of the different functions wers made possible thanks to the develop-
ment of powerful test and analysis methods at all processing levels of the chain ; in particular, these
methods permit the recording of fugitive phenomenon connected with extraction or trackirg, and to

restore it in such a way as to supply and study data ~ompl~ately,

PRSIV

b sasa

v,

In order to illustrate the preceeding description, we can give several precisions on performances as
well as on the materials,

The calculators used in the STRIDA are IBM 360 and 370'type computers,

%

The extraction is a partly programmed, partly microprogrammed function - tracking and synthesis are
entively orogrammed in Assembler ; the memory size nccupied by the latter two functions is around

40 kilo hytes of instvuctions. The elementary or synthetic track data base used by these programs is
in the cen*ral memory and its size is adaptable to the situation which the system must face.

.

Concerning performances, we can precise that the extraction of primary plots is regulated in such a
way as to supply 15 to 20 % of false plots which, at the level of elementary track initialisation is
reduced to no :auore than 10 % of false tracks, ‘Taking into account the subsequent filtering at the
initialisation of the synthetic tracks the percentage of false tracks in the system is very low,

- <. -
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In the same way, the rate of "multiple \racks", that is to say, the cases where a same aircraft results

in more than one synthetic track, is practically nil, and is generally due to bad regulation of the radars, 7
or to too numerous detection anomalies. 7
g

Finally, on the average, the number of elementary tracks associated with a synthetic track is three, g
which is sufficient to ensure a good track continuity within the system, ) l.
.4
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1. INTRODUCTION AND BACKC .OUND

B LI e P,

-Design-and.operation of effective air defense systems is becoming increasingly diffcuit with the proliferation of
known as well-as postulated threats, both in number and capability. High speed, lxv altitude ajroraft which can either
execute a direct attack or employ long range air-to-surface missiles require fast, almost instantaneous, reaction
from all elements of the defense system, Moreover, the overwhelming nunbers of sophisticated attack aircrart pos-
tulated for the near future require that complex weapor. management decisione be madv quickly and accurately, The
requirements for complex decision making and rapid processing o1 large amounts of data, together witn the nezd ‘o
minimize operating costs, especially with respect to personnel, have forced the autcmation of many of the functions
previously performed by human operators.

pr oW

The two elements of air defense which received the most attention initially were the extremes of the air defense
. process, 1. e., the survelllance sersors and the weapons, As a result, signifi~ant technological advances have been
H made in these areas;: More recently, attention has been directed at those functions between the two extremes such
as target detection, acquisition, tracking, identification, threat evaluation and weapon allocation. This trend has

. been a consequence of advances in signel and data processng which allow the digital computer to automatically per-
. form those tasks which historically were assigned to a human operator. Initial attempts at automation were directcd
5 toward aiding operators in the decision-making process. More recent automation development place the operacor in
! R a parallel monitoring and override mode rather than a serial decision maker. Although this has met with varying
degrees of success and acceptance, the trend is obvious.

One significant element of the developments in automation is that the system designer is provided moye options
because he has more control over both the design and the periormance of the decision-making process ss a conse-
quence, the syscer: designer also has more responsibility for effective system opersifon. Therefore, it 156 impera~
tive that tota! system analysis, performance, and cost-effectivenecs tradeoffs be accomplished to establish reyuire- |
ments for each of the air defense elements (hardware and software) to assure that the fielded system will counter the
proposed threat in the specified environment,

: With respect to the design of an automated air defense system, the basfc requirement is to develop a matched set
2 of integrated element3 which include survefllance (detection, aco.isition and tracking), command and control (identifi-
cation, threat evaluation und weapon assignment), communications, and weapon systems (Including the target acquisi~
tion and fire conirol subsystems). For example, even the most sophisticated long range weapon systems may offer
little advantage over less sophisticated, shorter range systems if targets cannot be designated (that is, detected, ac-
quired, tracked and processed by the command, contrel and communicetion subsystems) at a sufficient renge to take
advantage of the additional weapon engagement range., Some current missile systems have stand-off ranges of one
hundred miles; combined with multiple target acquisition and tracking systems, these mise.de systems potentially are
very effective weapons for air defense, However, current rules of engagement normally require a visual identifica-
tion of a2 target before the weapon can be fired, Under the visual rule, where it is difficull to see even large aircraft
at more than two 1niles in good weather (identification can probably occur at no more than half this range), the full
capability of the missile system cannot be umaized,

As noted previously, weapon systems and radar tecnnology have received the most atiention recently, A real
problem in the design c an air defense system is the optimum allccation of requirements to the sensor and sensor
processing elements such that current radar technology can be fully utilized to suppert existing und planned weapons. ;
To this end, this study wi!l consider (Section 2) the functional relationship between air defense requirements ard the !
capabilities of the target acquisition, tracking, identificatton. threat evaluation and woapon assignment, and wcepon 1
subsystems. Some altern:tive mntheds for assessing quantitatively the relationship between rotal air defense system o
performance and the perfortaance of the individual subsystems are ¢¥scussed in Scction 3; a detailed anaiytic model i

t
i
I

of system versus subsystem performance is deriveu in Section 4, The sensor and sensor processing related func-
tions — that is, acquisition, tracking. identificatiim and acriisition of designed targets by fire control radurs -- are
emphasized in the derivation, Although the communication subsystem is a vital element of an integrated air defence
system, com.unicstions will not be considered except to note here that a system vhich can transmit the required in-

formation to and from the command and contro] subsystem without excessive delays due to traftic and crieueing prob- o
lems is required, ) .},’ %
2. AIR DEFENSZ SYSTEM REQUIREMENTS AND KELATIONSHIP WIH SUBSYSTEM CAPABILITIES [: b
b

When it is necessary te conduct a defense against a lurge number of targets with a limited nurber of weapon re-- SN
sources, it is desjrable to use the available weapons in the most efiective, efficlent manner possible. Optimal weapor I
utilization requires a command and control function between the surveillance subsystems and the weapons, a3 shown b ;“;
in Table 2.1. The surveillance functinns are contained in steps 1, 2 and 3;:the command and control functions are S g
steps-4, 5 and 6; the weapon functions are steps 7 and 8, If scme (mantitative) performance requirements for the air g
d:fense can be derived or simply specified, then requirements for tae subsystems can be desived by considering vhe w2 X
event sequence shown in Table 2.1 in thie reverse order. In parti.ular, air defense system rejuirements specify %53‘-?
weapon subsystem performance capabilities; weapon subsystem capabiiities become the requiraments which specity -t"’%
command snd control system performance capebitities, whivh similarly specify survelllance performe: ce capabilities; t&‘fﬁg&
finally, the weapon, C“ and surveillance subsystem requirements specify the basic systen seasor requirements, [ZA
Before any quantitative or eveu qualitative relationships between AD system performance snd the performance of %

the component subsystems can be Jerived, it will be necesscry tc define performance at each level explicitly, The
critical atep in this task !9 to define the air defense performsnce requirements at the system level sin:e these will
drive, in win. each of tue subsystem requirements, :

i B e A TR
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TABLE 2,1, EVENT SEQUENCE FOR ENGAGEMENT OF AIR TARGETS

1. Detection and measurement by surveillance sensors .

2. Aoquisition Survefllance Functions
8. Tracking (stste estimation) .
4. Identification

5. Threat evaluation C2 Functions

6. Weapon assignment

7. Acquisition by fire control system }

8. Engagemen: Weapon Functions

1. AD System Requiremaonts: The basic function of any air defense system, whether atrat.eglc or tactlcal, is
to prevent hostile aircraft from accomplishing’ their assigned missions. Whatever the threat, it is meortant
to minimize the poasibility of attacking {riendly or even non-hostile aircraft (fratricide). In addition, it1s"
desirable to achieve a cost efféctive defense; at the least, minimization of weapon utilization is iingortant ln
order to defend against:a sustained attack, Therefore the system level requirements are m!nimlzauon of
(1) number of threat penetraiors, (2) fratricide, und (3) resources expended,

2. Weapon Syatem Requirements: In order tc complete successfully the engagement sequence shown in Table 2.1,
target designalions must occur in tims ivr engagement, preferably at the maximum effective range of the
weapon system. ‘This slso requires that the weapons be located such that, if used correctly, hostile missjon
accomplishment can be prevented. Desiguations should be suffisiently accurate that the intended target.can
be acquired (with a specificd probability) by the fir2 control subsystem. Also, the performance of an:ajr.de-
fense system is adversely effecled by false designations (non-existent and non-hostiie targets) to the weapon
systems, The weapon sysiem requirements may he summerized as (1) site location, (2) deslgnatlon range,

(3) false designation rate, and (4) designation accuracy. .-

3. Command and Control Subsystem Requirements: The basic function of the command and-controt subsystem is
to coordinate the weapon systems for effective defense in multiple target, limited weapons situations, which.
implies an optimal {or near optimal) weapon assignment logic. In order to allocace weapons or largets:éffec~
tively, the subsystem must be able (1) to distinguish hostile from n.n-hostile targets, (2) to classify threats
by function, type, class, etc., and (3) to evaluute the significance of-threats with respect to the obje"nves of
the air defense system. . .

4. Surveillance Subsystem Requirements: The surveillance subsystem provides the basic-input to the command
and control function. Consequently, the survefllance subsystem must (1) acquire targets at sufficient rance
that the C2 and, ultimately, the weapons can operate effectively, and (2) track targets with sufficient accu-
racy for the identlﬂcauon. weapon assignment and target designation/acquisition functions of the €2 and'fire
control subsystems. In addition, false tracks and loss of tracks for valid targets witi _uiversely effect, sys-
tem performance and, therefore, must be minimized. L

5. Sensor Subsystem Requirements: The initial elements of air defense are the surveillance-sensor. subsyatems.
All subsequent processing, decisions and actions are based on the data provided by these.subsystems, -In
order to assure sufficient quantity and quality of data for the surveillarce, command.and control, and.the
weapon subsysteme. the sensor performance requirements can be specified by (1) sensor coverage, (2) prob-
ability of detection versus range, () data rate, (4) measurement accuracies (standnard deviations), and. -
(5) false detection rate (and clutter suppression performance). 7
The discussion above of system and subsystem requirements should be regarded as a summazxy of some of the

basic requirements. For aay particular system other more detalled requirements may be appropriate. The.discus-

sion should be adequate, however, to illustrate the general method for deriving subsystem requirements irom system
reqiirements.

For convenience the system and .mbs_ystem requirement parameters have been summarized in Figure 2;1. 'l‘he
most important functional relationships are indicated by the arrows. For example, minimizetion of migsion acconi~
plishment by hostile afrcraft implies ihat the weapon subsystems be located properly aid targets are designated to the
weapons at ranges which allow the weapons to be used effectively. Again {t should he noted that the arrows: summarize
the most important functional relationships; in a hroad sense, each block is a functfon of everything which foll.ows. -
For example, miniimization of hostile missio:. accomplishmunt depends on the false designation rate and the designa-
tion accuracy in addition to weapon site locaticn and designation range, a.ll of whicl. depend on the weapon asslgnment-
logic, threst classification and evaluation, and identification, etc, R - i

;o e

3. SYSTEM ANALYSIS ALTERNATIVES - o "j" .
The primary function of an air defense system, as noted in Section 2, is to prevent attacking hostile afrcraft from
the accomgp!ishmeut of thefr missions. Moreover, air defense should be conducted in such a way that the risk of fra-
tricide (that is, engagement of friendly or non~hostile aircraft with air defense weapon systems) is mlnlmlzed “Séc-
ondarily, the wespon resources expended should be minimjzed in order to reduce overall defense cost.as, well us’ to
ensure adequate deicase against continued attack, - . -~ g ¢

- The dual ohjectlve of countering an attack before hostile mission accomplishment while minhnizlng the expendi—
ture of defense resounrces suggests a time dynamic situation in which the locawon of sensors and weapon\system rel
tive to the trgjectories and time sequence of the attacking airerdit,. the nuraber of attacking alrcraft vergus the o
ber of weapon systems, the capabilities of the surveillance, command and contron, and communtcauon aubsystams‘to -
process multiple targets and engagemente, and so forts, are critical-factors. Time varying situations in which geom- ’
etry,.target density and subsystem copacity are important considerations are best analyzed with the aid ot Me/event
simulation models. However, such models ave necessarily extremely complex and often expensl\'e to use, Co:pple:g—

ing, sensor netting, and command and control subsystems. In addmon to the high cost of thainitia! developm
. forlabor and data proceaslng). the data processing costs for. valldmrametrlc e_galuauons of system- perform'
th




great amount of time, effort and care.is roquired of the system analyst to detetmine the conditions undex which the
data is valid and to interpret the ¥esults with respent t5 the actual subsystem design.

The altérnative to & simulation model is an uralytic model. in order to derive an applicsble mode, -it usually:is-
necessary-to make a mimber of simplifying assumptions:andito consider only limited situations, such-as system pér-
formance against a specific threat. However, parametric evaliations are, in general, more easily performed and
gvaluated with an anelytic model than with a simulation modal. With care, the results derived from an analytic model
for a few specific situations can be used to prediot total sysiem performaice in a tactical situation, Even when a de~
tailed system aimulation exists and can be used cost effectively, it is desirable to develop an analytic mokiel in ordur
to derive preliminary subsystem Jesigns, to bound the application cf the simulation model, and to verify and interpret
the results of the simulation model.

A simulation model for analyzing air defense systems has been discussed at length by R. Kleinpeter, "'Establish-
ing Air Defense Senser Requirements for Alreraft Tracking and Identification" (NATO.Symposjum, Bruassls; June
1978). Consequently, Section 4 will be devoted to the derivation of an analytic n.xdel of the quantitative relationship
between system and subsystem. performance. Specifically, the model will consist of = set of equations which represent
air defense system requirements as functions of the capabilitiés of the weapon, fire control; weapoen assignment, iden-
tification, tracking and accuisition functions, The problem of system design often isto obtain performance from the
command and control and the survetilance functions whick can support given weapon systems. In this context, the de~
sign variables i1. the model are those which specify the performance of the identification, tracking and acquisitioh sub-
systems, Once the performance of these subsystems is obtained, actual sensor requirements can be derived by anal-
yaes of the individual subsystems. Some procedures for these analyses arc discussed by R, Kleinpeter in the paper

noted above.
4. AN ANALYTIC MODEL FOR ALLOCATION OF PERFORMANCE REQUIREMENTS

4.1 Model Derivation

In order to derive an analytic model which can be used to evaluate the performance of an afsdefense system with
- spect to the tracking, identification and weapon allocation subsystems, the primary measure of performance will be
defined to be the probability PSE, of engaging successfully a hostile target. Although the probability of successful en-
gagement is not directly related to prevenung a hostile aircraft from completing its assigned mission, that mission
prevention aspect can be factored into the analysis through weapon find sensor coveray.: requirements and hy the re-
quirement that intercept occur before a specified-range. (The latter requirement would be appropriate, for example,
for aircraft which launch air-to-surface inissiles at a significant renge from the inténdad target; the problem of™"
countering the missile could be considered scparately.) The secondary measurez of (1) the expected résources:ex-+
pended for an engagement and (2) the probability of fratricide will be discussed after the derivation of PSE.

It will be convenient in che derivation of PSE to consider the probability of engnging successfully specific target .
types. To this end, let ‘A]_. Ag, ... An} denote the set of aircraft types (both hostile and nou-hostile) to be consid-
ered. Whether or not a target of type Af an be engaged successfully depends on (1) the altitude H and the velocity
VT of the target, and (2) a sequence of events within the system which include those shown in Table 4.1, In order to

implify the analysjs, it will be assumed that targets are assignéd to one of the set of distinct weapon system-types
1W1, Wg, ... erL rather than a sequence of weapon systems in which the second system is employed only ii the

rsi fails, etc. (The latter situation can be accommodated by a straightforward extension of the derivation below.)
In general, the acquisition range, target ID, weapon assignment, designation range and the tracking errors are ran-
dom variables; the functiona! relationships which will be assumed for this derivation are shown in Table 4.2.

The probability of engsging successfully target type Aj may be defined for a set of given subsystem responses as
follows: - - C

Bog O] e Vi Tpo App Wi T 0 p) = Pacq @] By s v W o) P b vepi vy Wy -
where I;ACQ | by vTi s Wis oD)18 the probability of acquisition by weapon system Wk' of target A; at range rp
and Pg (I b, vy; rp, W) is the probability of success of Wy against target glven thz. designation occurs at rp.
The probability of success of most weapon systems can be represented by the single tiial probabilttiés Pggk(r) for
Wy against A as a function of target range: -

-~

where J = J (ro, hy, v, Vi) i8 the maximum numbex; of engagement trials given by, rp, vp and Wk,_ and where )
rg{or rq) denotes.the tnrget range for trial g (orea). . - : . i

N

»

- ‘The random variables AR, ID, WA, DR-and TE can be eliminated from {3) by h:'»egmt_mgi_mh raspeét totght; pTrob-
ability measure inducéd by the joint probabjlity distribution F(AR, D, WA, DR, TE): R

. :‘; ::Psé (llh{r\i VT) = :[sté(llhnry \Vf;é‘j!‘Ao.éj: wkv\!:D. 0;)) vdF(AB; ID, WA, DR, Tﬁ). ’ - _\; . ‘ $3)
F{nally.v the probability of engaging succésﬁfxfm Ay can be obtained by integratihg (3) agairst the joint prot;ahmty 7
density function p (vry.vy) of Hy and Vo ~ e ., .
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= '. TABLE 4.1. SUBSYSTEM: RESPONSES WHICH DETERMINE SYSTEM RESPONSE
Random Varigble - Description Value Notauon
AR Range at which the target is acquired by the ry ) .
surveillance subsystem ’ R .
D Target tdenuncatlon from the idenuﬂcauon subsystem § for Aj) .
wAr . Weapon assigninéit-from the C2 function k (or Wy) i
DR . Range at which the target is designated to thé weapon : rp. ’
system k )
TE Tracking (prediction) errors: T
at the timd of designation °p
at the time of identification N I

TABLE 4.2, FUNCTIONAL RELATIONSHIPS FOR THE
SUBSYbTEM RESPONSE VARIABLES

(R = target range)

Random Variable Functional Dependence

. Ap Hpo Vi
I Ap Hqs By TE ( .

AR

WA D, Hy, P '
DR AR, V,, WA
TE AR, Ry, V., o

The rather forbidding form of the expressios for Pog(i) reoresented by equations (3) and (4) can be simplmed
considerably with-a few assu.mpuons. Specifically:

1.~ The tracking errors TE are uniquely determined by the acquisition range, the target range and the velecity
* of the target.

o = H(ry, ¥p Vo). (5).

Aléo,

T

1)

% = H(rA, r.\-Ar, vmax)’

©)

where Ar is chosen to allow a specified number of target updates before {dentification, weapsn assignment
and desfgnation; that is,

s, - A )

Define rp o to be the maximum designaiion range required for a maximum range intercept for all weapon
systems Wy, Wo, ... Wy, against Ay at viygax. Assume that weapon assignments are made at ro, where

2.

. Ty = min (rmax’ rA—Ar),

®

and that designation occurs at the appropriate time for & maximum range intercept for the weapon selected

or as soon after weapoa assignment as possible, The designation range ic then ¢ function of rA and Wy; in -
particulm, ’

ax (Wk) Eraax Wi <Tp-4N

B} - At otherwise, ) ] A )

where l'max (W) is ihe designation range- reqmred for & maximum range intarcept of Aj at speed vT.

Ta

" 3. Assume that identsfication ocevrs after a suitable delay from acquisition to obtain a stable track (as noted in
assumption 1); the ID is a functfon of the true idmuty Aj, target range ra-Ar, and the tracking errors I

D = KA, T, "m’ R o ) )

~

. . S AL - .(10)
b - % B ~¥ o : o
Under these alam.mpuons, Pyp can be represenbed lapproxtmately) 08: L " TS ‘
- R Y, - f.
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where PAoq and Py are defined by equations (1) and (2), Pyp (4 ] Ay, r7) is the probability of identifying Aq as A}
when the tacget range is rao-Ar, and PwA (Wkl Aj, hp, vo) is the probability of assigning weapon system Wi, given
that the ID is Aj.

. The dependence of PSE on the acquisition range in equation (12) can be removed by integrating against the proba<
bility distribution G of RA: ~

Pgp (| hop vip) = f Pgg (i hpy Vi T4) dG (r). a2)
R 3 .

If the sensor coverage is such:that P {Rp 2 ryqx +A) ~1.0, then the only significant dependence on Ry s in the
probability of identification. In this case, the expected acquisition could be used (in plarc of the integral).to obtain-
adequate results for a first order analysis. For low altitude targets or targets which are not detocted until well within
thid high Pp detection volume, RA will vary over a range sufficiently small that a single (e.g., expected) value ¢an'bé
used,

The dependence of equations (1), (2), (3), and (11) on target altitude and velovity can be eliminated by defining the
target types LAl, A2, ... Ay} to include specific altitudes and velocities. Since targets at maximum velocity will
stress the system most severely, a maximum velocity might be used rather than a distribution of velocities; alterna~
tively, an expected or cruise speed could be used. The altitude variable could be handled simflarly with low altitude
as the stressing situation.

Equations (1) through (4), (11) and (12) represent (to at least a first order approximation) the probability of engag-
ing successfully a specific target type as functons of (1) wecpon system performance Py and PAcQ, (2) the weapon
assignment logic through PwA, and (3) the performance of the identification subsystem Prr). In turn, these probabilf-
Jes are related to vange at which the target is acquired and the accuracy to which it can be tracked. The surveillance
subsystem (including acquisition and tracking) and the identification subsystem performance measures are directly
related to sensor performance measures, particularly measurement accuracies, target resolution, probability of de-
tection, .and so forth, Therefore, if the desirzad air defense performance measures Pgp(i) are specified together with
the weapon systems {Wl. W2, ... Wm} , then requirements for identificotion and surveillance subsystems, and thus
sensor requirements, can be determined. ’

The performance of the weapon, identification, acquisition ard tracking subsystems can be estimated adequately
with relatively straightforward analytic or simulation analyses. The only resl source of difficulty is the performance
of the weapon assignment function. If the availability uf weapon systems is not considered (e.g., as in the case of
system performance against single iargets), then weapon assignment can be considered to be a deterministic function
of ID and rcquisition range, which will simplify equation (11). In general, however, weapon assignment is a time dy-
namic situation driven by the numbers of weapons and targets, and the time sequence of the targets. An approxima-
tion of the time dynamic situation can be derived from (1) the numbers »f weapon system type Wi and target type Aj,
and (2) a time line aralysis of a particular tactical situation of interest. This approach should be adeyusté for a pre-
llminar)('! derivation of sensor requirements, especially if a time/event simulation model is used tc verify the final
system design.

Once the individual performance measures {Psg(i)} have been derived, & measure of overall system perform-
ance against hostile targets can be obtained in several ways; twc possibilities ars

Pep = g {Psz ‘”} , @3)

or

1]

P 2 alh) Pgp () ay

i

SE

where the maximum (13) or summation (14) is taken ove. all hostile target types A;, and where the weighting factors
{14) are non-negative, (For example, the actual value of a(f) could be on the priori probability of Ay, if available.)
A measure of system performance related to fratricide could be defined as either ihe probable rick of fratricide or
as the probability of actual fratricade. The former would be the probability of identifying a non-hostile aircraft ag a
hostile aircvaft, which could be derived directly.from the performance of the ID subsystem. The probability of actual
fratricide could be defined analogously to definition (13) or (14) where the maximum or swnmation is taken over all
non-hostile aircraft types A;. o
Finally, a measure of weapon system utilization can be defined as the expected cost of an engagement, whethef
successful or not, of a target. The expected cost of an engagement of Aj with W, can be computed analogously to
equation (2): .

-

-4 .81 4 : N
Eollrp W = ) Ca Wi [T (- Pg il Pk (e o as
g=1 - La=0 ’

where C (8, Wy is the cost of trial g with W).. The dependence of the cost'on the aumber of trials is:included Since
the cost of the first trial with cn interceptor may be differert than subsequent triuls. (If the.number of trials i5 to be
considered rather than actual or relative cost, C (8, Wi = 1) for all 8, Wy).. The_ éxpected cost of engaging Aj can.be
corpputed from equation (11) by substituting (15) for Pk to yield Eg.{i| vp; xa).. The depecdence of vp and xp. can be
eliminated by integration as noted in équations (4) and (12). An expected cost per engagement could be defined as‘in
(13) or (14), or a *otal cost could be defined by e
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E, = z n, E, ), 6)
N ’

where-n; i8 the number of targets of typa Aj and the summation is taken over all aircraft types. If Ec i8 to represent
actual cost (rather than the number of trials attempted), then some additional terms might be added to reflect the cost
incurred by ergaging successful non-hostile aircraft. N

4.2 An Application of the Model to Derive Sensor Requirements

Consider the problem of allocation of perforinance requirements to the surveillance and identification sensors in
order to achieve a specified level of systam performance against one specific threat Aj. (For an actual system design
exercise, one specific aircraft type may represent the most serious threat relative to’the defense cbjectives or one
threat can be identified a priori as the most stressing relative to sensor performance; in either case,. system design
requirements sensitivity to individual target charzcteristics is useful.) Moreover, assume that the speed and altitude
uf the threat are also specified. Finally, assume, for this example, that sufticient weapons are available that wrapon
assignment becomes a deterministic function of target ID and acquisition range.

With these assumptions, the dependence of the model equations on i, h, and v can be eliminated; thus equation
(11) becomes )

Pgg (rp) = 2 Pacq Pk P @,14p 1) amn
Aj
where
PK = Py (rp, Wk), PACQ {cpys Wk, v o (18)

Note that Wy = Wi (rA, Aj) in equation {18); also rp = rp (ra. Wy) and oy = oy {ra, rp) by assumptions 1 an” 2 of
Section 4.1, The measure of cystem performance Pgg is given by

PSE = [ PSE (rA) P (rA) der 19)
R

where dF (AR) = P (rpa) drp (equation 3). For given weapons, equations (17), (18) and (19) completely specify system
performance as a furction of the probability distribution of the acquisition range AR, the probability distribution of
the identification decision and the function which specifies the tracking errors. Each of these functions can be devel-
oped as functions of sensor performance parameters such as detection range, measurement accuracy probability of
false alarms, and so forth. (It is assumed that the functions Pk and Ppcq are specified for the weapon subsystems
under consideration, )

Tracking accuracles can he developed analytically as a function of the tracking algorithm and sensor measurement
accuracy. For example, the data in Figure 4.1 was derived in order to compare the tracking performance of two spe-
cific radars- the actual measurement accuracies are shown on the figure. (In this particular case, the o.ly difference
between the two radars is the signal processor, and, in particular the clutter rejection capability of the processor.)

In order to generate the data, it was assumed that some form of an automatic report-to-track correlation logic would
be used to process the radar reports. For the actual tracking (that is, estimation process) it was assumed that a
Kalman filter would be used for two independent cartesian coordinates (X, Y). A constant velocity model was asrumed
for the state equation (or prediction equation) in which a zero-mean error term with s standard deviation equivalent to
a 0.5 g maneuve: was included. The variance of the independent (X, Y) measureraents was estimated from

2 2 2
¢ = o-R-t-(Rdo) ' (20)

where R is the target range, and oy and o, are the standard deviativns of range and azimuth measurements, respec-
tively, Thus the data shown above represents the worst case geometry for the conversfon from poler to cartesian
coordinetes, The measurement variance equation (20) could be modified for targets on a specific azimuth if desired.

The data shown in Figure 4.1 was developed from a theoretical covariunce analysis. It was assumed implicitly
that the-target was detected and that the target report was correctly correlated with the track on every scan, Situa-
tions in which the probabilitics of detectior and correct report-to-track correlation are less thdn unity can be ana- -
lyzed with Monte Carlo simulatfon methods.

The performance of various aircraft idcntification systems has been analyzed a* Hughes Aircraft Company. The:
rerformance of an example system is shown in Figure 4,2; the ID aystem is based on measurements of aircraft speed
and altitude, engine charactoristics and radio frequency characteristics of emitters on the aircraft together with flight
plan correlation and IFF response data. The figure represents the probability of correctly identifying one of twenty
military aircraft. The abscissa of the graph does not represent time to any scale but only represents the chronologi=~
cal order in which data becoines available. Tk : dashed lines represent the performance relative to hostileé/nonhostile
identification; the solid lines represent performance relative to identification by aircraft class,

“The prodabilities of correct identification shown on the graph were derived tfrom the individual probisbilities
PCLASS {Aj] Aj, r) where the range r at the time of ID is-assumed to be 100 nni from' the survéillance radar used for

flight plan correlation and IFF. The probabilities are brsed on the assumption'that the EC and ESM data are corréctly
corzelated with the radar track; the probability o. correct date.c irrelation is a fiunction of the track sccuracy at each.
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Py (A1 4p 10} = Pope (rp) Popass @) Ap rph \ 1)

where »[p is the target range at which the system ID is obtained and wh\\re Pepc is the probability of corrent data
correlation at rpp. \

AR Lk

1

Lastly, consider the acquisition range distribution. The rangz at w‘hlo.h any particular tavget is acquired as a
system track is a function of the radar design, including the detection rangv, probability of false clarm, and signal
processing, \ :

The promotton logic component of ncquisition, generally specified as requiring m detections in n scans (m/n), is
used as the basis of cstahlishing that thie resulting system (firm) track has a hizh confidence of being valid, Typical
criteria for acquisition with a single sensor are: 2/2, 2/3, 3/3, 3/4. The two-hit logics (2/2 and 2/3) generally pro-
vide a shorter acquisition than the three-hit logics but a considerably higher false acquisition rate. Among the three-
hit logics, the 3/8 logic providee significantly longer acquisition time than the 8/4 logic, unless the detection proba-
bility is close to unity in the region where the targets first appear, since it allows for no misses in three consecutive
scans. However, the logics which allow mi: Jes (e.g., 3/4) have higher false acquisition rates than those not allow!.z
misses (e.g., 3/3). The false acquisition rate will depend largely on how effectively the radars can suppress clutter,

Lo EET ROt D R T

Coparison of some promotion logics is presented in Figurc 4,8, The abscissa 13 the theoretical, single look
0.9 Pp range of the radar and the ordinate is the cumulative 0. 95 probability of acquisiion range, both normalized to
the masimum instrumented range. Note that depending on the promotion logic and 0.9 Py range relative to the instru-
mented range the acquisition range varies significantly, For an air defense system it is the ucquisition range that is
most important for total system performance and this is the parameter that should be specified by the system designer,
For automated systems, unless the Pp range of the seasor is derived through system performance n.easures, such as
acquisition range, with consideration of promotion logic, it may be either unnecessarily conhtraining to the senso>
designer or resul: in poor system performance.

\
\

Now that the relationships between the sensor design parameters and the performance parémeters_ of the individual
subsystems have been established, sensor performance requirements can be derived from equations (17), (18) and
(19). In order to illustrate this process, assume that a desired value of Pgp: is specified. One method for obtaining
sensor requirements is outlined in the sequence of steps below. .

1. From equation (19),

Pgp = Pgp (r,') P AR > 1) ‘ (22)

Ny which establishes desired values for PSg (rA') and P (AR > rA?Y).

RIS &L@@&ﬁyﬁgﬁﬂf s
Sa’ nN
T
-

The required value of PSE (rp') (frem step 1) can be used to establish requirements for PocQ, Py und Ppp
through equation (17). i

The requirements for Py and PA g imply requirements for the designation range rp and the track accuracy
op wh:rough equations {18).

. 4. The required designation range and the requirement for Py specify the range at which the identification proc-
ess illustrated in Figure 4.2 must be coimpleted, which, in turn, will specify the pexformance of any special
2. sensors which may be required to obtain the required value of Pyn. In additio., if specia’ sensors are re-
quired, the data correlation requirements may impose further requirements o track accuracy.

6. Curves such as those shown in Figure 4.1 can be used to specify data rate, track time and measure accuracy
requirements.

6. Finally, the designation rate and track time requirements specify the acquisition range requirement rp’
which, together with P (AR > ra'), specify the det~ction range and the promoetion logic illustrated in

Figure 4.3. -
The sensor measurement accuracy, data rate and detectior range requircments constitute the fundumental sensor de- 4
sign requirements. These requirements, together with false alarm and clutter suppression vequirements (which could *e
be derived from a similar analysis of specified requirements for ialse weapon system deeignations) can be used to B
derive the sensor hardware ard signal processing design. R
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