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ABSTRACT

%' Cramer-Rao lower bounds on the degradation of measurement
% pracision for closely apaced optical targets are found. Degra-
o )

dation_is more severe than previously thought, especially, for
‘Amall tavget separations. The bound obtained by a previous analysis,
.'i&; in fact, theoretically identical to the Cramer=Rao bound pre-

sented here, The disagreement in results is caused by numerical

+ 4R T R R T
-

problemg in a computer program used in the previous analysis.
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1. INTRODUCTION

buring the past several years considerable attent.ion has bkeen
focused upon the accuracy of parameter estimates for optically un-

resolved objects [1] - [{4]. A review of the literature shows

that predictions for the variances of the varameter estimates are
obtained via different analytical apnroaches using différent

assumptions on the noise environments, In {1l], a particular

it it iy e b e, = it SRl i

"rasolution scale" is propomed in order to relate the resolution

capability of a sensor with its measurement brecision degradation

PREENERE T 1

factor due to multi-target intevferance. Similar studies have

been made for radar system applications, see for example [5) and

[61. It is, mowsover: wointed &Ut®In*(5] thdt"a' domdlete afalysis -~ °*° "
of the resolution vroblem requires extensive simulation and that

the resulting error probahilities may depend heavily upon the choice
of the detection as well as the estimation schema. The criterion

for rasolving two closely spaced radar targets appears to be some-
what arbitrary. 1In [6], for examvle, it is defined as twice the
value of the anqular accuracy of the weaker target, Similar measures
have also boen used in the ootical community. 1t is outside the
scope of L1is rewnort to discuss the merits of various resolution
criteria in a more extensive manner, 1t is, however, important

to roint out that using parameter estimation performance degradation
results from [1} « [4], or other similar works, to predict the
resolution cavability of some other specific sensor svstem wilthout

extensive simulation can be misleadinrc. The casual use of numerical




results from these works could lead to false conclusiuns about
the aensor capability.

In {11 - [4], theoretical lower Lounds on the variances of
various parameters associated with the target intensities and angular
positions have been derived. The bounds presented in [2] -~ [4]
are Cramer-Rao lower bounds., Different pulse shapes and sensor
nolse models are conaidered and compared. The results presented
in {1] are obtained using a different error analysis technique
and, furthermore, the parameters to be estimated are different
from thoee considered in (2] - [4]. Attempts have buen made by

Miller [2] to compare results obtained from these two different

techniques and problem formulations. Unfortunately, Miller could =§
-r @ e s 8

" 'hot achoive agracment betwoen "the numérical result® nor exoialn.
the disagreements. Miller's predicted degradation of the parameter
estimation performance was much more severe than that presented
by Pried [1], particularly for targel separations much less than
the optical diffraction limit, Surorisingly good -stimation per-
formance was wredicted in (1] for small target sc rarations. These
resdults have been used on smeveral occasions for oredicting re-
solution capability of certain optical system. For this reason
wa felt 1t important to establish the cause of the discrepancies
raeported in [2].

As discussed in [2], although the problem formulations are
quite different in [1) and {21, thay should produce results which

are comnarable. 'The two analvals differ in the choice of ontical

g e el
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pulse shape but we do not believe that this alone could be the
vause of the drastic discrepancies observed in [2]. The purpose

of this report is to establish the cause of the above-mentioned dis-
agreemant, Our analyais has shown that the two approaches although
superfically different are in fact identical analytically. We can
demonstrata that the differences in results are caused by numerical
problems which exist in one of the computer programs used in (1l].

In the next Bection, the Cramer-Rao pounda are derived for the
problem formulated by Fried (1], A detailed derivation which
established that the egcations in [l] are in fact Crsmer=-Rao bounds
may be found in the Appendix. In Section IlI, the cause of the
npgegienl, problems in (1] ig disqusspd and lllustrated by a particular
example. Results of some typical cases considered in [l] are presanted

and comnared. A summary and conclusions are given in Section IV.
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II. ANALYSIS

Let us assume that pv(t) ie the output of an optical gensor to

a unit strength point source such that

o

S o2 wraent. (1)

-0

The problem treated here concerns the measurement of a pair of
point sources with relative strength (1l+4A):(l-kA), separation T
and the loecation of the midpoint between them at to. The output

of the sensor becomes+
B(t) = a(l+%n\)p<t-to+h'r) + a(l-A)o(t-t ~hT) (2)

where a is the average strength of the point sources which does

T

not appear in tha problem formulation given in We wish

to determine thase varamoters from a noisy measurement taken at the

output of the sengox

y{t) = s(t) + n{t) (3)

where n{t) s white Gaussian noise with two=sided

TFor easier comparigon with results presented in [l], we adopt the
notation umsed in [1}.

t+tFor the analy:is presented in 1), the value of a is not important.
The reason for having it in BEq. (2) will become clear in later dis-
cussions,

S Dot st




power spectrum density'No/Z.

Let p(t) be the autocorrelation function of p(t), i.e.
p(t) -’éf p(t)o(t=t)dt . | (4)

and p(7)=1, The Cramer-Rao lower bound on the variance of any
unblased estimator of the unknown parameters: relative strenath,
R(=(1-%A)/(1+%A)), separation, T, midpoint, to' can be obtained

by inverting the Fisher information matrix, F, whose (i,3)th element

151[7]

2 In A 3 ln A
= B (5)
13 3«

LI I - » e i

E‘D

9 ay

where E{ } denotes statistical expectation and oy denotes the ith
unknown parameter, namely, alaR, azaT, a3=t° and a,=a, and where

In A is the loy likelihood ratio |7, v. 274)

o

in A ,,N.l;)zzf vierseras - f sz(t)dts. (6)

-

substituting (6) into (5), we have

f‘“ 3 s(t)\ [B s(t) dtz (1)
3 ai 3 “j

2
Fij nN...

o}

-

where

o bR A A 2 PV 4
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ﬁgﬂiil = a(1+5) 2 [0(t=t =4T) = p(tet +hT)) (8a)
R . .

g 3s(t) . &u[(i+kd)§(t-t°+hT) - (1-5A)6(t-toéhmw] (8b) '
| -y

3t

L _ dale) -'-a[(1+%Afé(t-to+uw) + (1-42)B (bt o=k (8c)
. | o .

38!2

d a

.
Dol ot s sl %

= (1+5A)p(t-t°+hw) + (1-%A)p(t~to-hr) (84)

‘; o and p(t) is the 1% order dervative of p(t) with respect to t. Then

elaments of the Fisher information matrix (Fg. (7)) are:

-d A . ¢ ® eae ® n 2,0 a BT I . . L 1N ) LI Xl ate ® Ve 4 a8 wt @e iy g ‘em @ - .

a? (1+50) 120 0m) 17N,

yaa® (1450) % D) /N

~2a° (1+40) ? 5 (1IN

-t (1+50)2 [1=p (T) 1/N,

gy ™ a2 L(1=kAY) (1) = (1+rA%) B0) 1Ny (9e)

I
a

an = 2Aa2;7.(0)/N° (9f)

e T
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where p and p' are the 18t and 2" order derivatives of p, res-~

44

2a (1-50%) S () /N

= =421 (14025 1T+ (1+%A2)B0) 1N

]

pectively.

estimates for varticular values of R, T, to and 4d.

paramater of interest, we can also invert an equivalent 3 x 3

In principle, one can invert this 4 x 4 symmetric matrix, F,

4114507+ (1-4A%) 0 () I/

matrix, ¥, associated with R, T and toys

from F by apnlying the matrix inversion formula for a partitioned ﬁ

matrix as below:

where Fy is the upper left 3 x 3 matrix of F, Fz is the lSt three
elements of the 4th row of P,

writton:

7

1]

= 4a? (1enn)  (1=pf(m) /R

(¢}

'diYdctly to find the” 1owér hounds br'the'vdriance’ 6f' thé varameter’

I' can be obtained

Therefore the elements of F can be

If a is not a o

(9g)

{9h)
{91)

(93)

(10)

{lla)
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F o= 4Aa2(l+%A)2L(T)/Fo (11b)

12
Fi, = -2a% (1) 20 My (1le)
F,, = a2l (1-582) b 1) = (1+%02)0(0) 1/N_ ~4la(1-%a2)p (7912 /5. '
22 : ~ o ™ (/R (114) .
F23 = 2Aa20'(0)/No (lle)
Fiy = -4a?L(L-xah) T+ (Lewn®) o0y 1N (10£)
and Fgq =N§F44. (119)

The lower boundg on the variances of the estimates for R, T,

and to are:

CRB (R) = (F Y110 (12a)
~1
: CRB (T) = (F )22, (12b)
| -1

Lo CRB (t ) = (F (12¢)

)33'

The relative measurement precision defined in |1] can be written

as the following:'

k

CRB(R),,__

F,(T) 9[ z ] (13a)
CRB (R)

TThe relative measurement precision is the reciprocal of the
degradation factor presented in [2]-[4]. The estimation performance
i degrades as the value of the relative measurement precision decreases.




AT

[crB (1) am "
P (m) 4 z (13b)
CRB(T)
i 5
CRH(t ) m_.
Fo(m) & [——9T== (13c)
CRB(t,) s
=

where CRB(R), .+ CRB(T),__ &nd CRB(t,)y., Can be obtained by in- "

verting ¥ for T==, It is obvious that p(w)mp(w)=bY=)=0, then we have

CRB(R) ., = N [1+ka%] fa2[1+5a14, (14a)

CRB(T) gy = -N°[1+aA2)/.3(1-1;A212‘p‘m), | - 4k
and

CRB(t ). ™ %CRB(T) .. S (14c¢)

From Eqe. (lla)«(llf) and (l4a)-(l4c), it can be seen easily that
the degradation factors F,, F, and F, are in fact independent of

the value of a. This independence has also bheen observed in (2]«
[4] for the additive white Gaussian sensor noise model, It should
be noted that the actual estimation performances of the estimators
of R, T and t_ are not indenendent of target intensity a, this can
be seen easily from the expression of the CRAa's,

The autocorrelation function p(t) and its derivatives do not

appear specifically ih the expressgions for F,r P, and Ft in [17.

T
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It i not difficult to show that they are actually related to the

functions defined~in-[ll. namely

piT) = Go(T), S (18)
BIT) = 21 H (), (16)
and .p.(T) = - (27T)202(t)0 (17>

"

With the help of Eqs. (15)=(17), one ‘should be:able £o show that

the degradation factors given in figs. (13a)=(13¢) are in fact n't

identical to those presented in [l]. The proof will be given in

the Appendix.

ITI. NUMBRICAL RESULTS

Vie find that the numerical vaiﬁea of Far B and F caleulated
via Eqs, (l3a)=(1l3c¢c) using valuaes of GO, G, and H1 provided in
Table 1 of [1] are identical to va;ues of FA. FT and Ft-iﬁ Table
3 of [1l]. This proves that the analytlcal results of [l] and the
Cramer~-Rao bounds derived iln the previocus section are identical.
However, this does not explain the reason for discrepancies hetween
the rosults presented in {1) and [2]. After we employ the auto-
correlation function of the pulse shape used in (2], that is:+
3,3

p(T) = 6(aT=-sinatl)/a (18)

Tthis Ts a pulse shave suggested by Fried (1, Eq. (72)] as a good
approximation to the pulse shape considered in {1].

10
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;Withjaél;ﬁﬂ, we are able to regenerate results presented in [2]

‘,mgrelx numerical problems which exist in the program for tha cal-
~ culation of G,» G, and Hy;s Tt is found that in that nrogram of

;éfe;ence;[l]vthe foilowing forﬁulaa WQré pdhd;~

RISRLAEN "."?“".’fﬁﬁ@ﬁlﬁimlﬁm’mﬁ'lﬁﬂﬁ

N
DEtie mg v e e T N T e SRR

by using the compiater nrogram given in [1] = a nrogram which cal-
culates F,, F, and F, from & given set of values of G,, G, and H,.

;t'is fquite obvious that the discrepancies discussed inh (2] are

'
!

!

Cd

sin (T+AT) = sinT cosAT + cosT sinAT (19a)

cos (T+AT) = cosT cosAT = sinf sinAT (19b)

for numerical integration (Simpson's ;ule)_o;'qo, G, and H,.
Interpolation of sine and cosine fuﬁctiona via“Eqs. (19a), (19b)
may often have numerical iraccuracy, especially, when these
functions are evaiuated aﬁ.multiplas of 7% We believe this to

be the cause of numerical problem observed in [1],.when_tha»ta§get
separation is 2.44 A\/D. ;n order to show the effects of suéh

interpolation errors on results in [1], we selectad a pulse shape

such that the analytical expressions for Go.rdz and H, can be obtainad.

The pulse shape having autocorrelation function given in (18) is
used. The numerical errors for GO' G2 and Hl are shown in Figure
1 for this particular pulse shave. Although the percentage errors
on the values of GO' Gz and Hl do not apvear significant, they

are large enough to create severe discrepancies in the bound

*The actual fault In Lhe calculatuon la not these formulas, but
the programming error that updates the value of sinT by sin (T+AT)
before calculating (1ib).,

o el
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Absohiste Value of Percentage Error

104 -
10'5 1 1 b 1 L ] ) L J
0 .2 .4 .6 8 1

Target Separation In Units of A /D

Fig.l. Absolute value of numerivcal errors for GO' Gz and
Hy using computer program used in [l] for pulse shape
having autocorraelation funotion given in Bq.(18).

Shi

i b ARl e Atk TAREARAE i it AN

ST

s e e Fe Bl

e L S

J—y

o ChadiaAalr L &




i epeRpg

f gz

o e T k=

computations. 1t is easiest to see the difference in the value

of the determinant of the covariance matrix
v & covidt,, &T, &4] (20)

comouted via interploation and exact valuas of Gp, G and Hj.
The square roots of the ratios of these determinants are plotted.
againat target sevaration in Figure 2. It indicates that there
are severe discrepancies in the values of these determinants,
aspecially when the target sevaration is small,

In the rest of this report only the pulse shape vresented in
{1] will be considered. Figure 3 is a comparison of results ab-
tained by the method of this report to results presented in [1l)
and [2]. As expected, results obtained from the current analysis,
or Erom the nymerical integration with exact values of sines and
cosines, are much closer to those obtained via the approximate
pulse shape presented in (2]. It is interesting to notice that
the difference between current results and resulte presented in
[1]) is proportional to the ratio of the square root of the
determinants illustrated in Figure 2.

Results of F,, F, and F. for a detector wldth equal to
2.0 A/D from the current analysis are shown in Figa. 4, 5 and 6,
respectively, Values of Fpr P and Ft presented in {l] are
plotted for comparison. We notice that a similar trend of dis-

agreemaent ls repeated here, For separation much less than A/D,

13
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Compute Trigonometric Functions
l Directly by Computer Routine

V¢ * Computed Covariance

V-|- * Theoretical Covariance

Pulse Shape (all Cases)

Computed Bound /Theoretical Bound (/e v

.05 [ £t « 6[ “;::“" e L6
: o
02 b Compute Trigonometric Functions via
: the Recursive Formula in Reference 1. :
: ; .01 e
A 0 .1 .2 3 4 5.6 .7 8 9 1 :

Separation in Units of A/D

Fig.2 Relative error in the bound computation for dif=-
ferent ways of calculating trigonometric functions,
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| — Estimates ~
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R+ 1:100 R

- Detector Width = , 03A/D

: | 3k Approximation used in ~

; g / Reference 2

| 2 L0/ at - Sinat f
; g8 -t Pit) - [ T - ]
o | fat
: - ) a~ L6m 3
: g | :
i‘ 5 : "
2 1 T .
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s | -
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g .03 - e Reference 2 - 1
k I Current Analysls 4
- ,02 ] | [ ] L | ] 4 4 §
;_ 0 .2 .4 .6 .8 1 12 14 Lo L8 20 22

Separation in Units of A/D

"1g.3 A comparison of results obtained by current an- i
alysis to results presohted in [1l] and [2], Notice 4
that the results obtained by current analysis are much :
closer to those obtained in [2], where an approximated

pulse shape was uped. The relative measurement preci-

sion is the reciprocal of the degradation factor pre- 3
saented Iin [2]-{4]. '“‘
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% Fig.5 A comparison of values of FT‘ the relative separ-
: ation measurement precision, obtained by current analysis
to those presented in [1].
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to those presented in (1]. ;
E
)
! Ab

18




S AR et L T T

T e TR SRR A

the value of Foy FT and Ft can differ by as much as 3 orders

of magnituda! This severe discrepancy cvan change the conslusions

regarding the capability of an optlcal.euneor gystem drastically,

Tn Figures 7 through 9, values'of'FA; FT'ahd Ft ara nlotted
against target separation for detector widthq equal to 0,3)\/D,
2,442/ and 10),D, rescewtively, .Althbugh the valuaavof.FA. P
and Ft are very differaent from those in [i] for amaller target
saeparation, the target separation coréépondlng to FA-0.5 (3dB de-
gradation) doesg not change a lot due to the numerlcal errors,
Figure 10 shows the value of target aepuratioh for FA-0.5 and the
"resolution scale" defined ip [1] as a function of the detector
width, It indicates that ‘regardless of the numeriéal problem
presented in [1] for small target meparation, the central reault
of 1] concerning about the vroposed resolution scale is still

valid.

IV. SUMMARY AND CONCLUSION

The deqradation of estimates of ralativé target strength,
target separation, and midpoint position for a pair of c¢losely
spaced objects can br assessed via the method presented herg. We
also show that the results vresented in [1] and (2], which have
numerical disagreements, are in fact theoretically identical.

The cauge of the discrevancy reworted in [ 2] 1s due to numerical
problems occurring in a computer program used by Pried., The rms

precigion with which we can measure the location of the midvoint

19
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Degradation of measurement pracision on the target
relative intenslty as a function of target separation,
Results are shown for detector widths aqual to 0.3)/D,
2.44)/D and 102/D.
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Fig.8 Degradation of measurement precision on the target

separation as a function of target separation.
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Fig.9 Degradation of measurement precision on the mid-
point location as a function of target separation,
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and the separation of the pair of objecta, as wall as their ‘relative

intenslty are in fact equal to the assouintod oramur-Rao bounds

nresented here.

In examining tho numerical resulta preaanted hera, it lhould

be emphaaized that the "optimigtic® conclusion drawn by Fried ia no ff

lonqar true for amall target saparations, In some cages; when

" the neparation is significuntly. less than A/D. we find the numarical

rasult presentod in {1l] can differ Erom ours as muoh as 3 ordera

,~of_magnitude.n This 1arge deviation in the prediction of rme
precision can change the conclusion regarding the cavability of a

‘particular sensor system drastically!

For meparation greater thun »/D, the above-mentioned numerical

‘problem seems have a vefy little effect on the numerical results

'for the prediction of rms precision. Since target separations

corresponding to 1,=0.5 are in the region slightly less than
éo much greater than A/D, VFried's major conclusion of (1] about
the proposcd resolution scale is still valid,

Althouch the results presentcd here are asgociated with av
particular pulse shapba, namely, a one-dimensional approximation of
a two dimensional unobstructed~circular-anerture, diffraction~limited
optico with a sharply delineated rectangular detector, the analytical
results can be easlily extended to any varticular optical system,
nroviding that the pulse shape of the output to a unit strength

point source is available. fThe nolse model consideared here is an

additive white Gaussian noisa, For 1 more complicated sensor nolise

=
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i . model: involving shot noise nrocesses, a.similar lower bound

can also be obtained via the hathoqﬁprepehtéd'inﬁ[ajy
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'APRgNDiX: CRAMER-RAQ BQUND AND BRROR ANALYSIS GIVEN IN [1]

In [1], tha £o1lowinq error covariance matrix is considered:

v = cov[ét, £T, 84 (AL)

i

-which {8 slightly differsnt'from the error covariance maﬁrii we

considerad.ln.thin.report. The error covariance matrix assoclated

with the Fisher information matrix, F,'ia;

* h N ‘ ) . -l ‘ . .l
V' = covlsR, 8T, &t 1 2 F 7O, (A2)
whare

R = (1-iA)/ (1+hA), (A3)

. It is easy to show that

v = av" Al (Ad)
where
0 0 1
A=]0 1 0. (A5)
-(1+h)% 0 0
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Therefore, the Fisher information matrix associated with the error

covariance matrix V bacomas
Fa-. (A6)

Substituting Egqs, (lla)~(llf) and (15)=(17) intc (A6), the elements

of J becomesat

1
33y = Fyy = 2070810 (16, (004G, (M) + 4e%10,(0)-G (1) 11/, (ATa) é
Jyp = F,y= -2;2(4n2>{AGz(0)}/N°, (A75) :
Ji3 " ‘(l+kA)'2Fl3 - -2a2(2ﬂ)(Hl(T)}/N°, (A7a) E
Ip = Fpy = 207 (20%){16,(0)-6, (1)1 + ¥4%16,(0)4G,(T) ] (a7d) :

N 2 2 E
~2a0a0) ((1-ka% 1, (1) 2 /N :

Jyy = =(1+a0) "2 Fro = 22 (2m) (ATA) R, (TI /N, (A7e)
o - (A7)
T3z = (L+50)77Fy = 2a°(AQA) [1-Gy (TN (146G (M) /N, . (A7¢)

where we have used the following identity:

r =1

2 2, ymy 1=l o ot :
JTh e Laea?) 4 (1-kaBe (M )TH/ANG) = (AR /(2N,)  (A8) -
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and (AJA)) is defined in Eq. (13) of [1]. Notice that the J matrix
is differed from the S matrix given in the Apvendix of [1] (Eqs.
(A.17)=(A,22)) by a constant, namely

m- £8 sij for all i,3. (A9)

If we compare the (i,j)th element of M matrix of [l] (Eqs. (4la)-
(43£)) with Sij' we find that

-
Mij = -NOA° s1j for all i,3, (Al0)

Rewriting Eqga. (39a)=(39c) of (1) in terms of matrix notation, we

actually have the following expreasion

V = DMDT (Al1)

where D is the inversion of S. Avnlying the relationshiv we find
in (Al0), (All) becomes

v -1
Ve =NAS S . (Al2)

Substituting (A9) into (Al2), we finally have

7a2A*
Ve o2 gL, (A13)

Ao
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i
- We have shown the covariance matrix V obtained in (1) for the
: -
; error analysis equals to the associated Cramer-Rao bound, J 1, by
{
: a constant ZazA;/Ao. It becomes obvious that the degradation
? Y factor (a ratio of two CRB's) Fpr Fp and P, derived from (1] and
; current analysis should be identical.
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