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1. INiRI)DUCiI.)N

The thrust or the research sponsored by t h i s  g r a n t  ~~~~~~~~~~~~~~~

023 1 t s  to Jove  lop r e a l — t i m e  v i d e o  ~~ i\ 
‘
~ r . I L 5  IU Co l iCo j) t S ~~~~~ t 1 5  I c

w i t h  current t e c hn olo gy .  The r e s u l ts  . f  the r e search  p r o v i d o d  the  b a s i c

concepts  and m at h em a t i c al  f o u n d a t i o ns  f o r  the  d e v e l o pm e n t  of a p r o t o t y p e

RTV t r a ck ing  system [ 2 2 ]  c u r ren t l y  being tes ted  by W h i t e  Sands ~I iss i1e —

Range (WSMR ) in New Mexico . The R l V  tracking system , shown in Fi gure 1,

is designed to interface w i t h  t h e  Contraves  ~lodu1 F C i n et h e o do l i t e  t r a ck —

inS mount. The major components of the system include the  t r a ck ing  optics ,

the RTV processor , and the video tape r eco rde r .  the  t r a c k i n g  op t i c s

includes the tracking mount, image rotation e lemen t.  zoom lens , and ~V

camera. The RTV processor receives the video s igna l ,  locates the t ar g et

images , and provides the c o n t r o l  signals t o  the  t rack ing  o p t i cs  to : o rm

a closed— l oop, automatic t r a c k i n g  system. t I i ~ video cape record.’r records

the target  f l i ght and stores the t racking data in the ver t ical re trace

interval.

The research focused the solu t ion  of the  t rack ing  prob lem on to  t o u r

major problem s in real—time image processing . These prob lems arc :

real—time image decomposition

• r~ aJ.—time structural characteriaacion

• real—time tracking algorithm

• real—time cont ro l  a l g o r i th m

the t ir s i  pr e5lca i  concerns the separation of the  t ar g e t  ~~age f ron

the  b ackground , th is  problem is m a t h e m a t ic a l ly  t o rmu l a t e d  in tcrr~. of

stat i st i c .S  1 ~ c har ac ter  i cin :  the target and h a o k gr o u n d  int ens i  v d L~t r i 5 u —

t ions and dcci d I ng • for a g Lyon x a t ens i lv , w n e t  :c  r I t  c ~~Uh’ I ror’ t he .1 r :0 t

I. ~. - .~~. . p.. ’—~~ --  ~~~~ _ . . .
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‘or background distributions. The results of this research provided the

basis for a real—time method for statistically analyzing a digitized ri

picture, separating a target image from the background , and providing a

binary representation of target images in the field—of—view (FOV) of the

TV camera.

The second problem concerns the structural characterization and

location of target Images in the FOV of the TV camera . Proj ection theory

concepts are developed to compute target location and orientation and to

describe the structural characteristics of the target images . A method

is developed to evaluate the fuzziness caused by switching patterns in

the projection representation [9, 21]. The method can be used to obtain

a unique representation of a large class of target images using only

three proj ections.

The third problem concerns the development of an intelligent tracking

algorithm that measures the significant structural changes in the target

image and computes a confidence weight which describes how well the

structure of the image located fits the target image being tracked. This

confidence weight provides a method to evaluate the truthfulness of the

tracking data. Automata theory concepts are applied to realize a track-

ing algorithm that utilizes the input from the present frame along with

inputs from previous frames to define an appropriate tracking strategy.

The fourth problem concerns the development of a control algorithm

f or predicting the control signals to point the tracking optics toward

the target. A method is developed to utilize the structural confidence

weight in a manner similar to that of a Kalman gain for  combining measured

and predicted values, forming a recursive prediction algorithm. Having

_________ 
- 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 

.

~~~~
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• I .
the structural confidence weight . the predictor relies more heav i ly  on

the predicted values when the ccn~ idence weight is low .

The real—time proccssi-;i~: constraint has focused the research on

image processing concepts that can be implemented with current LSI Schottk

bipolar bit—sliced microprocessor technology. ~1uch effort has been

devoted to the implementation of the tracking concepts with LSI technology

[14 , 15, 17 , 19, 20] .  This e f f o r t  has led to the desi gn of four  h igh—

speed processors which u t i l i ze  TI ’s new 74S48l Schot tkv  bi pola r b i t—s l i ced

processors for  implementing the solut ions to the rea l—time t racking

p roblems . These processors are:

• Video Processor

• Projection Processor

• Tracker Processor

• Control Processor

The Video Processor synchronizes and digitizes the video signal from

the TV camera, performs a statistical analysis of the digitized image,

j and separates the target image from the background. The Projection

Processor locates the target image and describes the shape of the t a r g e t .

I. The Tracker Processor establishes a structural confidence in the tracking

data and implements an intelligent tracking strategy . The Control

Processor utilizes the structural confidence to combine current target

coordinates with previous target coordinates to orientate the tracking

optics toward the target, forming a fully automatic system.

A detailed interim techn ical report [Il] was submitted to the t’.S.

Army Research Office in ~ta’~ l ’~ ’~ tha t de sc r i b e s  the  major  cr a c k i n g  oencepts

developed . During the last year  ~~~ the  g ran t , eiiphas is was p l a ced  en

-1 ~.iL ~~~~~~~~~~~~~~ -. -- - - 

~~~~~~~~~~~~~~~~~~~~



5

• imple~nen t i :~~ the t r ack ing  concepts  developed with current microprccc~ .ior

technology . This e f f o r t  r e su l t ed  in the  de~;ig n  of a p r o t ’ t v p e  RTV tr ac~~—

ing sys tem tha t  is c u r ren t ly  being  t e s t ed  by ~1i i t e  Sands ~ issi~ e ~an:e .

To e l iminat e  dup l ica t ion  of the res’ Lcs a l re ady  p u b l i sh e d , th i s  r e p o r t

s i m p ly  summari~ cs in Sect ion  the  major  t r a c k i n g  concep ts  developed w i t h

amp le publ ished r e f e r e n c e s  and describes impor tan t  aspects  of the hard-

ware implementa t ion  of the RTV c racking sys tem.

A list of the personnel supported and degrees granted is presented

in Section 3. A detailed list of the pc~ icat ions t h a t  resul ted f r o m  the

research i5 g iven in Section -4 . 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ — —-~~~~~~— . — -~~~— -- - ~~~ • - -~~~~~ - - • - ~~~~~~~~~~~~~~~~~~~~~~~~~~~
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II. SUMMARY OF MAJOR RESULTS

Image processing and pat tern  recognition techniques have been corn—
I-

bined with parallel processing methods to statistically analyze video

signals, to separate the target image from the background , to locate and

describe the target shape, and to establish the control signals for point—

- • ing the tracking optics toward the target image. In achieving a real—time

video tracking system it was necessary to solve significant image process-

ing problems as well as develop microprogrammable parallel processing

techniques.

2.1 Video Processor

The task of the Video Processor is to separate the video field image

into target , plume and background picture elements. The scene in the

• f ield—of—view (FOV) of the television camera is digitized to form an

n x m matrix representation of the picture P as

~~~—

- = 
~
‘
~~~~

‘ 
i = 1, 2, . . . , n; j  = 1, 2, . . • ,  in ,

- 
where the p

1~ 
entry represents the pixel intensity at point (i, i) .  As

• the television camera scans the scene, the video is digitized at in equally—

• - spaced points in time, corresponding to equidistant poin ts on the horizontal

scan of the camera. During each video field there are n horizontal scans

which genera te an n—by—rn discrete matrix representation at sixty f i e l d s

per second . A resolution m = 512 pixels per line results in a pixel rate

- of approximately 96 nanoseconds per pixel. The Video Processor receives

the digitized video , statistically analyzes the target , plume , and hack—

ground pixel intensity distributions , and decides whether a given pixel

‘1

-.1 
-• — •~~- - ——  • -~~~~~~ • - - -~~~~. - • -~~~--~~~~-
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• is to he classified as a p a r t  of the ta rge t , the  p lume , or the  ba ckground .

:~~~ck i t ~zJiln~~~

The basic assumption of t h i s  v i d e o — f l  1 t er lng  method Is  tha t  the

target and plume Images have some video In t e n s i t i e s  not  t-’on t a ine d  in t h e

immedia te backgrou nd . A “ t r acki n g wi ndow ” is placed around the target

image , as shown In l’lgure 2, to sample the background In t ens i t i e s  Immed i-

ately adjacent to the target images. The window f rame is pa r t i t i oned

into two regions, denoted by BR and PR in the t igure. Reg ion BR is used

to provide a sample of the pixel intensit ~~t’S that are contained in the

background part of the scene , and region PR is used to sample the pixel

intensities that the plume of the target contains.

The window frame is partitioned as above to ,iccomodaie the expected

targets which were asstuned to he airborne missiles (or airplanes) that

might  be expected to have a noticeable plume. This consideration is

particularly important when video data are avai lab le  from televi - i~’n

cameras which have infr~ —r otl sensitivit y , since the hot plume et such a

target might indeed be more pronounced than the image of t h e  hod of the

t ar g et  object  i tself .

i l ie  reg ion within th e tracking window (denoted TR In FI gu re 1) Is

called the tar gt ? t region. This region con ta in s  the e n t i r e  t a rge t  o b j e c t ,

pa r t  of the target ’s p lume  ( i f  i t  has otw), and a large area of background

dat a .  Re gion TR is  a lso r e ler red  t o  as the “act  lye ” reg ion or the c l a s s —

if Ic at Ion region , S m e t  the  pixe l ~I j ut r I but ion stat Is I en I rem the 1W • PI~

m d  IR reg I en, . .11 ~ used t o  per term p 1 ~u’ I ~
‘ l oss it ic at ion on 1 y in t l i t  U~

re~~t un .  hh , i~~, r l ie end rent , II of the  pt ~O c t u n  i t i p  i S  .i SOt ef dee I n  I ens

I ‘ r . .~ c i  j i dew • i at  I ng \ s t i t ’ t her  t h e  p i se I in the Ih •~r e member t i t he

I
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Figure 2. Tracking Window

target, plume, or background elements of the scene .

Learned In tensity Histograms

During each video field histograms are compiled of the in t e n s i t i es

in cacti of the three regions (BR , PR . TR) de f ined  by t he tracking window .

These histograms art ’ accumulat ed at v ideo ra tes  by a speeia l i~ ed h ardw are

uni t  cal-led the Histogram A c c u m u l a t i o n  Memory ( 11AM) , w h i c h  uses h i gh—

• speed memories t o  realize a mu l t i p l exe d  • i r r i v  of count rs. Haviiip field—

by —i I clii est m a  tes of t h e  background , p l u m e  • and targL !•ion probib  l i L t  y

de n s i t y  fu n c  dons (li ~~~(x ) ,  ~~ ~x ) ,  h 1 R (,~) )  , a I inear recursive est m ater

and predictor may be u l  i l l  ced to 1ntab I m u  learned est m ates et  the

I

L
_ _ _ _  _ _ _-

~~~~~~
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probability density functions. Letting h(ijj) represent the learned

estimate of any probabil i ty density func t ion  for  the 1th f i eld using the

sampled density functions for all previous fields up to the ~
th 

field , a

linear estimator and predictor can be expressed as

h(i l i)  = w h ( i j i — l )  + (l—i~i)

and

h ( i +l (i )  = 2 h(i~ i) — h(i—l~ i—l),

where h . denotes the observed probability density funct ion at the 1th

frame . The above equations provide a linear recursive method for coinpil—

ing learned density functions. The weighting factor can be used to vary

the learning rate. When o = 0, the learning effec t is disabled , and the

• - measured histograms are used by the predictor. As to increased toward one,

• the learning effect increases and the measured density functions have a

reduced effect. A small to should be used when the background is rapidly

changing; however, when the background is relatively stationary, then to

can be increased to obtain a more stable estimate of the density function.

The predictor provides several important features for the tracking

problem. First, the predictor provides a better estimate of the density

functions in a rapidly—changing scene (caused, for example, by sudden sun

glare on the target). Secondly, the predictor allows the camera to have

an automatic gain con trol to improve the target separation from the back-

ground without causing excessive instabilities in the probability density

functions. Finally, the ~ Eriori probabilities of the states of nature

can be estimated based upon a histor’~ of statistical information about

the scene being analyzed .

I
- _ _ _
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Pixe l Classif iers

Two p ixel c lass i f ie rs  are developed to c l a s s i fy  each pixel In the

target region (TR) as eithe r target, plume , or background . The f i r s t  Is

a very simple to implement threshold decision rule tha t performs the

class~ 
‘ication on the basis of background and plume thresholds tBR and

tpR • These thresholds are computed on the basis of the noise level and

expected target image size. The threshold decision rule decides that  a

pixel is a target  point  if

BR PR
h (x) tBR and h (x) < tpR~

a plume point if

BR PRh (x) ‘
~ 

tBR and ii (x) > tPR~

and a background point if

BR
h

A convenient f ea tu re  of the thresholding decision rule is that the thresh—

olds can be adjusted dynamical ly  on a f i e l d — t o — i t c h  basis t o  adapt  to

different tracking environments. Surprising ly good t’i.,ssification accu-

racy was obtained with this method.

A Bayesian decision rule is developed to cl .m ssl tv each pixe l In  the

target region as e i t he r  t a r g e t ,  p l u m e . or back ground . Using  the learned

histograms , a me thod [19, 23J is developed to establish the .1 p ri o ri

conditiona l p robab i l i t y  density functions P(l~!x), I’ (Plx), and P (TIxL

These dens itv functions ar ’ used t o  implement a standard Ba cs tan I.e in ton

rule. The method prov ides  e x c e l len t  - ;cu ’a r i  t ion of he tar got Image I rein
I ,

- ~ ii

I: 
~~~~~~~~~~~~~~~~~~~~ ~~~

-—— - 
~~~ —~~~
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the background ; however , a considerable computat ional  capabi l i ty  is

required to compute the required conditional density functions .

The results of the decision rule are stored in a high—speed d e c i s i o n

• memory (DM) that is used to make the real—time classilications . Real-

time pixel classification is performed by simply letting the pixel intensit y

address the decision memory location containing the classification. This

process can be performed at a very rapid rate.

Storing the pixel classification rule in a memory allows the learning

and classification rule construction to be pert ormed s i m u l t a n e o u s l y  w i t h

the real—time classification process. The only constraint is that the

construction of the classification rule must, be completed by the beginning

of the following video field . This provides the time required to implement

the classifier with high—speed bipolar microprocessor components. Further-

more, this allows the flexibility of programmabl e algorithms to implement

the learning classifier.

Video Processor :\rchitecture

The Video Processor [22] utilizes a standard micoprograminable

processor along with a variety of data acqui sition and control components

to perform the video processing functions. The major components of the

Video Processor, as shown in Figure 3, are:

1. a 16—bit microprogrammable bit—slice microprocessor and its

associated memories, .1
2. a Histogram Accumulation Memory (HAM) which generates the

intensity histograms,

3. a Region Defini tion Logic (RDL) module w h i c h  d e f i n e s  the  loc a t ions  L
of the trackiu~ windows in the camera ’s t icud -et—v iew,

I

_ _  •
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• • •i da ta ~~~ is t t ion and t Im i n.: package centa In i ng a It

.\n~~le~ — t e_ i )igtt ~~ C~ nvort or t~ \~~ t~~ • .an RS—l7~) .vitc stripper , a

li igli— ( rogitene V p i xc e to. ~ , and s\-nchron i ~a t ion ~nn con t t o  I

c i r c u its.

• a flee i s ion Memory (flM~ wit lob fecd~ the t a r~e and ‘1 ume p1 ~~~ 1

e lass if teat Ion direct lv to ex te rna l proe.’ssors. and

6. a Commu n i cat  ions Memory (C~: ‘t which accept s commands from an

ext ern al  ~rocossor ~‘rr ack er  Processor )  fo r  i~ Lie lug and dcl thing

the shapes of the t r a c k i ng  windows

The video s i~;na I is led to the :ivuc s:r i I’per a~ d the video analog—to—

d ig it . i  I ceti\’ort or t~\liC) . The sync stripper gen er a t e s  the hor I .~en t a  I and

vertical Li r lye  si gna Is that .are used to sync bren t ~e the p i x e l  c lock  to p

generate .i prod ~c d I~: i t  L~ed picture. The p i x t ’ I clock is usc~I t o  c. su ~t a t id

the vtd~o .~DC to d i g i t  i .e the video s i g na l .  The resultin g di~~iti:cd video

r
i s sent  to the h i s t o gr a m  5ind dec i s ion  memories t or acoiimul ,it ing the m t  en—

sL t~ histog ram and :mil ~ lug the  re.i I — t into class i f  t ea t  ion. T u e  reg io n

d e f i n i t i o n  log to genera Le ’S thc si gila i s  to dot  inc the t t-~— c k  tug w i udows .

standard tnt.’ r .’~’rogra ~~ ab le j~rectm nor i s used t o  p e r t  err i  the ~IOt ’ is  I O U

ru I t ’ (‘Oniflut I .11 i Otis ~in.t e on t ye I t ho o th o r ct ’nlpeilen s I ii t l it ’ sv s t em.

[ho video I ’ i o t ’c s s  I ng alger it bins ate implemented in  ml e roeedt’ t o

obtain the necessary speed . fur is ’, the ~‘ort tc.i 1 r ot  r i L e  i n te r v a l  t h e

processor re~ ds and .‘l ears t I i . ’ •at’cunnt I at e.l hi sI  ogr ams i- en the  i i i  si .‘~~t i m

mento r i os .md nt  ores  the dcci ton ru le icr t !ic u~ xt I t o  Id • ~ur  i n :  i h . ’

a ct i v e  s c an n i n g  ot  t he I t o l d , the prn.-cs .ot- .isal \ :en t h e  ; i ~ip t c.( hi~~t o—

i tim ’ and cem pit t 05 he do. ’ i S I on Un le .‘ r t ho s .‘x t I .‘l .1 • 1’ i i . ’,  t I t

t cc l i i i  I .pie , t lie ~ ro e  o n s e t  s a b l e ‘ c u t  s ’ t~~~ i t  t i  I — ?  1 ~1~t ’ p i xc I e ass  i t  I —

c a ti on  w i t ii . t i . 1 ’ .’ i t n t  rue I i .‘n -v. l c I to .‘t .‘th~ Sa l l e ; . ’ . .‘n.I s.
4
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Ret ere nces

The most comprehens i ve reference I or he Video Processor is a d i s ser—

tat ion  ‘‘ Rt’ai—rlmo Vid eo Fi 1: .ring ~~ t i iii t —Slice ~ icrepr ograt~tniab1e

P rocesso r s ,” by f ir .  lL~t~e rt  B . Roge rs. .\n i n t e r i m  t e c h n i c a l  repor t  ter

~rant D\Ai— 29—7b—u~—O2 3I submitted to  t h~ P . S .  Army Research ~~f t  ice contains

a detailed discussion ot the image separat ton techniques. ~ t - y er 5 t 1 pub-

lished papers [2, 8, 19, 23) art’ also good reference for t h e  video

processing problem .

2.2 Projection Processor

The task of the Projection Processor is t o  Io.’ a t e  and t o describe

the shape of the t arget  image . The Video Processor genera tes  a b i n a r y

p i c tur e P fo r each video field , where target presence at a coordinate is

rep r esen ted by a “1” and target  absence by a “0 .” The t a r g e t loca t ion

and structure are characterized by the pa t te rn  of “1” en t r ies in ( l i t ’

binary picture. To meet the real—time processing constraints imposed by

the video rates, the Projec t ion  Processor computes two orthogona l pro-

j ect ions  to locate and characterize the shape of the target  image .  In

general terms, the Projection Processor integrates the intensity levels

of a picture along parallel l ines through the pattern , g e ner at i ng  .i

function called the p r o j ect i o n  (See Figure 4) . For b i n a r y  d i g i t  i c e d

patterns , the project ion g tves the number of obj ec t  p o i n t s  a lon g  par a l  i t~ 1

li nt’s; hence, it is a distribut ton of the target p o i n t s  for .i g i v en  V L ois

angle. These i~roi t’c t ions r ep resen t  the  s i gnat  t ires of  thit ’ ~~ t I ci i

target o nd a ll ow the t a rge t  1 o he proc i s o  I ~ loc5-i ted md si rue t n ra  11 v

deser uh. ’.t

‘
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Figure 4. Projections

Tracking With Projections

A projection in the x— p lane of a picture f u n c t i o n  f ( x , v )  a long a

view angle w onto a straight line perpend i~u1ar to w is def ined  by

• Pw~~~ 
— f f(x,y)dw.

To precisely determine the position and or i en ta t ion  of a t a rge t

image , target medians are computed f o r  the top section (X~~. Y~~) and b ot tom

section (~~
, Yet) of the target image as shoi.’n in Figure 5. The median

ni of a projection function ~~~~~~~~~ segments the picture into two equa l

area parts so t h a t

~~m w . rZmax w.
J P (z)d: — j . ,  P (c ) d z

0

In terms ~f the target medians, the target ec.it ion  and o r ien t a t i on  :ire

g i V t ’n ~~~~
.

— ~~~~~~ — -- — 5-- 5- 5--- - ‘5- ’— — --- 5---—- —--—-~~~--———-~~~~ ——---5-—- .5-.- 5-——.— - — -—‘ -——— --5 - - -  5t~~~~~•_ 
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Parametric Structural ~tode1

Equal area percentiles are used to describe the shape of the target

image. This process t r a n s f o r m s  a p r o j e c t i o n  f u n c t i o n  P t ~~ in to k equal

area rectangles as shown in Fi gure ó. These equal area percent i les  are

defined by

Zi+l 1 Zk+l
P i ~ )dz - i- P (z)dz

for i — 1, ~~ , . . ., k. The equal are., percentile~. are normalized to be

target size invariant by

Figur e  b. Equal  .\rca P erc en t i le s

.5- - - - - _  _____________ — -.5-’- 5- 5-5-5-
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I for all i. These are the structural ,‘-rameters used to locate and

describe the target shape.

P roject ion Processor Arch i t ec tu re

The purpose of the Projection Processor is to reduce the binary

images generated by the Video Processor to a parametric model that can

be used to implement an intelligent tracking system. The Projection

Processor is capable of generating parametric models for two independent

images. This is done by forming two orthogonal projections of the target

image within each of two tracking windows . Each Image can consist of up

to 511x511 pixels. The projections along the x—axis are split in two

halves at approximately the mid—point of the image to form the top— x and

bottom—x projections (See Figure 5). After accumulation of the project—

ions, equal area points for each projection are found. These equal area

points are then reduced further to a set of working variables which

describe the major characteristics of the image. Although the computa—

tions are simple, the amount of data to be reduced is large. At 60

fields per second, there can be as many as 30 million data points per

second received from the Video Processor. Therefore , in the design of

the Projection Processor, the emphasis is placed on speed.

The architecture of the Projection Processor (Figure 7) has two major

components. The first component is a Pro ject ion  Accumulation Memory (PAN )

to compute the projec t ions  required to locate and desc r ibe  the targe t

shape. The second component is a s tandard b i t - s l i ce  processor f o r  ana l—

yzing the projections to establish the structural parametric model.

[. 
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Separate projection accumulation and processing is used to achieve the

speed necessary for high resolution pictures. —

The pixel classified binary data from the Video Processor enters the

PAN as a serial stream in synchronization with the camera generating the

intensity gray—level picture. The projections are formed by the PAN as

the data is received, while the processor monitors the y’-projections,

accumulates the total number of target and plume points, and determines

when to split the x—projections. During this time the processor has only

limited access to the PAN. In the vertical retrace interval the processor

assumes addressing control of the PAN and computes the structural para-

meters before the first active line of the next field.

- 
The operation of the PAN can best be described as that of an array

of addressable counters. To accumulate the x—projections, for example,

a counter is assigned to each vertical row of pixels, for up to 511 rows.

During the first line of the picture, the previous projection is cleared

out by performing a clear on each counter as the pixel corresponding to

the address of the counter is received and then conditionally incrementing

according to the presence or absence of a target point. For subsequent

lines the value stored in each counter is incremented according to the

value of the appropriate pixel. Accumulation of the y—projections is

similar except that one counter is assigned to each horizontal row of

pixels, for up to 511 rows . Thus , af ter an en tire horizontal row has been

received, the corresponding counter contains the total number of pixels

in that row with a value of one. The addressing of the x—projection

counters is controlled during accumulation by a counter which is increm-

ented as each new p ixel is received and reset at the end of each horizontal

- ~~~~~~~~~~~ ‘~~~~~‘ 
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row, while the y—projection address is controlled by a counter incremented

at the end of each active horizontal row and reset at the end of the

frame.

Actually using counters to accumulate the projection is imprac tical.

Instead, Random—Access Memories (RAN) and arithmetic logic units (1~LU)

are used to emulate the counter array by storing the value that would be

in the addressed counter in a pre—assigned memory location. The increment

and clear—increment functions are realized by reading the memory location

corresponding to the incoming pixel and using an ALU to add that value to

the pixel value for the increment, or adding the pixel value to zero

for the clear—increment, and then writing the results back into the same

location. By using a separate high—speed bipolar memory and ALU for each

projection, the horizontal and vertical projections can be accumulated

simultaneously at a pixel rate of 11 Mhz or more.

The standard processor is microprogrammed to analyze the projections

to establish the structural parametrical model. Using a processor with

a 200 nanosecond cycle—time, the required computations are completed

within one millisecond. Consequently , the projection analysis can be

accomplished within the vertical retrace interval.

Much effort was devoted to establish the mathematical foundations

-
• and practical implementations for using projections In the tracking

environment. A real—time method is developed to measure the fuzziness

caused by the ambiguities in the projection representation . To resolve

the ambiguity problem associated with two orthogonal projections without

accumulating additional projections at arbitrary view—angles, a eharac —

terization of the ambiguity problem at the scan line (row) level is

-
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introduced . This characterization forms the basis for the development

of a real—time algorithm that identifies the ambiguity introduced when a

new line E is added to an unambiguous binary picture matrix , and then

modifies a minimum number of entries in E to eliminate the ambiguity

introduced . The algorithm can be used to modify a class of pictures ,

called the pseudo column—connected pictures , so that the original picture

can be uniquely reconstructed from only three projections . The algorithm

can also be used to dynamically segment a binary picture matrix into

vertically contiguous regions, each region being represented by its

vertical and horizontal projections . Many new theorem s are established

for uniquely representing pictures with only three projections.

References

There are several references associated with the Projection Processor .

First, the ARO Interim Technical Report [11] presents the basic results

for applying projection concepts in the tracking environment. A disserta-

tion [211 “Projection Theory For Real—Time Vision Tracking” by Dr. lee

• Hsun U presents a very detailed description of the theoretical aspects

F 
of projections in the tracking environment. A masters technical report

[20] “A Firmware Module For Projection Computations” by Mr. Steven Szyman—

ski presents a detailed description of the hardware and software architecture

of the Projection Processor. Several publications [1, 9, 23, ~~ 
present

different aspects of the Projection Processor.

• 2.3 Tracker Processor

The task of the Tracker Processor Is to implement an intelligent

tracking strategy for controlling the tracking windows and the tracking

1_
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optics. The inputs to the Cracking Processor describe the si.c , k’c~~tion ,

dimensions , or ientat ~ous , d~’nstty, and shape ot the image contained in

the tracking windows. [he outputs ‘t the Cracking Processor define the —

location and shape of the tracking window cr the Video 1’rocessor , and

establishes a conf idence weight  or the tracking data ,  the boresigh t

correction signals, the image rotation , and the zoom correction signals

for the Control Processor. The basic objective of the confidence weight

is to recognize fake data caused by rapid changes in the background scene

or cloud formations by measuring how well the structural characteristics

of the located image match the target image being tracked . When the

tracking data is considered false, the confidence weight is reduced and

the control algorithm relies more heavily on the previous tracking data

to orientate the tracking optics toward the target image.

Intel l igent  Tracking

The basis of an intelligent tracking algorithm lies in its ab il i ty

to extract the important information from the input environment , rccogni~ t-’

the current state of the environment , and establish an appropr ia te  s t r a —

— tegy to effect a desired response from the environment. In the tracking

prob lem, the input environment is restricted to the image in the FOV of

the tracking optics as seen by the Projection Processor. From this

information, the tracking algorithm extracts the important inputs, class-

if tes the current tracking situation , and establishes an appropri ate

tracking strategy to control the tracking optics for achieving the goals

of the tracking system . [tic goals that guide the tracking algorithm .lrc:

1. ~et’p the target image within Y~ V ,

-
~~ 
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2. maintain a desired target  image resolut ion ,

3. improve the quality of the tracking data in terms of truthfulnes~
,

and trackability.

The truthfulness of the target data concerns the reliability of the

target input data for extracting tracking Information . This quality is

characterized by the target shape, density and other physical attributes

such as size and dimension. The tracking algorithm can improve on the

truthfulness of the target data by controlling the tracking window dimen—

sion and shape for the Video Processor , and by adjusting the confidence

weight for the Control Processor .

The trackability of the target image concerns the ability of the

tracking algorithm to retain the target image within the FOV and to

completely enclose it within the tracking window . This quality is

measured by the boresight displacements, target dimension , and target

image jitter. The tracking algorithm can improve on the trackabil it”

of target image by its ability to interpret the current state of the

• target image within the FOV , by the correct specification of the tracking

window location, and by the boresight and zoom correction signals sent to

the Control Processor.

It should be pointed out that it is not always possible to define a

response (output) for  improving both the t r u t h f u l n e s s  and the trackahilit .

Often, .1 ce tt a in  response can effect an improvement on one but degrade

the other. For example , improving the trackability of the target image

by enlarg ing the tracking window could result in the failure to reject

back ground noise c lu t t e r s , thus perturbing the truthfulness ot the target

position md orientation measu remen t .
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I’rack in~ \ 1~j~ r i t l~~ I mILlemen ta Lion

[he basis of an intel 1 i - ~: c I I t  t r a ck i n g  a l g o r i t h m  is the ab u t t  V to

estabi Esh a t rack ing strateg\’ to :tax i~ i ~c ilw t r u t h t : ul n e s s  and t rack.~i~ i i i t

of the t ar g et  i~~agc . To f o r m t a l a t e  an intcl 1 igent I r a ck  i 1I~~ stra egv • the

tracking algorithm needs the ab ill tv to respond to a current input based

upon the se~luence of inputs that lead to the cu r r ent  s t a t e  t or  s i t u a t i o n ) .

This state concept can be used to c l a s s i fy  the tracking situations

in terms of state variables as in control th eory , or i t  can be intc r~ reted

as a state in a finite—state automaton . The theory of finite—state

automata has been successfull app lied to imp lem ent  an In t e l l i gen t  t r ack—

Ing algorithm for the tracking problem .

Some of the advantages of the finite—state automaton approach are :

I . a  finite—state automaton can be easily implemented with a look—

up table in a fast LSI memory;

a finite—state automaton significantly reduces the amount el

information to he i’rocessed ;

3. the tracking algorithm can be e a s i l y  ad j u st e d  o d i f f ’rent

tracking problems by changing the parameters in the ~ook—up

table

~+. the fInite— state automaton can be g iv e n  man s  ch a r a ct e r  i si i . s

displayed by human oper at or  .

These advan ta~ t’s are import ant or th e  re.i I —t Inc t racking al ger it hm

to achieve the des i red t r ack  I ng ‘c e m ane e and ~;a i I v the t I n  i rig and

processing requirements .

in a t tnt te—state set  ueifl Lii ua~-h  l I l t ’ , c a c t i  - ;tatt ’ rcpr ’~~’rit -~ he

co l l t ’i -t lo n oi all Input st’q ut ’rict’~. that ike th e : I .R - h lu ~- f rom t l i t ’ t tat

- —-  - _ _ u~~
—- -- -.‘
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— 
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state to the present state. By defining an equivalence relation R on the

tape set as r
xg” it  ~~~~~~ , ~~~) — ~~~~~ • 

y x , 
~

-
~~

-

0 0

the tape set ~~ can be p ar t i t i on e d  into equivalent c la s se s

( x ]  — — ~yIxRv 
V y ~

Consequently,  a state represents all input  sequences tha t produc t’ a g i v en

tracking situation. This interpretation of Input sequences transtorms tilt’

development of the tracking algorithm Into a problem ot det ining ‘a

finite—state sequent ia l  machine

1 .  
TA — ( S , I, , ~~ , W).

The states of the machine S {s , s~~, s , , . . .  • s define the diff ere nt1 — -, Ii

tracking situations that must be hand1~ by the tracking algorithm . The

inputs I to the finite—state machine are derived t rom the image parameters

tha t characterize the size, shape, and locat ion  ef the present target

image. The output set 7. defines a finite set of responses tha t the track—

ing algorithm employs for  main ta in ing  track and r e t a in in g  hi gh resolution

data. The next—state mapping ~ : S x I S d e f i nes the nex t st ate

~S(s1
, 
~~ 

— 8
k when an input i~ 

is applied to state s~ . l’hc’ output

mapping W: S x I P is a ~ealy output that defines the proper t r a c k i n g

strategy (response) for each state.

A sixteen state automaton is used to remember the prey I ens t r a t ’ k i n~

situations that ted to the current situatIon . [‘hits al lows the Trockin~

Processor I o use previous i utormation in deciding on an appropr 1. 1 Lt’

—5- ----.~~ 
..a~~__ —=-—-~~ 
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tracking s t r a te gy . The m i t  t ’— S t O  10 automaton -~~~r~ ’ leniented wi lit a

random access look—up table and most outputs ~irc p rceomp ut t ’d - - -J stored

in look—up tables is~s ’c i at ed  with the t r o c k i n ~ -.~ ai  es f o r  t a s t  OCcess .

l~ lug this ,ipproacIi the ir.ick ing Processor o t s  i i  v : ~et ’ Is t h e  rca I — t i m e

pr.’~’ css ing cot is t  ram s i~ip osed hr the v idee tiac ~ c~ environment .

Trackin& Processor :\rt~hitecturc

[‘he basic architecture of the Tracker Processor (Figure 8) consists

a standard microprogrammable processor, .t 2K x l~ working memory , and

communication niemortes to the other processors. The inputs to the Tracker

Processor arc stored in the  conununIcat  ion inetnorv (C’tl) by the Pro jec t  ion

Processor, and the f i n i t e — s ta t e  t r ack i n g  a l g o r i t h m  and the o u t p u t  t racking

s t ra tegies  ar e stored in the work ing  memory .  When the  [‘r ej ect i on  Processor

sends the tracking data , the Tracker Processor encodes the inputs and

combines them with the presen t state to form t h e  address in the working

memory where the next state and output st r a t e gy  are stored . The trackiu ~

window outputs are stored in the communication memory (C~1 2 ) ,  and the

outputs to the Contro l Processor are stored in the C~’t3 communication

memory . When these data .ire stored in the communicati on memories, flags

are sen t to both the Video Processo r and t h e  t ’ontro I I” ocessot’ to laid ic at e

that the c o n t ro l  d a ta  j~ ready . ‘fl a t ’ Tracker Pr ocessor  requires approximately

three m i l l  iscconds to p e r f or m  these funet t0fl:’ . Cono~’t 1u~’t i t  lv  . t l it ’ t r ack i ri ~~

st rat eg y fo r  the (I  + I) I to hi can es t oh II shed from t lie I n[’ut s up to

and including the I — I ‘~ f i e l d  dur i u~ t hai ’ act i r ’  I — t h  f i e l d .  T h i s  p i p e —

l ine do la’ g [vt ’s t lie track ing a I~~ei’ i t bin sn i  I 1.’ 1.-n t r e sp o nse  t Inc for

ret  1,111 Ic  t r ac k  t n t ~ ot h i  ~~ !t ~ert
’orms~nce I or~ .’t s.
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References

The most comprehensive reference for the Tracker Processor is a

dissertation [31] “Projection Theory For Real—Time Tracking” by Dr. Yee

Hsun U. Several other papers [3, 8, 11, 22 , 23~l are important references

for this material.

2.4 Control Processor t -

The purpose of the Control Processor is to generate the control

signals that drive the tracking optics. The Control Processor receives

inputs from the Tracker Processor on the target location, orientation,

and length, measured relative to boresight and on a confidence weight

that measures the reliability of the measured data. Using these inputs,

the control processor predicts the desired tracker azimuth and elevation

pointing angles, the zoom lens setting, and the image rotation setting

for the next field.

• Several considerations of the tracking problem make the development

of the control algorithm unique. First, the real—time constraint of

- 

- 
providing the control signals up to sixty fields per second eliminates the

possibility of using many lengthy computational methods. Secondly, a

confidence weight derived from the structural shape of the target is

available. Finally, the large class of targets and tracking environments

require the estimator to be adaptive to the tracking environment. Based

on these considera tions, a predictor method is developed that uses the J
confidence weight, much like a Kalman weight, to combine the measured arid

estimated values to predict the control signals for the next frame .

The control algorithm provides the estimated and predicted values of

the variables necessary to orientate the tracking optics toward the target.
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Using the conjidence weight to combine the predicted variables with current 
- 

-

measurements, the algorithm provides estimates of current target position

variables. These estimates are combined with previous estimates to pre—

dict the target position v-iriables for the next control interval.

Control .~lgorithm s

A simple filter—predictor [10, 11] uses a linear convex combination

of a linear—two—point and a quadratic—i ive—point polynomial filter—

predictor. This scheme is based on the reasoning that the linear—two— t
point polynomial can better anticipate a rapid maneuver from the missile ,

while the quadratic—five—point polynomial is used to reduce the variance

of error. The coefficients of the linear convex combination are chosen

to obtain an unbiased minimum variance of error estimate.

In order to evaluate the effectiveness of the polynomial predictor—

filter , some simulation studies were made using two considerably more

sophisticated filters for comparison purposes. One of the more sophis-

ticated filter predictors considered utilized the famed extended Kalman

filter (EKF) in which a nonlinear maneuvering ballistic model is used .

These results [10] compared quite favorably.

Control Processor Architecture

The architecture of the Control Processor (Figure 9) includes a

standard microprogrammable processor, working memory, and four communi-

cation memories. In order to achieve the accuracy and dynamic range

required by the control algorithm, the processor has been microcoded with

a f loa t ing point instruction set. These floating point microroutines

i:
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allow floating point computations with 32 bi t  words. A 1 K x 16 working

memory is required for storing the data structure required to realize the

control algorithm . The inputs to the control  processor are obtained f rom

the boresight communica tion mem ory and the optics communication memory .

The boresight memory data comes from the Tracking Processor, and it

contains the desired boresight corrections , zoom correction, and tue

confidence weight. The optics memory contains the current  cpt ics  po in t—

ing angles and zoom setting to form a closed loop tracking system . The

Control Processor performs the control algorithm and stores the desired

controls in the control communication memory. The actual pointing angles ,

th e boresight corrections , the f ie ld time , and the tracker s tatus  are

stored in the tracking data memory so that the data can be stored in the

vertical retrace interval on a video tape recorder. Having the recorded

video tape of the target f l ight  along wi th  the coordinates of the target

image provides an interesting augmenta t ion of current optical f i lm proc-

essing techniques.

L References

r The most comprehensive reference for the Control Processor is contained
1.

in an interim technical report [11] submit ted to the Army Research Office

(May 1978). Several other papers [4, 10, 22 , 23] descr~be and analyze

the control algorithm in detail. A dissertation [25] “Some System—

Theoretic Properties of Zadel—Fuzzy Sets” by 1. R. Kiang contains some

applications of fuzzy set concepts to the control problem .

2.5 The RTV Tracking Processor Architecture

The very high—speed computer processing required to carry out the

tracking algorithms presented .i major research problem in computer
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architecture design . The data acquisition ra te  is too fast and the

numerical computations too lengthy to be carr ied out by any general

purpose small—size computer. These considerations created the necessity

of utilizing a novel approach in the solution of the problem.

After considering the data rates and computational  tasks, a parallel

computer architecture was designed to perform the tasks required by the

tracking algorithms. The parallel computer architecture consists of four

high—speed microprogrammable processors that are programmed with a pipe-

line architecture so that the major tracking tasks can be performed

concurrently. The pipelined architecture provides adequate computational

capability to perform the RTV tracking tasks with microprogrammable

processors with a microinstruction cycle time of 200 nanoseconds. The

cycle time can be achieved with several bit—slice processors currently

on the market.

Standard Microprogrammable Processor

A study was made of modern computer technology to select the most

appropriate processor for the RTV tracking requirements. To minimize the

cost of the system, and also because the individual tasks that need to be

performed do not require large programs, it was decided to use b i t—sl i ce

processors in the implementation of the distributive system. Due to the

speed requirements and the very special computations required by the

algorithm, the use of high—speed Schottky bit—slice microprogrammable

processors is mandatory . The final decision in the selection of the bit—

slice mic’~oprocessor fe l l  upon the Intel 3002, the ~iotorola 2901, ~nd the

TI 74S481. After evaluating the capabilities of these processors. the

decision was made to use the TI 74S481 ~+—bit processor ma inly because
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of its strong computational power and its versatile external bus struc—

ture.

A general purpose processor architecture has been developed to

provide the building blocks of the distributive system . The processor

was designed to achieve a microinstruction cycle time o 200 nanoseconds.

It has many features to facilitate interprocessor communications. Each

processor has a 1 K x 48 writable control store for implementing the

tracking algorithms. Having a standard processor architecture greatly

simplified the development and maintenance of the system.

Host Processor Development System

A great deal of effort was devoted to the development of a Host

Processor software and hardware interface (Figure 10) to assist in writing

and testing the tracking microprograms [18]. This effort has led to the

development of a high—level micro—assembler for the TI—74S48l processor

_________________ 
RTV PRO CESSflR \

- 

PROCESSOR
H PROJECTION

HOST p PR OCESSOR

I
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PROCESSOR

L~~ J
Figure 10. The Host Processor Confi~;uration
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~~~ 
which accepts symbolic microinstructions and gener ates  absolute

microcode . Furthermore , a Host Processor operating system was developed

to allow the user to load , store, and edit microinstructions in the

processor control store with our IIP2l~D~ satellite computer.

The Host Processor cont iguration consists of a minicomputer , a user

terminal, a floppy disk , and a Host Processor Interface (lIPI). The mini—

computer provides a programmable interface between the user, the RTV

processors, and the VTR system. The user terminal provides standard key-

board entry and CRT display. The floppy disk is required for bulk storage.

The HPL maps the wri table  control stores in the processors and the i r  data

structures into the address space of the computer. The Host Processor

has the ability to single—step and monitor the performance of any combina-

tion of the tracking processors. In e f f ec t , the Host Processor provides

a development system for  the four distributive tracking processors ,

including a logic analyzing capability for detecting faults.

Ref er ences

The most comprehensive reference for  the architecture and development

system for the tracking processors is a dissertatIon [17 1 “A M u l t i p roc-

essor Archi tec ture  With  A Master Shared Control Store ” by Dr.  Ivan Pe rez .

Another important  reference for  this mate r i a l  is a final report [221 “A

Real—Time Tracking System” submitted to the ~Th ite  Sands Miss i le  Range in

January 1979 for Contract DAADO7—77-C-0046. Several published papers [7 ,

13 , 14 , 15] are good reference for th i s  m a t er i a l .  
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Ill. Personnel Supported and Degrees (;ranted

During the three y e ar  durat ion ot this grant a considerable number

of students were supported , and many of these s tudents  received degrees

wi th  thesis topics stenuning f rom the research sponsored . A de ta i l ed  l i s t

of the students supported fol lows .

Name Degree Granted

Wayne Cannon M . S . E . E .

Robe rt  Rogers M . S . E .E .  & Ph . D .

Richard Krebs M.S.E.E.

Otis Soloman M.S.E.E.

Steven Szymanski M.S.E.E.

Roger Thompson M.S.C.S.

Yee Ha un U P h . D .

Ivan Perez Ph.D.

T. R. Kiang Phi .1).

Rodalfo Camez M.S.E.E.

Jerry Chu M.S.E.E.

Besides the students, two principal investigators , Dr.  G. H . Flachs

and Dr. W . E. Thompson , were supported t w e n t y — f i v e  percent of the acad-

emic year throughou t the dura t ion  of the g r a n t .
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IV. Publica tions

Many publica tions , disser tations , and techn ical reports have resulted

f rom the research sponsored b y th i s g r a n t .  Scver ~ l majo r publ ica t ions  are

current ly  being prepared f rom the d i sse r ta t ions  supported b y this  grant .

‘rhese publicat ions wi l l  he reported la te r .

1. 1976 “Structural Feature Extrat ion by Projections ,” 1976 Region  V
IEEE Conference Proceedings, pp. 15—19 , Austin , ‘I’exas.

2. 1976 “A Pre—Prototype Real—Time Video Tracking System ,” 1976 NAECON
Conference Proceedings, pp. 156—160, Dayton , Ohio.

3. 1976 “A Real— rime Structural Tracking Algorithm ,” 1976 NAECON
Confe rence  Proceedings, pp.  16 1—168, Day to n , Ohio.

4. 1976 “A Structure and Dynamic Mathematical Model of a Rea l—Time
Video Tracking System ,” 197€’ NAECON Conference Proceedings,
pp. 169—172, Dayton, Ohio.

5. 1976 “Object Identification with Finite Automata ,” 1976 NAECON
Conference Proceedings, pp. 173—175 , Dayton, Ohio.

6. 1976 “A New Concept in Optical Tracking Using Pattern Recognition ,”
Proc. of the Internationa l. Sym po sium on Information Theory,
June 1976 (Sweden).

7. 1977 “Mathematical Modeling and Simulation in a Programmed Design
Methodology,” Proc. of First International Conference on

• Mathematical Modeling, pp. 4~~—5OO , St. Louis, Missouri, August
1977.

8. 1977 “An Automatic Video Tracking System,” Proc. of NAECON 1977,
pp. 361—368, Dayton, Ohio.

9. 1978 “Digital Decomposition and Representation of Video Signal s
Using Projection Theory,” Proc . of t h e  rEEF. International
Conference on Acoustics, Speech , and Signa l Processing, pp.
743—746, ‘rtdsa , Oklahoma, April 1978.

10. 1978 “Ev aLua t ion  of F i l t e r ing  and P r e d i c t i o n  Techniques for  Real—
Time Video Tracking of High Pe r f or ma nce Miss i les , ” r ro.~~ of
NAECON l’~78, pp.  897—904, Dayton , Ohio, May 1978.

ii. 1978 “Real—Time Video 1’raekins Concepts, ” Interim TechnicaL Report
for Grant DAAC—29— 7n—G— 0231 , 1’ .5 .  Army Research Office , Research . -

‘rrlangle Park, North Carolina . Nay 1978.
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12. 1978 “Video P rocessing with Microprogrammable Processors , ” P roc.
o f t he  U.S .  Army sponsored workshop on Microprocessors and
Computer Graphics ,  Warr ent on , V i rg i n ia , Ju ly , 1978.

13. 1978 “A Tutorial on Dis t r ibut ive  Processing Using Microprogrammable
Bit—Slice Microprocessors.” National ~2omputer Conference 1978,
Personal Computing Digest, pp. 377—386.

14. 1978 “Distributive Microprocessor Hardware and Software Architec—
ture for Real—Time Applications ,” National Computer Conference
1978 , Personal Computing Digest, pp. 387—394.

15. 1978 “Using Micr oprogrammable Bi t—Sl ice  Arch i t ec tu re  for  Hi gh—Speed
Calculations,” National Computer Conference 1978, Personal
Computing Digest, pp. 395—400.

16. 1978 “A Real—Time Video ‘rracking System Using Image Processing ,”
Proc. of the Fourth In te rna t ional  Joint Conference on Pattern
Recognition , November 1978.

17. 1978 “A Multiprocessor Architecture with a Master Shared Control
Store,” Ph.D. dissertation by Perez—Mendez , P.1. , Dep artment
of Electrical and Computer Engineering , New Mexico State
University , Las Cruces , New Mexico. 1978.

18. 1978 “The RTV Multiprocessor Development System ,” Interim Technical
• Report for Contract DMDO7—77—C—0046, White Sands Missile

Range , New Mexico , 1978.

19. 1978 “Real—Ti me Video Filtering with  Bi t—sl iced  Microprogrammable
Processor s,” Ph.D. dissertat ion by Rogers , R. B. , Department
of Electrical and Computer Engineering , New Mexico State
Univers i ty ,  Las Cruceg ,  Ne w Me x ico , 1978.

20. 1978 “A Firmware Module for Computing Project ions ,” M SEE Techn ical
Report by Szytnanski , S. J . ,  Depa r tment  of E lec t r ica l  and Comp-
uter Engineering , New Mexico State University , Las Cruces,

• New Mexico, 1978.

21. 1978 “Project ion Theory for  Real—Time Vision Tracking, ” Ph .D.
dissertation by IT , Yec ilsun, Department of Electrical and
Computer Engineering , New Mexico State University, Las Cruces,
New Mexico, 1978.

22. 1979 “A Real—Time Video Tracking Syste m ,” Final Report for Contrac t
L) AA DO7 —7 7—C— 00 4 6 , WSMR , Janu ary  L ’~79.

23. 1979 “A Re al—Time V ideo Track in g  Sy s tem, ” (~ptic.it__Fugincei~j~~, Vel
18/No . I, Ja nu ary / F eb rua r y , pp. .~S— L~.
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24. 1979 “A Real—Time Video Tracking Sy stem Us in g  Image Processing
Techniques,” Accepted for publications in the IEEE Trans. on
Pattern Analysis and Machine Intelligence.

25. 1979 “Some System—Theoretic Properties of ~a d e u i — F u z z y  Scts ,” P h . D .
dissertation, Department of Electrical and Computer Engineering,
New Mexico State University , Las Cruces, New Mexico , 197° .
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