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EXECUTIVE SUMMARY

8 Co enclng wi sh Its appointment by OSD/DTACCS (now ASD/C I) in
early 1975 as the AUTODIN System Manager, the Defense Cominications
Agency (DCA ) has had responsibility for development of en Integrated
AUTOOIN Sys tem Architecture (IASA). The purpose of the !ASA is to
guide the evolution of the Defense Co~~rn1cat1ons System’s AUTODIPI
subsystem tOwards a more secures accurate, survivable, and efficient
means of message processing and date comeunicatlons while offering
standard solutions to user requirements . The IASA is organized into
three architectural descriptions corresponding to the three major
time periods in the evolutionary development of an Integrated AUTODIN
System:

Near-Term (1978-1983) - Initial Imp lementation of the
AUTODIN II packet switched data network and consolidation
with the existing AUTODIII I narrative/record message
switched network

Mid—Term (1984.1988) • expansion of the AUTODIN II data
service worldwide, closure of AUTOD IN I ASCs, Introduction
of standardized terminals, full Integration of AUTOOIN I
and II

Far-Term (Post 1988) — complete integration, nerratlve/
record and data service worldwide, continued evolution
toward the third generation DCS.

Presented In this report are the results of the lAS Architecture
definition process applicabl , to the Mid-Term... Previous effort In
this process was directed toward Identification and analysis of luple-

,• . mentatlon alternatives for the Near-Term (1978.1983). The Near-Term
work , described in the lAS Architecture Report of December, 1 917 ,
was lnt Inded to shape decisions on the impl entation and/or use of

• 
. 

existing and readily available hardware/software com ponents In order
to achieve a Near-Term capability . The Hid-Term architecture analyses ,
by contrast, were directed toward the development of an overall, top-
down syitem architecture, and the definition of new system elements re—

• 
-. • quired to support this architecture.

Presented herein are the preferred architecture for the Mid-Term,
two alternate architectures and a descri ption of the process and ra-
t ionale for selecti ng the preferred architecture. In addition , a pro.

L posed transition approach to achiev e the prefer red architecture and to
identify the actions required to evolve from the Near-Term lAS Archi 

-

_______

tectur s of 1983 to the Mid-Term lAS archit ecture of 1 988 Is described
In addition, this report includes guidance in planning and progrimaing
for a new family of terminals, and other hardware/software components of Sscft ss Dthe lAS .
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u sed on ASO(C31) guidance and overall AUTODIN system requirements,
the major architectural objectives relevant o the Mid-Term are :

• Expand AUTOOIN II to provide a worldwide data backbone •

• Complete phas -out of AUTODIN I swi tches

• . Standardize termlnals/AMPEs 
•

• Reallocate ASC functions to Other lAS elements

• Enhance system survivability

• Enhance tactica l a~d allied forces Interoparability wi th OCS

• Accomplish the above objectives via evolution .

Consistent with these objectives, the lAS Architecture definition
effort over the past year has been directed toward the following
objectives:a

• Define viable candidate architectures for the Mid-Term

• Reccemend a preferred Mid-Term Architecture for the lAS

• Evaluate the differences between the preferred architecture
and viable alternati ves

• Define an approach to transition from the Near-Term lAS to
the Mid-Term lAS.

The process of defining the Mid-Term Architectu re for the lAS was
constrained to consider only those architectura l alternatives which are
technically and economically feasible within the Mid—Term time frame,
consisten t with the objectives of the Integrated AUTODIN System . -

Architec ture , and finally, consistent with the evolutionary philosophy
of the Integrated AUTOOIPI System. The principal constraints on the —architecture definition process were the following:

• Current AUTODIII I inventory assets
• Current AUTODIN II development status

• Inter-Service/Agency Automated Message Processing Exchange
(I-S/A AMPE) program status

• Avai lab le technology. 
—

For the Near-Term, architecture definition was Issue oriented andaddressed specific options available to the system implementer. Thearchitecture definition process in support of the Mid—Term, on the
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other hand, is considerably broader in scope, and is aimed toward
- 

definition of a top—down, overall architectural description.

The approach to defining the Mid-Term lAS Arch I tecture was
based on the following three analysis efforts.

- . Definition of Mid-Term requirements and operating• environment

Generation of candidate architectures and selectiofl of
alternative archItectures from among viable candidates

Evaluation of alternatives and selection of a preferred
architecture.

The definition of Mid—Term requirements and operating environ—
Inent involved the projection of lAS Input traffic; the projection of
AMPE and I-S/A AMP E populations; the identification and definition ofV required lAS services and functions; and the identification and
definition of candidate Mid-Term network elements

Candidate network elements for the Mid—Term lAS include those
elements of the Near—Te rm lAS architecture that can be retained
through the mid—term as well as new elements that could be developed
In time for the mid-term. The candidate lAS elements and their
characteristics are the following:

Packet Switch Node (PSN). The PSNs Installed in CONUS
and overseas under the AUTODIN II program will be avail-
able in the mid-term time frame for use In the lAS
backbone. Based on current traffic projections, the
PSNs installed in the near-term should be sufficient to
accoemodete the total lAS busy hour traffic. The need
for additional PSNs to be installed during the mid—term

• - In order to support expansion into thi far-term and/or
growth in the network wi ll be based upon user acceptance
and experience with the Initial operational network.

t . Automated Message Processing Exchange (Near-Term I-S/A
AMPE, A*E, LDNX/NAVC~ PARS, AF AMPE, Streaml Iner). Most

• of the MILDEP/Agency AMPE equipments will reach the end
• of their useful service life during the mid—term and will

be replaced by standardized Inter-ServIce/Agency AMPEs.
The N!LDEP/Agency AMPEs are th refore, not considered
principal network elements for the Mid-Term lAS. (ThoseL MILDEP/Agency unique AMPEs retained in the mid-term will
be treated the same as other large, automated AUTOOIN I
terminals in the lAS).

L .
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a • AUTODIN Switching Center (ASC). A principal objective of
= the Mid-Term lAS Architecture is the closure of the exist-

ing ASCs both in CONUS and overseas. Therefore, ASCs will
be retained in the Mid-Term lAS Architecture only as
required to facilitate smooth and orderly transition.

• • Central Service Facility (CSF). The CSF is a postulated
new centralized network service element that would perform
necessary user support functions and/or network functions
to accomplish message delivery and provide needed user
services . The CSF Is accessed via the backbone network
and does not directly termi nate subscribe r equipments.
The specific 1~unctional capabili ty of the CSF Is dependent
upon the architectural alternative selected.

• Inter—Se rv ice /Agency AMPE (I—S/A AMPE). This new element
Is postulated as a standardized replacement for the exist-
ing NILDEP/Agency AMPEs. It would provide a complete set
of agreed upon coennon Servi ce /Agency AI4PE functions and

• have provision for accoemodating a limi ted number of user
unique functions. The I-S/A NIPE will be modular In both
hardware and software such that great flexibility will be
available to the Services and Agencies In tailoring the• I-S/A AMPE for each installation. The basic functional
capabi lity of the I-S/A AMPE Is essentially Independent
of the architectural alternative selected.

• Enhanced Inter-Service/Agency ANPE (I—S/A AMPE(E)). This
• new element is postulated as a network service element

that will be derived from installed I-S/A AMPEs through
modular expansion of software (and if necessary hardware). IThe I-S/A AMPE would , therefore, Include all of the
functions of an I—S/A AMPE as described above, and replace
a normal I—S/A A IPE In the network at selected locations.
However, the enhanced I—S/A AMPEs in the network would
also provide the additional network functions needed to - - -

5 allow phase—out of remaining ASCs and provide new network
5 c functions. The I-S/A ANPE(E), like the I-S/A AMPE , will

be modular and thus provide the Services and Agencies
great flexibility in tailoring the I—S/A AMPE(E) to meet
site requirements. The full functional capability of the
I—S/A AMPE(E) depends on the architecture alternative.

• Coemon Family of AUTODIN Terminals (CFT) . A new family
of terminal equipments is being defined by OCS as part of
the IASA program. This conunon family will Include a full
range of terminals from simple teletypewriter to highly
automa ted user terminals . The functional capabilities of

_ _ _ _ _ _ _ _ _ _ _  - 
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~ these terminals wi ll be defined on the basis of user requi-

• rements and are independent of the architectural alternatives
selected.

It should be noted that not all of the candidate architectural elements
are utilized in all architectural alternatives. In, addition, the roles
of some elements are dependent upon the architectural alternatives In
which they are used.

- 
• The set of candidate architec tures was generated through a

sequential decision tree approach based on three major architectural
decision levels:

Selection of a network element set from among the available
candidate elements

L • Allocation of functions among the selected element set

. Consideration of specific confiquration/connectivity options
~• within the architecture (e.g. , dual /s ingle connection of

— 

~ nodal elements).

— . The candidate definition process resulted In the identi fication
of 23 candidate architectures. Further analysis reduced this set to •

• three final alternative architectures. All three alternatives utilize
the packet switched node (PSN) as the principal backbone switching
element and the Inter-Service/Agency AMPE (I—S/A ANPE) as the principal

-

• 
access area message processing and counnunicatlons concentrator element.
The basic characteristics and distinctive features of the three
candidates are sununarized below:

Alternative I - This alternative represents a centralized
architecture wi th lit tle or no hierarchical structure in
the access area. All network and user services in this

L alternative are provided from a relatively small number of
service elements connected to the backbone and accessed via
the network. These serv ice elements are the Centralized
Service Facilities (CSF)

. Alternative II - This alternative represents a distributed
- architecture in which user and network services are provided

from a coemion access area element, the enhanced I—S/A ANPE
(I—S/A AMPE(E)). This results in a very flexible structure

-. in the access area with serv ices accessed both directly and - •

• ‘ 1 via the backbone network. In addition, this architecture
provides the maximum degree of commonality among network

• e lements.
~ r-
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• . Al ternative III - This alternative represents a hybrid S

architecture between the-centralized structure of Alternative
I and the distributed structure of Al ternative II. In this
architecture, some services are provided by a centralIzed
backbone serv ice element (the CSF), and the remaining services
are provided by a distributed access area element (the I-S/A
AMPE(E)).

Each of these architectures provides the required Mid-Term lAS
services and functions, and is consistent with the constraints and
anticip ated operating enviro rmient of the Mid-Term .

In order to select a preferred Mid-Term lAS Architecture , the
three alternative architectures were evaluated wi th respect to both
technical and cost factors. This evaluation was based on a series
of quantitative and qualitative technical analyses performed in
support of the 1*5 architecture definition. The major evaluation
cri teria used in these analyses are the following:

. Operational effective~ess

FlexIbility -

- 
• 

. SurvlvabIl ity/Avallabil ity/Supportabi 1 ity - / 

-

Transition
Cost

Based upon the results of the evaluation process, the preferred
architecture for the Mid-Term lAS Is Al ternative II. This alternative
was determined to be preferred to each of the other alternatives in
three of the five major evaluation criteria including the two technical
criteria which are considered most important for the Mid-Term lAS - - -transition and survivabillty/availability/supportabllity. A principal
characteristic of this architecture which led to its selection is the
consolidation/integration of network and user motivated functions into
a single service element based upon the currently planned I-S/A AMPE
program. This consolidation/integration provides significant potential
benefits in both cost and performance, and contributes materially to
th. ease of transition from Near-Term to the Mid—Term network architec-
ture.

• The preferred architecture for the Mid-Term 1*5 presented in this
report meets all of the major objectives of the 1*5 program. In
addition, the recommended transition approach will provide an orderly
evolution from the current AUTOOIN through the Near-Tern into the Mid-
Term and eventually Into the Far-Term.
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SECTION I 
. -•

INTRODUCTION
1. PURPOSE

The integrated AUTODIN System (lAS) Architecture is organized
into three archi tecture descriptions corresponding to ~he three major
time periods in the evolutionary developmen t of an Integrated AUTODIN
System:

t_ ’ o Near-Term (1978.1983) - ini tial impl ementation of the AUTODIPI
( .  I! packet switched data network and consol idation wi th the

existing AUTODIN I narrative/record message swi tched network
o Mid-Term (1984—1988) -. expansion of the AUTOOIN II dataI- serv ice worldwide, closure of AUTODIN I ASCs, introduction of

standardized terminals, full integration of AUTODIN I and II

.0 Far—Term (Post 1988) — complete integration, narrative/record
and data service worldwide, continued evolution toward the

~— • third generation DCS.
- The Integrated AUTODIN System Archi tecture Report of December,
- 

1977 identifIed imp lementation alternati ves and recommendations for
the Near-Term (Reference a). This report presents the preferred

( . architecture for the Mid—Term, Identifies two alternative - 
-

architectures and describes the process and rationale for selecting• the preferred architecture. In addition, this report describes a
proposed transition approach to achieve the preferred architecture
and Identifies the actions requi red to evolve from the Near-Term lAS

- . ArchItecture of 1983 to the Mid-Te rn lAS Architecture of 1988. Thec - purpose of the IASA is to guide the evolution of the Defense
L Communications System’s AUTODIN subsystem towards a more secure, —

accurate, survivable, and efficient means of message processing and
data communications while offering standard solutions to userrequirements .,

It should be noted that the LAS will neither b a new system to
I b suoerlmposed on all other user systems in a duplicative way, nor
I, will it exploit technological adva nces in the data processing

industry when there Is no well defined need to do so.
2. BACKGROUND

In July, 1974, the General Accounting Office (GAO) published areport that was critical of the Department of Defence (DoD) for (1)L not havin g a single a cy responsible for management of the entireAUTODIN subs ystem to ncluda AUTODIN terminals; (2) for a poor

- - 
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telecommunications center consolidation record; and (3) for
duplication of effort and proliferation of AMPE-type AUTODIN
terminals by the Military Departments (MILDEPs) and DoD Agencies.
The GAO recommended to the 000 that a singl e AUTODIN manager be
appointed to resolve the problems as they surfaced.

In February, 1975, OSD/DTACCS (now ASD(C3 I)) acted on the GAO
recommendation by tasking the Defense Co unications Agency (DCA) In
coordination with Services/Agencies, to develop an Integrated AUTOOIN
System Archi tec ture (IASA ) on a terminal—to— terminal basis and,based

— on that archl tecture,to define a common family of AUTODIN terminalC hardware and software.

On 12 December 1975, OSD/DTACCS approved the OCA 1*5* development
plan which would address the various elements (e.g.. PS)Is, *PEs. ‘1terminals, etc.) as a single Integrated system with processin.~jfunctions allocated to system components on the basis of how and
where they can best be performed. As a result of this plan . OCA Is
responsible for accomplishing three objectives: (1) a system
architecture on a terminal -to-terminal basis; (2) terminal
specifications; and (3) related standards, formats, and procedures.

As an outgrowth of the OSO tasking, JCS Memorandum of Policy 165,
titled: AUTODIN and Associated Message Processi ng Syst ems, was
Issued on 5 May 1976. MOP 165 establIshed AUTODIN as the DoD
common-user data c~~ un1cat1ons system, directed maximum use of the
system elements, identi fi ed cri teria for interservice
telecoi—imicatlons center consolidation and automation, provided
safeguards to prevent prol iferation of non -standard terminal systems . —

• and provided policy and gui dance for use of new equipments using
automation tec hniques thro ugh the AUTODIN.
3. ORGANIZATION

The IASA Project organization is shown in Figure 1. Control of
the project i-s exercised through the AUTODIN Systems Integration

-- Branch ( Code 534), Headquarters DCA. Technical Support is provided
by the Defense Communications Engi neeri ng Center (OCEC).
Representatives of OCA, MILDEPs, National Securi ty Agency (NSA),
Defense Intelligence Agency LOlA), and Defense Logistics Agency (01*)
are formed Into a Technical/Policy Panel which serves as the forum
for discussion of IASA issues. In addition, there are three working
groups, each chaired by OCA, with participation from MILDEPs and DoD
Agencies.
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4. lAS ARCHITECTURE OBJECTIVES

Based on ASD(C31) guIdance and overall AUTODIN syste m
requi rements , the major archi tectura l obj ectives relevant to the
mid-term are:

o Expand AUTODIN II to provide worl dwi de data backbone
o Compu te phisi-out of AUTOOIN I switches

o Standardize terminals/AMPEs
o Reallocate ASC functions to other lAS elements —.4
o Enhance system survivability

o Enhance tactical and al l ied forces lnteroperability with OCS —

L o Accomplish the above objecti ves via evo l ution. -

Consistent with these Objecti ves , the lAS Archi tec tu re defini tion
eff ort over the past year has been directed toward the followi ng
obj ecti ves:

o Define viable candida te archi tec tures for the mi d— term
o Rec~~ end a preferred Mid Term Architecture for the lAS

o Evaluate the differ ences between the preferred architecture
and viable al ternatives

o Define an approach to transition from the Near-Term LAS to
the Mid—Term 1*5.

In addition, specifi c analyses ware performed under this effort to
address the following additional architectural obj ectives/Issues:

o Project LAS user riquirements through the mid-term

o Define the role of the Inter-Service /Ag ency N4PE
o Define the role of the Centralized Service Facili ty
0 IdentIfy the Impact of the Mid-Term lAS Archi tecture on
*U1OOIN II design (PSN , terminals, protocols, System Control )
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o O fine lAS securi ty subsystem
o Eval uate options for expansion of AUTOOLN II overseas

The prefer red archi tecture for the Mid-Term lAS presented in this
- report meets all of the major obj ectives of the lAS program. InI — addition, the rec~~ ended transiti on approach demonstrates that the1 r-. preferred archi tecture can be achieved in an orderly evolutionary- 

I - process from the current ALJTOOIM through the near—term into the
~ mi d— term and eventually beyond Into the far -term.

~~~~~
- 5. SCOPE

This report presents the results of the lAS Architecturedefi ni tion process app licab le to the mid- term , Previous effort Inthis process was directed toward Identi fic ation and analysis ofImplementation al ternati ves for the near-term (1978~.1983). Thisnear-ter m work , described in the 1*5 Archi tecture Report of Deceober,1917, was Intended to shape decisions on the Implementati on and/or
• - use of exis ti ng and readily availab le hardwa re/softwa re components in‘ ‘  order to achi eve a near-term capabili ty. The mid- term architecture

- . analyses , by con trast , were directed toward the development of an
overall , top-down sys tem architect ure , and the definition of newt -- system element s required to s upport this archi tecture. Thi s reportis intended to prov ide guidance to DoD In planning and programming

‘-- - for a new family of terminals, and other hardware/software componentsof the LAS.

- The overal l LAS program mi lestones are Identified -in Figure 2.As Indic ated in this figure, the mid -te rm architecture definitionwil l con tinu e through Ff 79 in order to provide necessary functiona lspecificati ons for the Common Family of AUTODIN Terminals to Includethe Inter-Serv ice/Agency AI,E.
4.:
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C SECTION IIr
~ NERAL ARCHITECTURAL ALTERNATIVES FOR THE MID—TERM LAS

1. THE NEAR-TERM LAS ARCHITECTURE OF 1983

In order to evaluate the al ternative archi tectures available forfl the Mid—Term Integrated AUTODIM System (1984-1988) It is necessary tounderstand the evolutionary changes in the AUTODIN I/I! networks thatwifl result from implementation of the Near.Ternt LAS Architecture.It is recognized that the evolutionary nature of the changes in the ‘k L AUTOOIN I/I l networks preclude a single point description of thisL period of rapid development and implementation, However, for purposeof this report it is useful to represent the cumulative network1 changes as a single description referred to throughout this documentL as the Near-Term LAS Architecture or the 1983 Archi tecture. Thisconceptual single point description of the Near-Term Architecture forthe Integrated AUTODIN System represents a point of departure for allsubsequent mid—term archi tecture defi ni ti on efforts.

- a. General Description. The Near—Term Integrated AUTOOIN SystemArchitecture will result from evolutionary developments of both the
existing AUTODIN I narrative/record network and developments undero the AUTOOIN Il , Phase I packet switched network. By the end of thenear-term (1963) Interactive, query/response and bulk data service
among host computers and a variety of terminals will be provided

- through a network of AUTOOIN II packet switch nodes (PSPI). During
- 

the near-term, up to four of the current CONUS AUTODIN I ASCs will - ,have been closed. Common—user narrative/record service to all DoDcomponents world’.ilde will be provided by a network of MILDEP/ Agency
Automated Message Processing Exchanges (IMPE) and terminal equipment
supported by the remaining ASCs In CONUS and at least seven ASCs
overseas connected via a combination of AUTODIN II PSN backbone

- trunks and remaining inter—ASC trunks. Interface between AUTODIN -~~record/data users and tactical/allied users will be accomplished by
designated ASC interfaces to the NATO NICS TARc and AN/TYC .39
automatic message relays. As will be seen in subsequentdescriptions, the fully integrated end—to-end common-user network
envisioned for the Integrated AUTOOIN Syste. will not be achieved bythe end of the near—term . The 1983 lAS , therefore, Is best described
as a consolidated OCS subsystem consisting of two major networks, theAUTOOIN I narrative/record network and the AUTOOIH II • computercommunications oriented network. The LAS implementation efforts• throughout the near-term will result in a considerable degree ofsharing of asset s between these major networks as well as signific ant
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standardization of user term inal s and local message processing
equipments. More Importantly, the near- term developments will lay
the groundwork for the total Integration of these two networks that
will take place throughout the mid term time period. The remaining
paragraphs In this section describe the 1983 Architecture In more

£ 
detail.

b. Major Subsystems of the 1983 Architecture.

(1) AUTODIVI I. The Automatic Digital Network (AUTODIN) I is
a store—and-forward switched network of the D fense Communications
System (OCS) which functions as a single integrated worl d—wide,
high—speed, c~~ uter—controlled general-purpose communications
network, providing secure record communications service to the
Oepartesnt of Defense (DOD) and other Federal agencies. AUTOQIN I
has been operational for approximately 16 years and has undergone
num rous enhancements and expansions required to meet the growing DoD
requirements for data/record communications . In addition , several
additional enhancements and improvements are currently in process
and/or planned for the AUTODIN I to keep it viable and responsive to
the needs for narrative/record communications Into the 1980s.

CONUS. An expanded memory system was recently Installed
at all eight COlItIS ASCs as well as at the Hawaii ASC. This memory
system, which consists of four disc units and two el ni-computers at
each switch, frees up core space for additional progra ms and provides
faster cycle time than th. old mass memory units. The new software
package Included with this system will al so allow for a larger •..

operati ng program through program overla ys . knother CONUS AUTODIN
support project is repl acement of the magnetic tape and mass memory

L units with disc units at each leased AX. In addition to significant
cost savin gs , this enhanc ement wi l l provide a direct , high-speed,
channel interconnec t to the AUTODIN LI PSNs. This wi l l permit ‘utilization of the PSN network for digital trunkin g between ASCs .

Overseas. To meet currently forecasted operational
requirements and to replace/refurb ish wo rn out subs ystems of the
overseas AUTODIN I, OCA has also initiated several enhance ment

• proj ects. These are: memory memory contro l replacement Program;
Input/output contro l 1cr, card reader , and hi gh—s peed printer
replacement; tape subsystem replacement; and pa tch and test facilit y
upgrade. These enhancements will Insure operation of the overseas —

AUTODIN through at least 1985.

H
— — I
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r - (2) AUTODIN II. The AUTODIN II Is a general purpose dataCommunications packet swi tched network for integrating the• teleprocessing and record Communications needs of DoD into a singl e
digital backbone system. AUTOOIN II Phase I will achieve an Initial
Operational Capability (b C) in FY 1980.

COlEUS. The design of the AUTODIN II system is based on
packet-swi tching technology with the Intent to use fully thoseaspects of the ARPANET design technology ( such as proven algori thes)
that are applicable to the new system. The system will employ a

• short data handling unit, or packet of bits, to accommodate
san—computer. computer—computer and/o r computer -terminal datatraffic.

r Each AUTOOIN II packet switch (PSII) will: route anddi stri bute packeti zed traffic (Interacti ve , query/ response , record,- and bulk data ) over a full duplex wi de—band trunki ng network ;
• electrical ly interface wi th the AUTODIN I system through CONUS ASCs;

terminate up to 150 lines (both individual and Mul tiplex ) per switch
- with a capabili ty to servic , up to several hundred data subscribersand accommodate dial -up access lines for low volume subscrib ers and

emergency restoration .
I — 

The initial AUTODIN IL network will consist of threePSNs at Ft. Detrick ,, Ti nker Afl , and McClel lan AFB with a NetworkControl Center at Headquarters DCA. The acceptance of thi s threenode netwo rk establishes the FY 1980 LX. Subsequently , a fourth PSNwill be added at Gent i le AFB. The growth of the network from that• point will depend on user requirements and user abili ty to providethe software and hardwar e interfaces needed to connect to thenetwork . It Is envisio ned that the network service will growInc rementally, as required, to meet additional requirements.
There are two basic types of subscrib ers to the- AUTOOINII: network hosts and te rminals. Hosts are computers capabl e of

- simu l taneou sly conducti ng multiple conversati ons wi th other hosts orterminals. Host computers , in general , are the centers of major ADPteleprocessing system s and are major sources of network traffic.
Terminal s are defined as either bit or charac ter

oriented devices capable of conducting a conversation with only onedesti nation at a ti me. Termi nal s may operate In interacti ve ( I/A ) ,
query/response (Q/R), bulk , or narrative message applications .

L 
Terminal devices include computer peri pheral controllers and
intelligent or unintellig ent Input-o utput devices . The PSN will

9
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- Interface with terminals so as to minimize the hardware and software TImpacts of these users. Multiplezers are used extensively In thisnetwork to minimize the cost for access lines.

In a typical AUTOOIN II network data flow , the trafficsource (computer, terminal, or AUTODIN I ASC) will present a data
segeent to the source P511. The source node wil l accept traffic onesegeent or character at a time from the subscribe r , make prescribedcontrol • security and Community of interest checks , format the
segeent Into a packet for netwo rk transmis sion and send each picketseparately Into the network on the app ropriate trunk . Interveningnodes will relay the data packets. The destination node wi ll reformeach packet into subscriber deliverable traffic in the form of asegeent (or charac te rs), perfo rm outgo ing validati on check s , deliverthe se~~ent or chara cters to the destination termi nal and acknowl edgereceipt.

- As a major subsystem of the OCS. AUTODIN II must provide -service at il l level s of security from unclassified to Top Secret,Special Intelligence. To meet this need, the AUTOOLN II, Phase Ic
~~

unica-tion links and switch facilities will be secured to thehighest classification level transmitted, and will be capable ofbeing compartaented by use of transmission control codes ( ICC ) andvirtual logical channels. Each data packet will be veri fied as tothe authorized security l evel and community—of-Interest of both thesender and receiver. 
-

Overseas. Current DCA planning for AUTODIN II providesfor achieving service on a worldwide basis via overseas PSIls as earlyas FT 1981 but no later than FT 1983. Prior to fielding PSNs, -

o service will be provided solely via multiplexers. Initial PSils willbe located, one each in Europe and the Pacific. Additional near-termoverseas service may be provided through continued use of local
mul tiplexers via intercontinental trunk (probably satellite). Finaldecisions on overseas wil l be made in the near-term.

C. Network Elements. The major architectural elements thatexist in the 1983 ArchItecture are derived from the AUTOOLM I/IL 
-

,networks. These elements are described in the followingsubparagraphs.

(1) Packet Switch Node (Psil). The P511 is being developed
‘ under the AUTODIN II , Phase I program to provide backbone switching

for both the AUTODIN II and AUTODIN I subsystems. A simpl ifiedfunctional block diagram of the P511 is Illustrated ~n Figu re 3.As Indicated in this figure, the PSN incl udes the following major
subsystems:

10
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Line Control Module (1CM). The 1CM provides the
communications interface and protocol functions necessary to
Interface to trunks as well as host computers and terminals
termi nated at the PSM. The 1CM transfers data to and from trunks In — -

the form of packets; to and from host computers and other binary
format termina ls in the form of binary segments, and to and from
character oriented terminals in the form of characters . The 1CM
exchanges data wi th the SCM In the form of both packets and segments
as needed.

Switch Control Module (SCM). The SCM perform s the basic
c packet swi tching function within the P511. The SCM accepts bina ry

segments or packets from the 1CM, proce sses the routing and control
Information contained in the data, and returns packets or segments to
the 1CM.

Terminal Access Control (T1~) Module. The TAC isc included In the PSN to permit character oriented terminal subscribers
(both AUTODIN L and U) to utilize the P511. The T~C includes a
Terminal Host Protocol (ThP)4 Transmission Control Protocol (TCP) - - -

~and a Segment Interface Protocol (SIP ) whi ch allow conversion between j
character format data and binary segment data for processing by the
SCM. The T?~ capability of the P514 can be Impl emented outside the

C P511 Itself at remote termina l or host locations . In thi s cas. the
remote T~ ii~terfsce to the P514 appears to be a binary segment
format. The technical features and performance of the PSN are
described In the System Performance Specification , (Type A) for the
AUTODIN 114 Phase I.

(2) AUTOOZH Switching Center (ASC). The 1983 architecture
will utili ze eleven AUTOOD4 I ASCs. The 4 ASCs remaining In COMUS
wil l be co located with AUTODIN II PSNs. These ASCs will termi nate
local suoscr ibers and , by means of special TAC cut.through’1
arr angement at the PS$s, be abl . to terminate remote subscribers via
the P511 backbone. Thi s arrangement is described further in Section
LII (paragraph 2 b). In the 1983 archItecture direct trunking
between ASCs Wi l l  al to be used to provide connectivity among
allied /tactical users , overs eas ASCs and ASCi colocst ed with PSNs
both In CONUS and ov erseas.

(3) Aut omated Message Processing Exchange ( AIIPE). The 1983 J
architecture wi’fl include a large nt ber of MILDEP/Agency operated
AI4PEs , such as the AII4E. LDNX , NA VCOMPARS , A, AI4PE and Streamliner.
These AI4PE equipments wil l provide local message processing and
communications concentra to r fu nctions for narrative/recore users .

12
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N4PEs will continue throughout the near-term to be homed on
designa ted ASCs, either through direct ASC termination or through a
Terminal Access Controller (TAC ) interface at a PSN.

(4) Near—Term Inter—Service/Agency NIPE (Near-Term I-S/A
L C : AMPE). Toward the end of the near-ter ni some degree of PJIPE

standa rdization will be achieved through l imi ted introduction of a
p Near—Term I-S/A AMPE beginning In 1982. This ~standardized ~ AMPE.

while not capable of performing the complete set of all I-S/A AMPE
- functions , will perform an agreed upon set of functions ~n an agreedupon standard way and will be capable of satisfying the service

requirements for some percentage of subscribers of all the services
and agencies. This Near-Term I-S/A A IPE is envisioned to be based on
aul tiple mini—processor technology. The Near-Term I-S/A AMPEs will
be homed on one or more ASCs throughout the near-term as the

- 

service and agency ANPE5 are now.

(5) Host Computer. Major high volume computer facilities ’ in
F user communities such as WWMCCS and SACDIAI will interface directly to

PSNs in the Near-Term Archi tecture. These are computers capable of
simul taneously conducti ng mul tiple conversations wi th nul tiple
destinations. The interface will use binary segment leaders
principally in Mode VI. These hosts ar~ centers of major ADP
activity and are major sources of network traffic. (Note: small
volume ADP systems will probably be categorize d as terminal s and be
connected to ASCs or PSNs in a standard mode; or connected to AMPEs

• or Near—Term I—S /A AMPEs in either a standard or subscriber sp ecified
mode) .

(6) Terminal . A wi de variety of terminals will exist In the
1983 archItecture. Typical characteristics of the AUTODIN I type and
AUTODIN II type terminals anticipated in this period are shown in
Table I. Terminals are defined as character oriented devices

L capable of conducting a single coversatlon and range from
tel etypewri ters up through sinai 1 computers.

(7) Mul tIplexer. Mul tiplexers will be used in the 1983L. architecture wherever practical In order to effect transmission
efficienc y and /o r cost reduction.

r~L d. 1983 Architecture Configuration. The anticipated 1983
architecture is Illustrated in Figure 4. ThIs schematic diagram
illustrates the generic configuration of network elements both In
CONUS and overseas. This basic configuration is described In the

- ‘—i following subsections.
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C TABLE 1. 1983 ARCHITECTURE TEIIINAL CHARACTERISTICS
.5 

1$~ TING AUTOOIN I TE~11NALS

o - teletypewriter, card, magnetic tape, facsimile,

multimedia, computer Interface, A!IPE —

Pro toc pls/tlo des - 1, II and V

- ASCII, IIAfl, Fieldata

- 45 thru 4800 bps --

- JA.MAP 128 , ACP 127 , 001 100/103

ANTICIPATED AUTODIN U TER!IINALS
o 

-

- teletypewri ter, card, magnetic tape, facsimile,

CR1, sensors, multimedia, host computers 
.5_
I

o Pr %gço~l~/flod~ - I, lB. hA, VI link protocols and end-to—end

host orotocols

Codes - ASCII, oth rs (transparent to network)

.5-

• 110—56k bps

f2~~.tI• binary and cha racte r Segment formats , messa ge formats
C transparent to network

-

p__ 
-

-

-

i

-

’ 

_

- _ _ _  i~ ~~~~~~~~~~~~~~~~~~~~~~~ 

-

~~~~

- 

~~-



- - ~~~~~~~~~ — ‘ ‘ - , r ~~- . , r ~. ~~~ 
.5 - ~~~~~~~~~~~~~ ~~ ‘ -‘—----——-w ’~~-~— -~—--———— - ~~~)_Z’’~~~’ 

~~~~~~~~~~~ 
.5

I
r

(I) (pr’) ~~~~~~~r’~ rx~~~~’ ‘,-
‘ ,

- 

~IJ ~ J ~I’ U i ( 
~~Li I-

‘ T 4 1~
‘ . 5  \
1.. •

I 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 

:~ 

- 

-

L. .

IIIIII ~c~
. 

L__J ‘ ‘ ‘ ‘ ‘ ‘  
~~L (

~)

L
C- .

~~~~~ .~~- 
_ _-

~~~~

- — & . 5



.5 ~~~~~~~~~~~ —  

.5 
—. 5—  .5

.5 .5 .5 .5- 
- 

- .5

I’ ‘~~- A  -

•
(1) CONUS. The anticipated backbone in CONUS will Include

- up to eight PSNs with four colocated ASCs. The trunk network
connecting these PSNs will be sized both for survivability and speed
of service consid erations.

Q 
~

‘ The access region In COWlS will consist of NILDEP/Agency
unique AMPE and Near Ter, I-S/A AMPE equipments and an assortmen t of
AUTOOIN I and AUTOOIN U type termina ls connected via local
Communications faciliti es to either ANPE, Near-Term I-S/A AMPEs,
ASCs. or PSISs. It Is not anticipated that the current AUTODIN I
subscriber network within CONUS will change signi ficantly during the

t near- term. The major change In the access area during the near-term
therefore , will  be represented by the introduction of a sIgnificant
number of AUTODEN It host computer and subscriber termi nals.

.5 - (2) Overseas . The over seas backbo ne In the 1983
Architecture will depend heavily upon existi ng ASC assets. —

Al though Implementation of overseas PSt4s is planned for the - .5..near-term, significant replacement of ASC operation overseas will
probably not be acco.plisheø by the end of the near-term time
peri od . A significant feature of the overs eas backbone will be th
di rect Interface between allied/tactica l users and ASCs (at least -

. 
.5

two NATO interface trunks are al so anticip ated for CONUS). The
access area overseas Is expected to be dominated by the existi ng
AUTODIN I terminal s (including AMPEs). The int roduction of
AUTODIN II termina l ano host computer interfaces overseas Is
dependent upon the Introduction of packet service overseas. It is
anticip ated that by 1963 thI s service wi ll be readily availabl e In
Europe and to a lesser degree in the Paci fic.

As evidenced by the sch ematic diagram of FIgure 4 and
the preceding descripti ons , although full integration of the A%JTODIN
System will not be possi bl e in the near-term , significant shari ng of
backbone assets w1~ have been accompl ished. In addition , the -~~consolidation /closure of ASC sites both in CONUS and overseas should

‘ 
signi fi cant ly reduce cost of operation and maintenance ( O&M) 

- 

-
-

associated with the total AUTOOIN System. However, the 1983
archi tectura l configura tion does represen t signi f icant potent ial
problems in the area of survivabili ty through the introdUction of
choke points In the total netwo rk operati on, it must be recognized
therefore, that the 1963 archItecture is not an end in itsel f , but
rather a conceptual milestone In the conti nued evol ution of the
Integrated AUTODIN System.

e. Connectivity In the 1983 Archi tecture , The major interfaces
that will exist In the 1103 archItecture are Illustrated in Figure
5. The basIc 3 fisk protocol and interface characteristics of the
1163 architecture are described In Table U.

16
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• TABLE II. 1983 ARCHITECTIJRE CONNECTIVITY

CONNECTION LINK p*oroc~.

Q ~~~~~ Binary Packet

PSII-AOP Host - Mode VI, Binary Segment Leader (851)

C. PSN-ASC Mode V~ 851

P514—Terminal (Type II) lode 18, II or VI Characte r via
Terminal Access Controller (TAC)

PSN-AP~PE,Term1nal (Type 1) lode I, Character (v ia TAC )

ASC-ASC Nods I, DIN I (Swltch.uto’.Swltcts ) -

ASC/N~ E-Terminal (Type I) Mod, 1, II V DIN I (TermInal) .5.

ASC-NICS (TARE) Mode l, DIN I (Terminal )

ASC-TYC-39 Mode I , DIN I (Termina l )

C’

.5’
.’ .’

C,
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1~r f Tactical Interfaces . The two principal tactical interfacesfor the Integrated AUTOCIN System are anticipa ted to be operational
‘.5 

~y 1963. These Interfa ces are the AN/TYC-39 Automatic Message Relay
developed under the TRI-TAC program and the NATO Improved
Cn~~ n1catIons System Tactical Automatic Relay EquIpment (tIICS/TA&EhInterface to both of these systems in the 1963 Archi tecture will be
accomplished via direct connection to designated ASCs. (It should be
noted that while ASC5 are the preferred connection point, any access

I node with a c patlble interface coul d be used.) Overseas both
- the AN/TYC’39 and the NICS/TARE i nterface will be accompl ished

through designated ASCs. In CONUS one or more of the colocated
ASC/PSN si tes will be designated as th NATO Interface. It Is( .  anticipated that both the NICS/TARE system and the AN/TYC.b39 relaywi ll employ an AUTOO!N I, Mode I, terminal interface and that thi spro tocol will provide the basic access mechanism. Al though these

- Interfaces are not considered optimal for the even tual Integra ted
system operation, It Is not considered feasible to accompl i shsig nifi cant protocol /i nterface mod ifications within the time

- 1~ constraints of the near-term. Therefore , Implementation of newaccess arra ngements for tactical /al l ied users wil l be accompl ished In
the eld— term.

~
, ; g. Security. The 1983 architecture wil l  depend upon

link-by-lin k encryp tion similar to that employed In the current
‘ AUTOOfl4 I Systim. The cryptographic equipments used for this purpo se

- 
‘ will include the ex isting KG-13 and KG-34 as well as newer devices

such as the KG-84. Key variable distri bution for these equipments
wi ll conti nue to be off —line and essentially a manual operation,

In addition, the AUTODIN II protocols will employ security
— level and transmission control codes In message headers to enhance

the protection and separation provided for user information in the
P514*.

The current consol idation of special intelligence (SI) and
. - general service (~~NSER ) traffic within the AUTODIM I ASCs permi ts a ,si ngle terminal (e.g. , N4PE) to transmi t and receive SI and (ZNSERtraffic. However , the termina l must operate In an SI accredited

environment In system hi gh mode with SI-cleared operators. By 1903
efforts will be compl ete to consoli date SI and ~ZNSER traffic intot. Near—Term I—S/A AMPEs which can be certi fied to j oint DIA/NSA
crIteria.

19
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Is. Operation. Procedure s and protocol s utilized in the 1983
architecture for narrative /record message operation will be basicall y
unchanged from the current AUTODIN I sys t m. As di scussed earl Icr, -

NIPE and terminal equipments will have a designated home A$C. This
ASC will provide the same terminal support and message processing
functions as in the,current system. Precedence and preemptIon
processing will remain unchanged. Current message formats (JANAP
128. ACP 127, 001 103) will be employed as well as the 00—173 Joint —~

message form and a Joint plain language address directory. The three
pri ncip al modes of operation Identified as AUTODIN I standaros (Mod.
I, Mode II, and Mode V) will remain in c~~ on use. Procedures and

C protocol s associated with these modes of operation will be ‘
~~~ ~

essentially unchanged for narrative /rec ord users. j  
~

Procedures and protocol s for computer oriented data users of ~~~~ 

-

the 1963 AUTODIN II network will be developed under the AUTOOIN II
program. At least four major link protocols (I. 181 IIA , and VI ) as --

wel l as an end-to-end host protocol are defined for the AUTODIN II
system (Reference b). AUTOOIN II binary and character formats as 1 ~well as special message formats for data users will be wel l defined •Jby the 1903 time period. In general , It Is anticipated that AUTODIN
II subsystem implementation will be esentlally complete within the
1978—1983 ti* frame. Op rating procedures and protocols will be 4 ~I - . o well established and provide a sound basis for expansion of service -~~— both In CONUS and overseas throughout the mid-term. 

-

1. Summary. As evidenced by the preceding description, the 1
architecture of 1903 will provide an AUTOOIN System that is in
general , responsive to the needs of both narrati ve/record and data

L users. In defining the next major evolutionary step toward the
Integrated AUTOD IN System to be taken irs the aid-term, the following —:characteri stics of the 1983 archItecture should be consi dered: 

-

o The architecture of 1983 represents a consolidation of two
essentially independent networks wi th significant shari ng of
backbone assets and two co—exi sting user Communi ties wi th

• distinct operating procedures , access arrangements and
equipment inventories.

o The archi tecture of 1983 represents an increase in the
standard ization of N~PE and terminal operation/configuration
through Introduction of Near-Term Inter-Service/Agency NIPEs.

o The AUTOOIN system of 1963 wIll provide significantly Improved
performance and servi ce for data users throu gh the —

capabilities of the AUTODIN II sub system.

20 
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r o The architecture of 1963 represents littl e or no real
improvement in aystem’ surv lvab il ity , securi ty, or operational
flexibi lity over the current AUTOOIN I syste. for
narrative/record users.

o The AUTOOIN system of 19P3 represents significant improvement
In cost effecti veness as a resul t of the closure of at least

r four CONUS ASCs and co locat lon of ASC and PSN sites.
- As a result of these and other archi tectural considerations , it is

clear that the archi tecture of 1963 does not represent an acceptableç conclusion to the Integratio n process . Therefo re , the need for
L continued evolution to a Mi d—Term Integrated AUTOOIN System

Archi tecture Is clear. In the next section , the process of defining
al ternative archi tec tures for the mid— term is Initiated with the
di scussion of the constraints on the aid— term architecture.

‘—.5

2. CONSTRAINTS ON THE MID-TERN lAS ARCHITECTUREp
The mid— term architecture for the Integrated AUTODIN System (lAS )

will provide an archi tectur al fraasuork for the evol utionary
development of the Automatic Digital Netwo rk ( AUTODIN) durI ng the
period 1964—1968. The lAS architecture Is not intended to represent
a new system that ~1st be developed and superimposed on existing

- 
co cn user DoD systams In a competitive or duplicative manner. It
is rather Intended as a vehicle to guide the evol ution of DoD data
telec~~ un icat1ons towards a more secure, survivabl e, efficient , and
cost effective means of sati sfying both narrative /record and data

- . co unications requirements throughout the 1980-1990 tim, f rame.
Consistent wi th thi s philosophy, the Integrated AUTODIN System

- architecture for the mid-term is necessarily constrained in its scope
and direction. Coincidentally, the process of defining the Mid-Term
Architecture for the lAS is constrained to consider only those

L. architectural al ternati ves which are technically and economically
feasible within the mid term ti~~ frame, cons i stent with the

• objectives of the Integrated AUTODIN System Architecture, an~‘1 finally, consistent wi th the evol utionary philosophy of the
• Integrated AUTODIN System. The following subsections present some of

the pri ncipal -constraints on the mid -term archit cture and Identi fy
f the Implications of these constraints on the architecture definitionL process.

- a. Current AUTODIN I Inventory Assets. Currently Instal l ed
AMPEs and terminal equipments of the AUTOOIN I network as well as
those installed during the period 1978—1983 will have a signi ficant
useful life extending Into (and in so.. cases through) the mid-term[ ti~~ frame. The evolutionary Implementation of the lAS precludes the

21
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wholesale replacement of these equipments during the mid-term.
Therefore, the Md-Term Archi tectu re must provide for support of j
AUTOOIN I • Node I • character format termInal s and AMPEs throughout
the mid term time frame. The Implication of this constra int Is most
significant upon the functional definition of the nodal elements
which must interface these current inventor y AUTODIN I AMPE5 and

- - terminals. In addItion to providing the obvious link protocols, the
nodal el ements required to- support surviving AUTODIN I subscriber
equipments must also provide all terminal support functions formerly J

-
- provided by the ASCs. This has the effect of defining the minimsaii

functional capability of these nodal elements. If and when AUTODIN I
service(s) (e.g.. guaranteed sequential bulk del ivery) can be
accomeodated by an AUTODIN II service, then and only then will the —

AIJTODIN I service be phased out.

b. Current AUTODIN II Development Status. The currently planned I
AUTODIN II will provide 4 PSNs with options for up to 4 additionalr. PSNs. This network of up to 8 PSNs will provide the basic backbone —

for the Mid—Term Integrated AUTODIN System. Based on the early IOC
and the advanced degree of definition of network operating modes,
protocols, and interfaces, it Is not considered feasible to
significantly change the design of these elements. Therefore, the 1 s -.- . -

Mid—Term 1*5 Architecture will be based upon utilization of these J -~~~~~~
•
~

PSNs with minimi If any modifications.

c. Inter-Service/Agency NIPE Program Status. In a recent
memorandi , the ASD (C31) reiterated the objectives of the lAS
Architecture progr and established the need for an
Inter-Service/Agency N1PE (I—S/A AMPE) Program as an initial step
toward successful implementation of an Integrated AUTODIN System
(Reference c ). Th. proposed program envisions a Near-Term I—S/A AMPE
that would be availabl e as soo n as 1982 and a full capabilaity I—S/A
MPE family fielded beginning in 1984/1985. ThIs I’-S/A AMPE program
provides a viable mechanis. for providing many of the functional
capabilities required In the Mid Term lAS Architecture. Therefore, .5

e -t ,e Mid—Term 1*5 Architecture definition is based upon the assumption
of the availability of such a ful l capability I-S/A ANPE family in .5
time for mid-term use.

d. Avai lable Technology. Based on current DoD experience wi th
new technology introduction, and the development cycle required for
c~~ unication system Implementation, new network elements to be
introduced during the mid.term must be based upon currently available
technology. This precludes the introduction during the mid-term .f
two of the principal long’-term archi tectural objectives identified by —

22
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p OCA In previous studies, I.e., Integrated voice and data and the use
of mul tiple access satellite broadcast capabili ty. However, the

- long-term promise of these technologies, and the probability 0f their
successful devel opment cannot be ignored. Therefore , these advanced
technologies are assumed to be avai labl e for Far-Term lAS
implementation (Post 1988). In addition, the mid-term architecture
definition will consider tile Impact of this eventual far-term

r evolution on the Md-Term Architecture Itsel f. This wIll insure that
near— ter. archi tec tural decisions do not preclude successfu l
continued evolution of the lAS.

- 

1 3. APPROACH TO MID—TERM ARCHITEC t URE O (FINITION

As noted earl icr the In tegrated AUTOOIN System Archl tecture .5

defini tion process Is being conductid in three parts corresponding toL the three t1, periods of the lAS Implementation:
o Near-Term (1978—1983)

o MId-Term (1984-1988)

r o Far—Term (Post 1988) 
-

I, - The archi tecture defi ni tion process performed iq support of the
- 

near-term planning was necessari ly conc entrated on identification andI analysis of ImplementatIon al ternatives . This analysis was l imitedL. to consideration of network elements availabl e f~ m the existi ng
AUTODIN I inventory and elements already under divelopment In the

- AUTOOU4 II program. Similarly, confi gura ti on and connectivi ty .5alternatives were l imited by the capability inherent In these
elements.

The architecture definition process in support of the mid— term is
considerably broader in scope than that performed for the near-term
from two standpoints: First, because the start of the aid— term

ç (1984) is sufficiently advanced to permit development of new network
elements , some degree of functi onal defini ti on and reallocation Is
possible. Secondly, as a result of the potential functional
redefi nitIon /reallocatIon at the nodal cl ement level , new
confi guration and connection al ternatives at the overal l systems
architecture level are possible. - - 

-

The approach to architecture definition employed for the’I4Id-Term
1*5 Architecture reflects these differences from the near-term . In
the near—term , archi tec ture definition was issue oriented and

23
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addressed specific options avai lable to the system implementer. The — 
-Mid—Term Ar chitecture defini tion process on the other hand , is aimed

toward defini ti on of a top down overal l archit ectural description .
The approach to definin g the Mid-Term 1*5 Archi tecture was based

on the following three analysis efforts :

o Definition of mid— term requirements and operating environment -
~~~

o GeneratIon of candidate architectures and selection of
alternative architectures fro. among viable candidates.

o Evaluation of alternatives and selection of a preferred Iarchitecture

The following sections present the resul ts of these archi tecture
definition analyses. --

4. MID-TERM REQUIREMENTS AND OPERATING ENVIRONMENT 1
- .5)This section presents the projected user requirements for the :

aid— term Integrated AUTODIN System and defines the anticipated --
~environment in which the 1*5 must operate. J

a. Sources. The proj ected 1*5 m1d~.term user requirements were
derived fro, the following source douc ents: T

o Preliminary lAS Requirements Definition, DCCC, October 1977
o Switch Networks Automatic Profile System, Network Profile J!(Semple Days)

o AUTODIN II , Phase I Performance Specification, OCS. November 1.5 

1975 J
o lAS ARCHITECTURE Report, December 1977 

~~~~~ - 1
• o AUTODIN II , Phase I Business Plan, DCA November 1976

o AUTODIN I! Data Base , DCCC, December 1977
o Information to Support AUTODIN Planning Studies, OCA, August

0 1977 -
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b. Projected lAS Traffic Input. The projected busy hour average
traffic input for the Integrated AIJTODIN System In the period
1978—1988 is illustrated in Figure 6. This traffic input is based
on projections of the AUTODIN I and AUTODIN II current and projected

r traffic patterns.
-— 

(1) AUTODIN I Traffic. The AUTODIN II Type A Specification
(Reference b) estimates the total AUTODIN I traffic Input to AIJTODIN
II PSNs at 4.9 X 10(8) bits per busy hour in 1980. This represents

- •  AUTODIN I trunk traffic only since intra—ASC traffic will not be
presented to the PSNs. Based on a survey of sample days from the
Swi tch Networks Automatic Profile System , The AUTODIN I l ocal ASC
traffic volume averages approxImately 1/3 of the ASC trunk traffic
volume. Therefore, the total input busy hour traffic from AUTODIN I
type subscribers in 1980 is estimated to be 4.9 X 10(8) (trunk) pl us
1.6 X 10(8) (local) for a total of 6.5 X 10(8) bits.

The AUTODIN I traffic growth up to 1980 was found to be
11 percent per year based on recent AUTODIN I traffic volumes
(Reference d). Since some computer oriented users of AUTODIN I are —

expected to convert their bulk data traffic to AUTODIN II. a decrease
In the rate of growth in AUTODIN I traffic Is expected after AUTODIN
II Is implemented. AUTODIN I type traffic growth, therefore, is

L projected at 6 percent per year after 1980. These projections result
in a total AUTODIN I busy hour Input traffi c vol ume of 1.2 X 10(9)
bits or an average of 334 kbps in 1988. —

(2) AUTODIN II Traffic. The Prel iminary lAS Requirements 
.5

Definition of October 1977 (Reference a) estimates the total AUTODIN
II busy hour traffic Input (exclusive of AUTODIN I traffic) at 4.74 X
10(9) bits In 1982. A rapid growth in traffic volume to this level
can be expected as subscribers are phased into the system betweenr mid—1980 and mid—1982. After 1982, the growth wi ll probably level

L off to that of a mature system. The increase in the volume of this
type of traffic, was, therefore, estimated at 11 percent per year In
accordance with the recent growth pattern of AUTODIN I traffic.

L me AUTODIN II , Phase I System Performance Specification
(Type A) (Reference b) provides estimates for the relative proportions

1 of transactions and averaqe transaction length by traffic type. It
L also estimates the ratio of computer to terminal input traffic.
- These estimates were used to deri ve traffic vol umes by transaction

type and subscriber type . The resul ts are shown In Table III.
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TMLE III. AVERME BUSY 1101* TWFIC INPUT FROM AUTODIN lI-TYPE

SUBSCRIBERS (1988)

~neut l!at.[ Traffic Tyos- T.ru1ri~pls 
(kbos) - Comeuters (kbos )

- 

Nsrratlve/Recprd 99 22
.5 I- - Bulk 207 2089

[ Interactive and
Qu vy/Respons e 5 36

Total 311 kbps 2158 kbps

1..
0

. 1.’

- C- t
L..

0

0
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c. Projected Terminal Population. 1
(1) AUTODIN I Terminals. Th. number of access lines —

connected to AUTODIN I ASCs has remained relati vely constant at
approximately 900 in CONUS and 500 overseas for the perIod 1970 to
1978. Adj usti ng for dual connection of terminal s and the estimated —

AMPE population, the number of AUTODIN I terminals connected to the
network Is estimated to be approximately 800 In CONUS and 400
overseas. In the near- term the tr end toward relocation of terminal s - ,
behind ANPE5 is expected to offset any increases in iser requirements
for additi onal terminals. Therefore , the proj ected lAS AUTOOIW 1
subscriber population throughout the mid— term is estimated at 800 In
CONUS and 400 overseas . Additi ona lly, the lAS will ul timately serve -

today’s AI4PE remotes.

(2) AUTOOIN II Terminals. The number of terminals - I
(exclusive of AUTODIN I) and host computers connected to AUTOOIH I! -

PSNs by 1982 is estimated to be approximately 1300 and 150 .5-
respecti vely, based on curren t va lid ated DoD user requirements
(Reference e). The ra te of growth in AUT301N II terminal s and
computers connected to the network beyond 1982 1 s dependent on many
factors Including ; user data processing requ irements ; growth of
distributed processing use in DOD; netwo rk service offeri ngs; and
DoD/MILDEP/Agency pol icy. For the purpose of this analysis, it is
assumed that all valida ted DoD user requ i rements for AUTOOIN II
servi ce identified by 1962, will be satisfied by the inI tial .5

operational system. Therefore, it Is unlikely that a significant .5
number of new requirements wi ll be Identified and validated in the
1983-1988 time period Immediately followi ng the AUTOOIN II
Implementation. For these reason s , a modest growth ra te Is
anticipated for this period. The projected 1988 AUTODIN II total
terminal /host pop ulation based on this growth rate Is approximately
1800 terminals and host computers. ]

d. Projecte d ANPE and I—S/A AIIPE Population. During the mid—term
tIme period , most of the current AMPE equipments install ed between .5

1970 and 1980, will reach the end of their useful l ife . The new , .
- 

-

Inter-ServIce/Agency NIPE will be used to replace these AMPE5, as
wel l as to meet new AMPE requirements. However, since the I-S/A AMPE
is capable of supporting all service/agency users, at all level s of
security, a number of current N4PE sit s can be consolidated through J
j oint use of a si ngle I-S/A AMPE. In order to project the total AMPE

() and 14/ A AMPE population in the mid—term lAS, an analysis of current
and planned AMPE site s was performeo (See Appendix A). Resu lt s of
this analy s is are summarized in Figure 7. As Ill ustrated in this

.5 1
‘ 1 ’  
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figure, total populatIon of AMPE/I-S/A ANPE sites will peak at
approxImately 112 In 1984 and eventuall y settle to less than 110 In
1988. it shoul d be noted that thIs represents approxima tely 30% les s .5

than the number of 144PE sites required if the cur rent AMPE progrems
were extended at even a modest rate of growth . In addition , the

C. actual number of AMPE Insta llations In the mld— ter. will be based
upon many factors not considered in thi s analysis , such as specific

L service /agency operatio nal and survivabilIty requIrements. The
resul ts of th is analysIs are, therefore, intended only to support the
architecture definition process and are not proposed as a DCA
replacement /co nsolidation pol icy.

e. Services . The mid-term lAS will provide a full range of data
services to most subscribers . These services will inc lude the basic
narrative / record services currently provided by the AUTODIN I system,
the new comp uter oriented servic es defi ned for the AUTODIN II system,
and several new data services , pa tterned after the ARPANET
capabi lities that have demonstrated a high degree of user accepta nce.
As part of the lAS architec ture definition process a number of basic
services were Identi fied and defined sufficiently to be considered
valid requi rements . It is anticipat ed that additional services will
be defined throughout the near-term based on user experience wi th the - ,

AUTODIN II system and evolving data needs. The basic lAS mid term
service requirements can be organized into seven categorie s described
In the following subsections.

(1) NarratIve/Record Message Transfer. This servi ce
includes the secure user-to—user transfer of messa ge traffic provided
by the curren t AUTOOIN I System. Using this service a user In the
system (properly equipped and wi thin appropri ate Interest community)
may tran smit narrative /recor d traffic to one or more other users .
The major service feature s provided by the network are messa ge .5

accountability and retrieval , mul tiple /co llecti ve address routing,
and code and fo rmat conversions. This service will be avai lable to
al l lAS subscribers in some form .

o (2) Narrative/Record Message File Retrieval . This service
provides storage of message traffic on—line for retrieval upon
request from users. Narrative/record messages passing through the
network are automatica lly stored for a prescribed period of time.
Other data such as standard forms may be al so stored by a user for ¶
later recall. The nodal elements which contain the message fi l eso perform the processing to store messages control access to the fi l es
and remove messages from the file at user direction or time
expi ration. The service Is presentl y provided in various forms by
same ANPEs in the current AUTODIN I system, and will be provided to
all narrative/record subscribers of the lAS . ]

o
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C (3) AOP Transaction Transfer. This service provides bothr secure and nonsecure interactive, query/response and bulk dataL transfer as presentl y defined for the AUTOOIN II network. No messageproc essing functions or accountability are provIded by the network.
Traffic entered into the network contain s segment leader information
and is routed through the network on a packet basis. Only packet orsegment in—transit stor age is provided. This service will beavaIlable to computer oriented lAS subscribers.

(4) PrIvacy Service. ThIs servi ce Is equivalent to thepresent AUTOOIM I Limited Privacy Service. The traffic is handled asnormal narrative/record traffic except that no permanent hi stor y orretrieval stor age Is retaIned in the system. The service w ill be
available to narrative/record subscribers. (This type of privacy is
inherent for AOP transactions sInce no record of that traffic Is[ retained In the system.)

(5) Informal Message Exchange. This service allow s for the9, exchange of informal or unofficIal information among users. It is .5
s imilar to narrative/record message transfer except l imi ted network 

•functions are provided. An abbreviated , simpl ified format i s usedand, therefore, no format conversion is provided, i.e., onlyIn—transit storage is provided. The service is available to all lASL subscribers.
C)

(6) Mailbox ServIce. Mailbox service allows a user to sendmessages to a storage location in the network for subse quent
‘.5- retri eval by the addressee. MiI’lboz service Is an augmentation to

the Informal message exchange service. - .5

(7) Dita Teleconferencing. This service allows a conference
to be conducted among network subscribers using teletypewriters, 

—CRTs, or simi lar terminal devices . Conferencing may be simul taneousJ -
~ (conference m~~ers exchang. transactions on a real-time basis ) or

delayed (ms.bers enter and retrIeve transaction s at their o~iconvenIence). A transaction may be addressed to the conference or toany m~~er of the conf erence . A network element will control the
,~~~~~ conference, store conference transactions and respond to requests for-

- conference data or status Information from the members. The datateleconference service Is an augmentation of the informal messag e
-i-- 1 ~ exchange service and will be availabl e to most subscri bers. -

- - ,

f. Functions. An important aspect of the mid-term architecturedefini ti on process is the Identi fIcatIon of network functions and the
L allocation of these functions to appropriate network elements. As afIrst step In this process an ana~ys1s was performed In order to.5 

P t
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Identify existi ng AUTODIN I, proposed AUTODIN II,and new functionsnecessary to support future lAS network servi ces . As a result ofthis analysis 81 specific functions were identified. In order tosimplify future discussions of the functional allocation process, it 
.is convenient to categorize these functlonz as follows : .5

o ASC Terminal Support Functions - functions performed by ASCsto assi st ter mlnal -to ’ter mlnal message exchange, e.g., format .5
vii Idation, format/code conversion, accountability, andmessage storage and retri eval

o ASC Network Functions - functions performed by the ASCs toaccomp l ish routing of messages through the system. e.g.,
mul tiple/collective address routing, message control block(e.g., looping control), CARP routing, and precedence
processing

o PSN Network Functions — functions pe~fonned by PSNs to
accompl ish routing and control of data flow through the
network

o New Network Functions functions necessary to provide new lAS - - -

services, e.g., teleconferencing and mailbox 
— 

-~~

0 Subscriber Termination - provisi on of network access to 
.5 .-subscribers. Incl udes physical , electrical and link protocol

- . interface. Does not inc lude provision of network services —

o Tactical/AllIed Interface/Gateway interface Includes - -physi cal , electrical and link protocol( s ); gateway includesC routi ng functions and supp ort function s (e.g. • protocol/fo rmat —

conversi on ). - -

As part of the detailed technical analy s is performed in support of
the lAS architecture definition , the 81 LAS functions were mappedInto the general service categories identified In the preceding .5a subsection. In additi on , for each alternative archi tecture, thesefunctions were allocated to the network service elements associated
with the al ternative archi tecture. ThO results of this analysis forthe preferred archi tecture are di scussed In Section III of this
report. 

—

~~~ g. Availabl e Mid Term Elements. As noted earl ier the networkelements used in the mid— term LAS must be based upon available
technology In order to permit an IX o f 1I~3—1968 for critical

~
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r network services and to permit the rapid replacement of existing AMPEs
and ASCs. Candidate elements for the mid-term LAS , therefore,
include those elements of the near-term LAS architecture that can be
retained through the mid -term as well as new el ements that could be

~ 
j developed in time for th. mid— term. The candidate LAS elements and

their characteristics are Identified In the following subsections. —

(1) Elements Retained from the Near—Term. The following
network elements, implemented prior to or during the near—term willbe in use In the Mid—Term LAS :

C Packet Swi tch Node (PSN). The PSNs installed in CONUS
and overseas under the AUTOOIN II program will be available In the
aid—term time frame for use In the lAS backbone. Based on current
traffic projections, the PSNs Installed In the near—term should be

.5 sufficient to accomeodate the total LAS busy hour traffic. The need
for additional PSIIs to be installed during the mid—term in order to
support expansion Into the far-term and/or growth in the network will
be based upon user acceptance and experience wi th the initial

1. operational network.

Automited Massage ProcessIng Exchange (Near-Term I-S/AL AMPE, N14E. LONX/NAbCOMPARS, AF *MPE. Streamliner). As d1*cu~sed• earl Icr In this section, most of the MILDEP/Agency AP4PE equipments
will reach the end of their useful service life during the aid-term .5

and will b replaced by standardized Inter—Service/Agency ~MPEs. The
.5 1 MILO(P/Agsncy MPIs are therefore, not considered principal network

elements for the Mid-Term LAS. (Those PIILOEP/Agency unique N4PEs• retained in the mid-term will be treated the same as other large,
automated AUTOOIN I terminals in the LAS).

AUTODIN Swi tching Center (ASC). As discussed in Section
I. a principal objective of the Mid—Term LAS Architecture is the
closure of the existing ASCs both in CC)NUS and overseas. Therefore,
ASCi will be retained in the Mid-Term LAS Architecture only as
required to facilitate smooth and orderly transition.

Subscribers. AUTODIN I and AUTODl~I II type terminals
and AUTODI N II host Computers will be supported through the ,iid— term. —

-
- L (2) New Elements Available for the Mid—Term LAS. As part of

the archi tecture definition process a set of generi c network elements .5 
- -

that could be developed and implemented in the aid-term frame have

— 

L 
been deflned by OcA: 
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$ - - Central Service Facility (CSF). The CSF is a postulatednew centrali zed network servi ce element that would perform necessar y
user support functions and/or network functions to accomplish message
delivery and provide needed user services. The CSE is accessed via
the backbone network and does not directly terminate subscriber
equipments. The Central Service Facility would connect to theS network vi a the PSNs through an AUTC3IN II host computer (Nod. VI
BSI.) interface. The specific functional capabilit y of the CSF is 

—d~~~Jent upon the architectural alternative selected. .5

Inter-ServIce/Agency N4PE (I-S/A AMPE). This new
element is postulat ed as a standard ized replacement for the existi ngMIL.DEP/Agenc y N4PEs. It would provide a compl et. set of agreed upon
co on ServIce/Agency N4PE functions and have provision for
accoemodating a limited number of user unique functions . In 

—addition , the l’-S/A AMPE would include additional capabilities that
permit It to function In the network independent of other network —serv ice elements for most simple message exchange transactions. The

(.5’ I—S/A AMPE would, therefore, be less dependent upon Intermediateservice element processing than the current AMPEs are on the ASCs.The I—S/A AMPE will terminate character oriented terminals of bothnarrati ve/record and computer data character ori ented users in bothstandard and user unique modes and will connect to the networkthrough a P511, an enhanced I-S/A AMPE or both. The I—S/A WIPE will
o be modular in both hardware and software such that great flexibility

Will be available to the Services and Agencies In tailoring the I-S/A —
~WIPE for each installation, Thus, number of terminations, throughputand user unique capabilities can vary from - site to site. The basicfunctional capability of the I—S/A WIPE is essentially Independent of

the architectural alternative selected. JEnhanced Inter-Service/Agency WIPE (I-S/A AMPE(E)). -.5 This new el ement Is postulated as a network service element that
will be derived from insta l led I-S/A WIPEs through modular
expansion of software (and If necessary hardware). The I-S/A WIPEwould, therefore, Include all of the -functions of an I-S/A WIPE as
described above and replac, a normal I-S/A At’~E In the network ato selected locations. In addition, the enhanced I—S/A WIPEs in the

• .~ network would provide the additional netwo rk functions needed to
allow phase out of remaining ASCs and provide new functions
allocated by the architecture. The I-S/A AMPE(E) -would terminate
both narrati ve/reco rd and cOmputer data oriented users and connectto the network v ia an AUTODIN II , host computer ( Mode IV)o Interface. The I—S/A AMPE (E), l ike the I-S/A WIPE, will be modul arend thus provide the Services and Agencies great flexibility in
tailoring the 1$/A AEIPE(E) to meet site requirements. The full

-
‘ functional capability of the I-S/A AMPE(E) dep.nds on the
architecture alternative. 9

0
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Coemon Family Of— 4~JTOCIN Termin al s (CFT). A new family
of terminal equipments Is belng\deflned by XA as part of the IASA
program. This comeon family will include a ful l range of terminals
fro. simple teletypewrIter to hi ghly automated user terminals. The

I functiona l capabIlities of these terminals will be defined on the
0’ basis of user requirements and are Independent of the archi tec tural

al ternatives selec ted.
L h. Element Roles. It should be noted that not all of the

candidate archi tectura l el ements are utilized in all archi tectural
al ternati ves . In addition , the roles of some el ements are
dependent upon the architectural al ternati ves In ~d~ich they are
used. Finally, as noted above, the specific functional capability
of each element is , in many cases, dependent upon the architectural
alternative. The next section of thIs report describes the

L alternative architectures that were considered for the mid— term lAS
architecture.

- 
5. ALTERNATIVE MID—TERM ARCHITECTURES

- .  

In order to insure that all potential mid-term architectures werer considered, a number of candidate archi tectures wore identified as
L part of the technical analyses performed In support of the lAS
-

- 
architecture defini tion. The set of candidate architectures was
generated through a sequential decision tree approach based on three{ maj or architectura l decision levels: .5

o Selection of an element set’ fro, among the available candidate
el ements di scussed in paragraph 4

o Allocation of functions among the selected element set

r o Consideration of specific configuration/connectivity options
Li withIn the architecture (e.g., dual/single homing of nodal

elements).

The candidate definition process resul ted in the Identification of
23 candidate architectures. Upon analysis of the characteri stics
of the candidate architectures, it was determined that all

i candidates could be organized into three major classes. Further, .51.. It was determined that within each major cl ass the differences
between archi tectures were not sufficient to significantly impact

9- the potential cost and/or performance of the resul tent system
L design. Therefore, three final archi tectures were selected for

- eval uation by choosing the most representative and/or desirable
candidate from within each major class. These three final

• alternative architectures are described In the followi ng(~ subsections. It should be noted that all three

L
35
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architectural al ternatives utilize the packet swi tched node (PSN) as
the principal backbone switchIng element and the Intarservice/Agency
PIWE (I-S/A WIPE) as the princip al access area message processing and -

-

co unications concentrator element. In addition, all three
- al ternative archi tectures are designed to provide the required lAS

user and network services and functions defined in Subparagraphs 4*
and 4f respectively. -

a. Al ternative I

(1) General • This alternative represents a centralized
architecture with littl e or no hierarchical structure in the access —

area. All network and user services in this al ternative are
provided from a relativel y small number of s e r v i c e  el ements connected 

-.

to the backbone and accessed via the network.

(2) Element Set. In addition to the PSN and I—S/A WIPE,
this archi tecture utilizes the Centralized Service Facili ty (CSF)
as the major network ele ent. 

-
~ 

—

- (3) Functional Al location. As the only available network
service element , the CSF in this archi tecture will contain all •

~~~
- -  —

functions required to support the network and user services. The
CSF will , therefore, include the ASC replacement functions as well —

as any new network functi ons . As noted earlier , the CSF will not
terminate subscribers.

(4) Conflguration/Conne :tivity . The backbone in this —-

alternative will consist of P511 swi tching nodes and CSF service - -  
—

nodes. The CSF will be dual connected to PSNs for survivabilIty -

O as well as to minimize service access delay. The access area in
this alternative will include -I-S/A WIPEs and user terminals. In
general , compute r data users and host computers will be connected - -•

directly to PSN5. Narrati ve/record users will , in general , be
connected to the back side of the I-S/A WIPEs. —

C (5) Operation. In this archi tecture most simple user-
to -user and user—to— host computer traffic will be routed directly . -*
from source to desti nati on via the P511. All traffi c requiring - - 

- _

terminal support or network servIce (e.g., multiple address, format
conversion ) will be routed through the nearest available CSF for
intermediate proc easlng. Back side messag e routing and localo termInal support functions will be provided to narrati ve /record
users connected to the I’S/A WIPEs. All new lAS network functions
(e.g., teleprocessing, mailbox ) will require connection through
the P511 network to the nearest available CSF.

-4
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F b. Al ternative II.

(1) General • This al ternati ve represents a distributed
archi tecture in ~iich user and network services are provided fro. a
c~~ on access area element. This resul ts in a very flexible
structure in the access area with services accessed both directly
and via the backbone network. In addition, this architecturer provides the maximum degree of coemonality among network elements.

L. (2) Element Set. In addition to the PSN and I-S/A WIPE
P. this al ternative utilizes the enhanced I’S/A WIPE (I-S/A AIIPE(E))

defined in Section 4g.
(3) FunctIonal Allocation. The I-S/A AMPE(E) provides

all terminal support and network functions In this architecture.
In this alternative the I—S/A AMPE(C) replaces the current ASCs

‘ and al so provide s the basis for all new network services .
-

: (4) Configuration/ConnectivIty . In this alternative the
backbone consists of the PSN network. The access area in this
archi tecture consists of the user terminal s, I— S/A WIPEs and
I—S/A P*E(E)s. The I—S/A ANPE(E) will be connected directly to

L the P511 with dual connection in mOst cases for survivability. In
general, the I—S /A AMPE will be connec ted to both a PSN and an
I-S/A AMPE(E). This will provide increased survivability and allow - 

- -

optimal traffic routi ng for access to needed services. Host
L . com puters in this archi tecture will be connected directly to P511*.

All other subscribers may be connected either to P5115, I -S/A AIIPE(E)s
or I.S/A WIPEs.

(5) Operation. Most computer data traffic in this
, .  architecture will flow directly from source to destination throuqh

intermediate I—S/A WIPEs, I-S/A AMPE(E)s and PSNs. Narrative/record
traffic will generally flow through an Intermediate I-S/A AMPE(E)
and will • therefore , receive necessary terminal support and network
service processing en route. All network subscribers will access
new network serv ices (e.g., teleprocessing, mailbox ) from the
nearest availabl e I—S/A AIIPE(E).

I c. Al ternative III
L -

(1) General . This alternative represents a hybrid
architecture between the central ized structure of Al ternati ve I
and di stributed structure of Alternative II. In this architecture.

- . some services are provided by a centralized backbone service
el ement and some services are provided by a distributed access

• area el ement.
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(2) Element S.t. In addition to the P511 and I—S/A WIPE —

this architec ture employs both a Centralized Service Facility (CSF)
and an I-S/A AHPE(E). .5

(3) Functional Allocation. In this alternative the ASC 
—

replacement functions (both terminal support and network service)
are allocated to the I—S/A AMPE(E) located in the access area. The
functi ons necessary to provide new netwo rk services are allocated
to the CSF located ln the backbone.

(4) Conflguration/Connectlvlty. The backbone in this Jal ternative consists of the PSII network and a small number of CSFs.
The CSFs are dual connected directly to the P511* for survivabilit y
and minimum access delay. The access area In this alternative
Includes subscriber termin u s ,  I’S/A AMPEs and I—S/A AMPE(E)s. —

The access area connections in this archi tecture are similar to
those in Al ternative II. .5 

1

(5) OperatIon. The operation of this alternati ve is
strongly affected by the separation of traffic support functions. - .5

Depending on the type of traffic In a particular transaction, the
data flow may be either directly from source to destination via
the P511 backbone network or, depending on the services requi red,
through the appropriate backbone or access area service element.
Traffic routing and data flow In this alternative are therefore
soamd~at more complex than in the other two alternatives.

- - d. Si ary. - The basic configuration, nodal element types, and 
-

functional allocation for the three alternative architectures are
summarized in Figure 8. This figure presents a greatly
simplified representation of each archi tecture. As discussed
earli er In this section, these three al ternatives represent the
three major classes of archi tectures applicable to the lAS mid-term.
Each 0f these architectures provides the required mid-term lAS
services and functions and is consistent with the constraints and
anticipated operating enviroeeent of the mid—term. In addi tion ,
each of these al ternative architectures represents a significant
departure from the Near-Term lAS Architecture- described in - -

Section II, paragraph 1.
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6. EVALUATION OF ALTERNATIVES

In order to determine the preferred Mid-Term lAS Architecture,
the three alternative architectures described In Paragraph 6 were
evaluated with respect to both technical and cost factors . This
eval uati on was based on a series of quanti tative and qualitati ve
technical analyses performed in support of th lAS archit ecture
defini ti on. In order to provide a hi gh degre, of confidence in —

the final resul ts of the eval uation , the general approac h to
al ternative eval uation was based on the followi ng guidelines : --

o Eval uation on the basis of comparative/relative perfo rmance
vice abso lute performance estimates

o Application of quantitative analytic techniques wherever
possibl e and appropriate

0 ConsideratIon of all relevant factors in subjective/
qualitative analyses

o Careful documentation of factors considered and basis for
subjective decision — 

.5

o Thorough review of analysis methods and results by .5-.

cognizant DCA/DCEC personnel 
-

Since the eventual performance of any system Is difficul t to
measure at such an ~~rly stage of archi tectural definition ; anu ,
since detailed system performance requirements based on future
user applications/need s cannot be specified unti l such later in
the syst em defini tion/desi gn cycle; and si nce each alternati ve
architecture is capable of meeting the antic ipated future .5 -

performance requirements through design tradenffs wi thin the
state—of—the—art; the differences betwee n al ternative arch i tectures
were, in many cases, measured in terms of the difficul ty or
complexity of meeting perfo rmance objecti ves In given areas based
on Inherent architecture characteristics. Ex ples of such
charac teri stics are:

o The number of nodal and transmission del ays that must be
encountered from user to user/se rv ice element

o The n~~er of di fferent nodal elements contained in the
network and the degree of coermonality among el ements

40 -~~
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o The number of operations required to compl et e a message
transfer Includ ing intermediate processin g

o The nuater of elements availab le/ requ i red for user
connection/service access.

-. The technical analyses performed in this evaluation process are
documented in Appendix B, C and D. The next subsection describes
the evaluation criteria used in these analyses .

a. Eval uation Criteria. Five major evaluation criteria were
used for the evaluation of alternati ve architectures. Within
each criterion anywhere from 4 to 10 suberiteria were considered.
Within each subcriterf on, a number of factors were considered.
The following paragraphs define each major criterion and ic~entifyLa the subcriteria and factors considered In the eval uation.

‘.5
,

(1) OperatIonal Effectiveness. This criterion addresses
the relative efficiency and effectiveness of an architecture for
providing the required functional capability. The subcriteria
used in this category were speed of service, user motivated
interfaces , transmission efficiency, system motivated functions,
security and adaptability to oversens. The factors considered In
the subcrlteri a were: speed of service by traffic type (e.g., 

.5

interactive , query/response, key distribution , mailbox);
• i nterface comp lex ity for access to and interaction with network

services; transmission overhead by network function (e.g.,
addressing, normal routing, C)~RP routing, flow control , error
cont rol , system control); complexity of system motivated
functions (e.g., system control , accountability); ability to meet
security objectives ; ability to support mobile terminals, ability
to utilize mobile/t ransportable elements based on element size
and potential user Impact; risk of overseas deployment associated
with PSN, CSF, I-S/A AMPE(E) and size of CONUS/overseas trunks.

r (2) FlexibilIty. This criterion measures the ability of
an architecture to accourinodate change. Ten subcriteria were
defined in two major areas, adaptability and expandablilty.
Adaptability refers to the ability of an architecture to
accousnodate changes in the demand or utilization of its planned
capabilitie s. Expa ndabi lity measures the abilit y of the
architecture to uccamodate additional requirements. The
subcr lterla used inc lude : traffic type adaptability, external

(.. Interfa ce adaptability, network service adaptabilit y , su bscr iber/
traffic distribution adaptab ility, subscriber expendability ,

I ’  protocol expendabi lity , service expandab ility , control function
expendability , traffic expendability and extern al Interface
expandability. Other factors considered within these
subcrlteria include: the impact of changes In the amount of bulk

L 
ve rs us narrative traffic, secure versus non—secure traffic, PSN

• 41
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versus I—S/A AMPE connected subscribers , local versus remote
traffic; the Impact of increasing the number and types of 

.5subscribers, link protocols, user level protocol s, network levelprotocols, and services.

(3) SurvivabIlity/AvaI lability/supportability. This .5
criterion considers the inherent ability of an architecture to 

—provide the required service In both normal and hostile operating
enviroruients. The subcrl-teria defined in this category Include:
the effect of nodal/i-Ink failures on system operation, the ability
of the architecture to protect against nodal/l ink failures , the
ability of the architecture to recover from failures and the
supportability of the architecture. The factors considered within
this criterion include the potential loss of service and access,
the complexity of CARP (source/network), dual homing flexibility,
ability to support redundant nodes, number of element s requiring
support and degree of consnonality among elements.

(4) TransItion. This criterion considers the ability of
an architecture to evolve from the near-term to and beyond the
specific mid-term architecture. Subcriteria identified within this
area were development risk, user im pact, ease of Implementation,
and potential for continued evolution. The factors considered
include: hardware arid software development risks, continuity/
disruption of service, availability of required elements, extent of
modifications requIred to existing elements, consistency with

-

- future long—term architectural objectives (e.g., satellite -
~~broadcast backbone, integrated voice and data).

(5) Cost. This criterion measures the potential of each
architecture for reducing the cost of ownership and operation of
the Mid—Term lAS. Major cost elements considered as subcriterla
within this category are transmission costs, nodal element
acquisition cost , and operation and maintenance cost. The cost ~~~~factors considered include initial and recurring costs associated
with: backbone trunks and access area comunications facilities ,
hardware and software investment costs , and personnel support and
training costs.

b. Evaluat ion Results. Based upon the results of the evalu-ation process the preferred architecture for the Mid-Term !AS will —

be based upon Alternative II. (Al so see Section III, paragraph 5
for additional comparison of the alternatives.) This alternative
was determined to be preferred to each of the other alternatives In
three of the five major eval uation criteria including the two
technical criteria which are considered most Important for the

U
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[1 lid—Term lAS - transition and survi vab illty/avai lablllty/
supportability. A principal characteristIc of this architecture
which l d  to Its selection i~ the consolldatlon/lntegration of

~ ~~
- - network and user motivated functions Into a single service element

.1 based upon the cvrrefltly planned Inter-Service/Agency N1PE program.
This consol idat ion(int.gratlon provides significa nt potential
benefits in both cost and performance and contributes materially to

~~~~

—

~~

- - U the ease of transition f rom near-term to the mId-term network
architecture. The preferred architecture as well as the twoa 

- 

alternatives are described in more detail in the next section.
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SECTION III —

U MID—T ERM ARCHITECTURE

1. INTRODUCTION

The preferred architecture for the Mid-Term Integrated AUTODINSystem ( lAS) is based on the selection of Al ternative II. ThisLi architecture meets all anticipated Mid—Term lAS operational
requirements and provides a substantial improvement over the
near—term. The preferred architecture provides significant
advantages over other architectures In terms of transition
capabilities (both for the mld-terni and beyond),
survivabili ty/availabillty/supportabllfty and cost.

The preferred architecture for the Mid-Term lAS Is described
ful ly in the following paragraphs. Al ternative architectures are
described In terms of their differences from the preferred
architecture in subsequent paragraphs. This method of presentation
was selected in order to reduce the unnecessary redundancy between
architecture descriptions as well as to highlight the differences

I ‘ between architectural alternatives. The final paragraph In this 
- 

-

1) section provides the summary comparison of the three architectures
and the basis for recommendation of the preferred archi tecture.

-‘ 2. DESCRIPTION OF PREFERRED ARCHITECTURE
a. Elements. The preferred Mid-Term lAS Archi tecture will use a

combination of existi ng and newly developed network elements. The
major elements of the archi tecture and their application/role in the
archi tecture are discussed in the following subparagraphs.

(1) Packet-Swi tched Node (P510. The preferred archi tecture
will use the P514 (described in Section II , 1, C (1)) as the backbone

-. swi tching element for the Mid-Term lAS. The AUTOOIN II PSN will not
require any anticipatee modifications to fill this role. As

- 
- 

L discussed in Appendix E, the security subsystem (access control and
key variable distribution) can be Implemented In a separat. host 

.5( .5 computer connected to the P514 via the network for ease of transition.
L The P514 WIll, therefore, not be affected by the conversion from 111*to end-to-end encryption. The PSN of the Mid-Term Architecture will

require the T?~ capibility to terminate character oriented
subscribers. In addition, the ability of the P511 to terminateI - AUTODIN I, Mode I subscribers through use of a predefined sigeent
leader (cut-through) will be retained In the Mid—Term. No changes

Li.r~ _ _ _ _ _ _ _ _ _ _ _ _  
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are anticipated to the normal routing procedures implemented in the
P514. New contingency routing schemes will be accomplished in the
preferred architecture within other network elements such as the - 

-

I-S/A MPE. For further description of the AIJTODIN II PSNs , see
Reference B.

(2) Inter—Service/Agency N4PE (I—S/A AIIPE). The I—S/A ANPE
Is used In the preferred architecture as both a local message
processing service element and a communications network front end. A
si mplified block diagram of the I—S /A N4PE Is illustrated In Figure J
9. As indicated, the I’S/A AMPE will Include the same SIP and
TCP functions contained In a P314 TAC and will function as a remote
TAC to the P514 (see P514 subparagraph above). In addition, the I-S/A
AMPE will include THP and terminal control functions needed to
Interface AUTODIN II type subscribers, as wel l as the
store .and—forimrd processing functions needed to Interface AUTODI N I
terminals. In addition to terminating both AUTOOIN I and AUTOOIN II
type subscribers, thi I-S/A AISPE will provide the terminal support
~uncticns (PLA/RI conversion, format val idation, etc.) needed to
support user terminals that require such services. In order to fill
its role as a network front end, the I~S/A AMPE will Incorporate 

.5

network protocols and processing capabiliti es that wil l permit most
simple direct t.rm nal-to— teruinal/host transactions to take pl ace •

without the invoh snt of other higher level service el ements except
the P514 switches. As a result of this capability , the I ’S/A ANPEs
will significantly contribute to more efficient use of backbone .5
faciliti es and Improve survivability. In its role as a network front .5

end, the I-S/A N4PE will forward traffic from subscribers requiring
higher level serv ice to the appropriate netwo rk service elements.
However, unlik e the current system- of dedicated home serv ice
elements, the I’S/A AMPE will be able to forward traffic to any
element in the network capable of providing the service. This
capability will allow dynamic laod balanci ng among the higher l evel
elements (I-S/A AMPE(E)) In normal conditions, and provide a method
of contingency recovery In the event of l oss of a service element.
The I—S/A AIIPE will replace all current AMPEs but not necessarily on
a one—for—one basis. Because of Its standard ized
Iepl entatlon/op.ratlon, the I-S/A AMPE will satlify all .5. 

- - 
-~~

service/agency requirements. This will al low consolidation of ~:Ir , . ~~~~~
• - -

current MIPE locations wi th no reduction in service. Final ly, the -
~~ 

—
~~~

:- . -~~~~
-
~~~~~

I-S/A MIE will provide the basis for network expansion through
upgr.d of installed I-S/A AMPEs to enhanced I-S/A AMPE(E)
configurations. Based on a modular trans portabl e software
dsvelo~iment approach, it is anticipated that any IS/A AMPE can be
converted to enhanced status after instal lation . The I—S/A AI4PE
family of equipments is , therefore, the key to both implementation
and continued evolution/growth of the lAS network.
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* (3) Enhanced Inter—Service/Agency AMPE (I—S/A AI4PE(E)). In
the preferred architecture, the I-S/A AMPE(E) will fill two distinct
roles. First, It will function as a normal I-S/A AMPE for Its
locally connected subscribers . In this rol e it will provide local
terminal - support and message processi ng functi ons and aCt as the
network front end. Second ly, the I-S/A AMPE(E) will serve as a
network service element. In this role the I-S/A A$PE(E) will provide
nsbmrk services to both locally connected and remote access
subscribers throughout the network. As a network service element,
the I-S/A AMPE(E) will support/augment the capability of the lower
level loS/A N4PE and terminal elements by performing message/data

r. ProCessing services that require processing and/or date storage
capacity beyond that avallable in the lower level elements. Typical
services in this category Include: special code/format conversion;
message exchang. with systems outside lAS; mailbox storage; file
storage, update, and retri eval ; t.leco unications conference control
and record keeping. Shared network use of these I-S/A AMPE(E)

— capabilities will si gni ficantly reduce the processing and storag eV requirement of the I-S/A AMPE and terminal equipments. This in turn
should sign ificantly reduce the total network acquisition and
operati ng cost to provide a given level of network service. The
I—S/A *MPE(E) will be developed under the same program as the I—S/A
MIPE and will share Its basic software modules. Th~ block diagram
contained in Figure 9, therefore, is also applicab le to the I-S/A
AMPE(E). The I-S/A AMPE (E) will , of course, include additional
software modules, additional herdasre processing and storage
capacity, and additional coemunications Interface hàrdwsre/software
As Indicated previously, the I—S/A ANPE(E) Installations wi ll in many
cases be accomplished by retrofi t/upgrade of previously Installed
I—S/A AMPEs. -

C) - .5

(4) Subscriber Terminals. As previously stated it is
expected that the Mid—Term lAS will have to support all existing
types of AUTODIN I and planned MJTODI$ II terminals. It Is al so
expected that terminals with additional capabilities will be
Introduced In the Mid-Term as part of the Coileon Family of AUTODIN
Terminals. Al though Increased capabili ty In some termina l s wi ll not
rel ieve the netwo rk of supporting the remainder of less capable —1
termi nals, it can reduce the processing load on the network and
educe the dependence of the terminal $ on other network .1 ements • A
s~~ ary of anticipated Mid-Term subscriber terminal characteristicsls shoim in Table lY.

b. Configuration/Connectivity. The basic confi guration of .5

network elements In the preferred architecture Is Illus trated in —~ • 
•

Figure 10. Figure 11 illustrates all generic single

0 
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r — All AUTOOIN I and AUTOOIN II types plus coemon family of

r terminals to Include more intelligent /capable terminals

PROTOCOLS - All AUTOOIN I and AIJTODIN II protocols plus additional

~~~

‘ unique link protocols (e.g ., A!’PE user protocols) and new end-to—end

protocols (e.g. , Virtual Message Protocol ) I—S/A PIIPE-to—I—S/A AMPE
ço

~ ASCII and ITA#2 (others transparent)
/
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bps
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connections (both preferred and al ternative) between elements in more 

—detail. As Indicated In this diagram, AUTODIN I type subscribers
(including ?J4PEs) connected to PSNs will enter messages in AUTODIN I
formats via the PSII TAC and all of their traffic will be
automatical ly routed (cut-through) to a designated 1-S/A AI4PE(E) for
processing. Since the PSNs do not process the AUTODIN I Header
containing precedence and securi ty format elements, all cut-through
traffic will be handled at the highest level precedence and securi ty . .5..For thi s reason , direc t connection of AlJt00I~1 I type subscribers to- - I—S/A AtlPEs or I—S/A MIPE(E)s is preferred to PSN connection.
Al though not shown In Figure 11, terminal s may be homed either
singly or dually to any contination of the nodal element types, i.e.,

P PSN. I’S/A N4PE(E), or I—S/A AMPE.

I—S/A AMPEs may be connected to PSNs or I—S/A AMPE(C)s and
can be dual connected to one or both of those element types. As
discussed previously , I-S/A NIPEs may exchange message traffic
without routing it through an I-S/A AMPE(E). Since some ~-S/A AMPE

O traffic will require routing to an I-S/A AIIPE(E) for service and some
WI ))  be routed directly through the P514 backbone, the preferred
connectivity for an I—S/A AMPE will be dual connection to both a PSN
and an I—S/A AMPE(E). Depending on the specific coemunities of
interest served by an I—S/A AMPE and the proportions of traffic
types, it will be possibl e to connect (singly or dually) an I—S/A —?JIPE to either one of those element types.

I—S/A AI4PE(E)s will access the network directly via a PSN.
They will normally be dual connected to PSNs for survivability.

Tactical and allied system interfaces in AUTODIN I subscriber
modes will have the same connection options as AUTODIN terminals, and
for the same reasons, connection of A14/TYC-39 and NICS TARE relays to —

an I—S/A AMPE or I—S/A A$PE(E) is preferred. The interface between
I—S/A AMPE and I-S/A *ZIPE(E)s will be Mode VI.

I-S/A AMPEs will not normally be directly interconnected, but
-J for contingencies may connect using Mode I or Mode VI protocol. The

1 nterconnectlvity of all network elements is sumearized in Figure 12.
- - The connectivity options offered by the architecture allow

flexibili ty for overseas deployment. In general, the backbone lAS
network will be extended by locating PSNs overseas. For transi tion —

-~ - purposes, however , the required services can al so be provided to

.1 -
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• overseas users before deploying PSNs overseas by connecting overseas
I—S/A AMPEs and/or I-S/A AMPE(E)s directly to conus PSJIs.

• Al ternatives for overseas implementation are further discussed in
Section IV , TRANSITION.

c. Protocols. The Implementation of the preferred Mid—Te rm
Archi tecture wi l l  requIre the development of at least one new network
level protocol. This protocol, cal led the Vi rtual Message Protocol
(VNP) will support direct excha nge of message information among I-S/A
*IIPts and between I—S/A AMPEs and I-S/A AMPC (E)s connected via the
P514 backbone. Additional network level and link level protocol s may
be identified in the process of further defining the Mid—Term network
services and operating procedures. However , these new protocols will
be implemented only in the new 1*5 Mid-Term s ents. No new
protocol s are required in ex isti ng el ements to support the preferred
architecture. This is a significant consideration In the
evolutionary developmen t of the Mid-Term lAS network

The anticIpa ted link and network level pro tocol s and their
use in the preferred architecture are discussed further in the
following subparagraphs.

(1) Link Protocols. The link level protocols anticipa ted
between Mid—Term elements are-si arized in Figure 13.

(2) Network Level Protocols. The Hid—Term Archi tecture
makes use of the protocol layers defined for AUTOOIN II. The new lAS
elements, the I—S/A AMPI and I—S/A ANPE(E), wil l operate through the
network using host-type protocols, i.e., they wil l  employ th Segment
Interface Protocol (SIP) and Transmi ssion Control Program (TCP)
defined in Reference B. In addition, they will use a Vi rtual Message
Protocol (VMP) for exchanging message traffic through the packet
netw ork. The VI4P will include functi ons necessary for routing and
accountability of narrative/record traffic (most of which are
presently provided by the AS~~), such as message acknowledgements.
rejections, cancellations , service message generation , and message
control block fun ctions . The network level protocols required by the
Hid—Term lAS Architecture are defined In the following subparagraphs.

Switch-to-Swi tch Protocols. Swi tch- to-Swi tc h prot ocol s
are defined for AUTOOIII II PSNs to accompl ish routing, accountability
ane flow control between local and source/destination packet
switches. These protocol s are not changed by the Mi d-Term
Architecture.
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Host-to-Switch Protocol • The protocol used between PSNs
and AUTOOIN II hosts and between PSNs and 1$/A A 4PEs and I-S/A
AMPE(E)s is the Segment Interface Protocol (SIP), accomplished
through the exchange of binary segment leaders.

$ Host-to-Host Protocol s . Host-to-Host protocol s refer to
the general set of protocol s used between host computers or automated
message exchanges coemuni cati ng through the network. They i nd ude —, I

the Transmission Control Protocol (TCP) and other host—specific
protocols. The I—S/A AI4PEs and I—S/A *MPE(E)s will use the TCP for
coemunicating through the network with host computers, other I-S/A

C AMPEs and I -S/A AMPE(E)s, and PSN Terminal Access Controllers (TAC).
In addi tion, the I-S/A ARIPEs will use the new Virtual Message
Protocol (VMP) for exchanging narrati ve/record traffic among
themsel ves and wi th other hosts or automated message processing
facilities which employ the YMP protocol .

Terminal-to-Host Protocols. Terminal-to-Host protocol s
refer to the general set of protocol s which allow terminals to
interact with hosts or message processing el ements. The standard
AUTOOIN II terminal_to_Host Protocol (THP ) will be used in the

• Mid—Term Architecture for this purpose . The THP supports terminal -
to— terminal and terminal-to — process transactions by making the
various terminals and processes appear as similar as possible to
users. These transactions require interaction between source and
destination THPs and between the IMPs and the terminal s and host
processes. In AUTODIN II, the NP is Implemented in host computers
and PSN TACs. Since the I—S/A ANPE5 and the I-S/A AMPE (E)s will
provide a T?~ capability for AUTODIN II type subscribers, they will

-
, also impl ement the NP. The elements which directly terminate v

‘ subscribers must al so incorporate terminal handlers , or term ina l
control protocol s tailored to the characteristics of the specific
terminals.

.5-i;
User-to—User Protocols. User-to-user protocols are the

procedures effected between end users of th. network (where the end
users may b terminal/system operators or software processes ) through
exchange of control information and oessage format. The packet
switch network and the protocol level s descri bed above are
transp arent to the user— to—use r pro tocol s . User-to -user protocol
includes such functions as user Interaction with a host software
process and end—to-end securi ty functions . Message format
instr uctIon s for message distribution and handling by I-S/A AMPEs.
I—S/A AMPE(E)s, AMPE5, and terminals, such as tra nsmi ssion cont rol /
rel ease codes , office symbols, flag wo rds er references are also
considered within the class of user-to-user protocols for the
purpo ses of this protocol definition.

I
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Figu res 14 and 15 show exampl es of the applicationr of the classes of protocol s described above. Figure 14 shows theprImary layers of protocol s required for a tran saction between an
I-S/A NIPE connected AUTODIN II type termina l and a PSN connected

1’ host computer. (Addi tional protocol l ayers exist which are not shown
in this and other diagrams , such as originating terminal to
destination host and originating host to destination PSN. Also not
shown are link level protocols.) In thi s example, the TAC equi valentfunctions in the I—S/A AMPE provi de host level protocol s.

Figure 15 shows the network protocol s for an AUTODINr I type trans action between I-S/A AMPE or I—S/A ANPE(E) connected
subscribers. In thi s case the Virtua l Message Protocol (VMP ) isemployed between the I-S/A AMPEs or I-S/A AMPE(E)s to control the
exchange of narrative/record messages through the network. A
user— to-user level protocol Is shown between the I-S/A AtIPEs or I-S/A
AMPE(E)s which include s message format processing such as
di stribution instructions, The THP used for AUTODIN II type
transactions does not apply In this case.

L.. 
4. Functional Al location. The allocation of functions to

network elements In the preferred archi tecture is summarized in
Figure 16. In order to Illustrate the evolutionary tran sition
required from the near-term to the mid —term , Figure 16 inc ludes
the current near-term AUTODIN elements and Illustrates theirr functional capabilities . As noted in Section II, the functions 3L- required for the basic AUTODIN I narrati ve/record mess age transfer
serv ice can be generally categorized as subscriber support functions(e.g. . code and format conversion , messag e retrieval ) and network
functions (e.g., multiple/collectIve routing). In the preferred
archItecture, the subscriber support functions are allocated to the
I—S /A AMPE because they are most effectively performed at a point
near the subscribers , and because many of these functions are already
performed In the existi ng AMPEs. In additi on , the I—S/A AMPE is also- ‘ as signed the AUTOOIN II terminal access functi ons and a Mode VI .5

host—type Interface to the PSN both to provide flexibili ty for
subscriber termination to the network, and to ensure an efficient ,C. potentially high speed, network access. In thi s archi tecture , the
AUTOO1N I network (ASC replacement) functI~~s as well as the

r functi ons requIred to support new LAS serv ices are allocated to theI-S/A AMPE(E). Since the I—S/A AMPE(E) Is a modular enhanc ement of
the I-S/A ANPE. It also has all the capabilities of the I-S/A ANPE.

.5 

During the mid term, the lAS Archi tecture must support both
link encrypted and end— to-end encrypted users. For lin k encrypted
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:- : - users th 1$/A AMPE and I-S/A AI’IPE(E) in the preferred architecture

U T: will provide encryptionsand decryption functions and the security
- - processing functions of format and Input/output line valIdation. - 

-

There are several options for the allocatIon of end-to-end security
~~ functions In the pref erred architecture, I ncl uding their al location

to the I—S/A AMPE(E) or PSN. These options are discussed In Appendix

- 

- 

As previously discussed, the Mid-Term Archi tecture will have
— to support the range of existing AUT OOIN I and AUTOOIN II user

terminals, Including unintelligent terminals. Although these
terminals will exist throughout the mid term a new standard family
of AUTOOIM terminals with additIonal capabilities is planned for
development for use ,ln the Mid-Term. The analysis and evaluation of

U ‘ architectures performed as part of th lAS definition revealed• several major functions that should be considered for Implementation
within the range of futu re terminals. Some of the major functions
Identi fied are:Iy~1L o Generation of network logical addresses and conversion between

log ical addres ses, plain language addresses and routing
r Iiidicatov’s

L 0 RecognitIon and appropriate addressing of traffic that .5

C) requires processing by a service element .5

C o Perfo rmanc e of end-to—end terminal securi ty functions *

c’ o Conversion of user unIque formats to comeon network formats

o ~atomatic message prepa ration assistance ( promp tin g, editIng, 
.5

etc.)

I] o Automatic message distribution - - -

o Direct interface with PSNs using Mode V I host—type protocol s
and Vi rtual Message Protocol

The antici pated resul ts of perfo rmIng these functions in termi nal s
vic e other el ements would be to rel ieve the network of local ~~~~~~~~~~~

proc essing requIr~~~~ts, reduce the dependence of the terminals on
other network elements (I.e., to facilitate- mobility/survivability)
and to Improve the response time of the user-to-netwo rk Interface.
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c Network ServIces. Section II.4 e describes the candidate ‘.5 ’

network services currently defined for the Mid-Term lAS. Any or all
of these services can be provided by the Mid-Term lAS Architecture as -

required. Implementation of certain of these services may require -

S changes to, or development of, policies, standards, and procedures to
facili tat e their use. The followi ng subparagraphs illustrate how - --i
these services would be Implemented in the preferred architecture.

(1) Narrative/Record Message Transfer. Subscribers connected 
•to I—S/A AMPEs or I—S/A AP~E(E)s will receIve this service directlyC from those elements. Since the I-S/A AMPE(E) will have more i

capability than the I-S/A AMPE, subscriber traffic requiring special
processing will be forwarded from the I-S/A AMPE to the 1-S/A AMPE(E) —

~

for additional narrative/record service. All traffic from
subscribers directly connected to PSNs and operating in AUTODIN I 1

modes will be •cut’~through5 to an I-S/A AMPE(E) for processing (AMPEs
c will normall ,~ be directly connected to an I-S/A AIIPE(C) but may be

cu%—through to an I~S/A AMPE(E) via a PSN). Subscribers connected
to PSIIs and operating in AUTODIN II modes will hate access to
Narrative/Record Message Tran sfer service only when an I-S/A AMPE
subscriber is the addressee. Otherwise thei r traffic will be handl ed
by the PSN network as ADP transactions. In-trensit and history
messag. stora ge wil l be provided by the I-S/A ANPEs and I-S/A 

-ANPE(E)s . PSNs provide only In—transit packet storage. 
-

(2) Narrative/Record Message File Retrieval. Narrative/
record messages passing through I-S/A AMPEs and I-S/A AMPE~E)s wi ll .5

be stored for a prescribed period of time. Other data such as
standard forms m y  also be stored in these elements by a user on
request for later recall. The I-S/A AMPE(E) will al so provide a
storage and retrieval service for other users (i.e. , PSN-connected -•~~ 

-

subscribers) who can store and ret rieve data by addressing the I-S/A .j
N t(E).

(3) ADP Transaction Transfer. The PSNs are designed to 
- 

-

handl e ADP tran sactions for hosts and subscriber terminals. The -~ - - ~~~~~
. 

-

serv ice will also be provided to 1-S/A APIPC m d  I—S/A ANPE(E)
subscri bers via the TAC function provided In those el ements . All AOP - ‘

t ransactIons generated by I-S/A AMPE and I-S/A AMPE(C) subscribers ; —
~~~~. - -  

- -

will be forwa rded to a PSM for routing. .

(4) Privacy Service. This service will be avallaS~e to
I-S/A AMPE or I—S/A A$PE(E) connected subscribers. It Is a .5 -

reduction in the normal narrative/record transfer service only in
that the 1-S/A ?PIPE and I-S/A AMPE(E) wi lt not retain storage of
messages for retrieval or history, Journals will be maintained.

V
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r (5) Informal Message Exchange. This service is availabl e to
P511 1$/A mPc, and 1-S/A AMPE(E) connected subscribers. This typ
of messag. bypasses the iiormal narrative/record format veil fication
arid controls in the I’S/A MPEs and 1.5/A AMPE(E)s. The service It

11 inherently available between PSN.connect.d subscribers since the PSIs
do not process ssags formats.

Ii (
~

) Mailbox Sorwice. Regardless of source, Mailbox messages
L~ 

Wilt be routed to an 1’$/A N4PE(E) which Will make the appropriate
— distribution of the messages to mailboxes located in other I-S/A

AMPE(t)s throughout the network. Subsc ribers connected to an I-S/A
IIIPE(E) will have their mailbox traffic distributed by the connected
L—S/A *IIPE(E). For terminal s connected to an 1$/A NIPEI, the I-S/A

PE will recogiflze saltbox transactions and forward them to a
es gnated I S /A AMPE(E) for distribution to mailboxes. Subscribers

L 3nnected to P511* must address their mailbox traffic to an I-S/A
L ‘ 4PE(E) since the P511 wIll not have the capabili ty of di stin guishing
[ ~~ .twsen msilbox transactions and other transactions. The I-S/A

- 

~MPE(C) will store mailbox triffic for designated users and will:

o Respond to inquiries from the users requesting Information
r concerning their mailbox (e.g. , number of messages In the .5

L4 saltbox and their time of arrival)

o Control access to mailboxes
L o Deliver maIlbox messag es to the users upon request

r o Remove mailbox traffic from the system, after noti fying the
originator and addressee, if not retrieved withIn a specific
time.

Mailbox service Is an augmentation to the Informal message exchange
- L~- service.

( 1) Data Teleconferencing. In the preferred archi tecture.
an I-S/A AI4PE(E) control s the conference , stores confe rence
transactions end responds to requests for conference data or status
information from the members. The data teleconference service Is

- availabl e to subscr ibers connected to PSN5 , 1$/A M4PEs and I-S/A
L AMPE(C)s. I—S/A NIPEs will recogni ze teleconference transactions and

forward them to an I—S/A AMPE(E) for processing, but subscribers
connected to P511* WIll have to address the transactions to an I-S/A

U NqP((E). A user may establish a conference by siriding a request
including identtflcatlon of the desired members to an I-S/A AMPE (C).

[ 63
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The I—S/A AMPE(E) will notify the members and provide them wi th the
addressing Information necessary to address the conference or
retrIeve conferen ce data or status information. All conference .5 -- - -

trans actions will flow through the I-S/A AMPE(E) controlling the
conference. When members are signed onto a conference, th*y will

P automatical ly receive al l transactions addressed to the conference or
- S to the . Individ ually . The I-S/A AM PE(E) will store a transcript of

the conference so that members signing on to the conference may —

retrieve prior conference entries.
-

~ f. Traffic Flow. The flow of traffic through the network In the
preferred archItecture is described In the following subparagraphs
for different types of traffic originated by subscribers connected to
each of the major network elements. There are two basic types of

- 
- subscribers expected in the Mid Term lAS. Th. first type of .5~~— 

subscriber may have terminal equipment (inc ludin g AMPE ) which w i l l  
—

support only AUTODIN I operation or m~y not have sufficient need for
new servi ces to implement the necessary changes in operational
procedures. The second type of subscribe r expec ted in the Mid—Te rm
lAS Is an ADP, or AUTOOIN 11-type , subscriber. In the following
di scussion these subscribers are referred to as AUTOOIN I type and
AUTODIN II - type respectively. Either typ may be connected to an
I—S/A AMPE(E), I—S/A AMPE or P514. -

(1) I—S/A AMPE(E) Connected Subscribers. Traffic submitted
to the I—S/A AMPE(E) from AUTODI1 I — type subscribers will be
addressed with Plain Language Addresses (PLAs) or Routing Indicators
(Ris ) and may be in any one of the AUTOOIPI I formats (JANAP 128,
ACP—126/127. 001-103. 00 173). ThIs traffic will be automatically
transferred to the stor —and—forward message processing portion of
the I—S/A AMPE(E) where APIPE and AUTOOU4 I type functions are

— performed (see 2,a,(2) — Figure 9). Local distribution to
directly connected subscribers (including allied/tactical ) will be
made directly from the I-S/A AIIPE(E) as required, and network Logical
Addresses (LA ) will be determined for remote addressees . The I-S/A
AMPE(E) wIll segment and forward the messages , through the PSN
network , to the destinati on 1$/A AMPE(E), I-S/A AMPE or P511 -

— connected subscriber. As part of the Vi rtual Messag e Protocol , the
originating I—S/A AMPE(E) will provide information to the destination
I-S/A AMPE or I-S/A AMPECE) concernIng the origination code and format,
to allow necessary conversions to be made for the desti nati on
subscriber and provide for massage servicing actions. PSN
connected subscribers that are cut-though to the originating I-S/A

— AIIPE(E) will be treated as local subscribers by that I—S/A ANPE(E).

64

~jfr~~ ’~~ 
- - —— _______ _ _

—---.5- —&--~- ~~~~~~~~ - - ~~~ .5- ---~~- ~~~~~~~~~~~ ~~~~~~~ 

-



— _-~- —~~~~~~~~~~~ 
r_ . 5  -a-- - - 

~~~~ -.‘ fl -r

V ~~~~~~~~~~~~~~ ——-- ----- .~~~~~~—,—-- - - - -——— .-— - .5-.5-—- ---

1’ Transition l ogs, histovies and retrieval storage will be maintained
U at the I—S/A AMPE(E) and I—S/A AMPE unl ess the ori ginating subscriber

Is designated/authorized for limited privacy service, in which case no
p permanent storage of the message Is maintained.

AUTODIN II - type subscribers connec ted to an I-S/A
AMPE(E) may enter traffic in any one of the AUTODIN I formats or inp AUTODIN II format. The traffic entered in AUTOOIN I format will be

U addressed using PU or RI. It will be forwarded to the
store—and— forward portions of the I-S/A AI4PE(E) and handled as
described above.

Traffic entered in AUTOOIN II format .iill provide
segment l eader Information, including network LA with each

P transaction , and the text will be free format, I.e., the message
U format nay be one of the AUTODIN I formats or other user-to-user

format. For ADP transaction transfers requiring no additional
processing, the I-S/A AMPE (E) segments the traffic and forwards it to

L a P511 for routing. No local routing is done for this type of traffic- 

by the I—S/A N4PE(E).

P Transactions requiring pro~cess1ng by the I-S/A AMPE(E)
U for In formal Message Exchange, Mailbox Serv ice or Datao TeleconferencIng will be identified by leader Information. Mailbox
r-’ transactions include posting of messages and ret level of nall or[ status Information, Teleconference transactions include establ ishing

- -  a conference or requesting conference status/transacti ons. Informal.5 message exchange transactions , other than mailbox and -;

teleconferencing, can be forwarded to a PSN wi thout further
- j. processing by the I-S/A AMPE(E), but nay require special handl ing

such as mul tiple addressing.

[ (2) I—S/A AMPE Connected Subscribers. Traffic entered t~ an
I—S/A AMPE from AUTOOIN I - type subscribers will be formatted in an
AUTODIN I format and addressed with RI or PU. It will be

— 4 automatically transferred to the store—and—forward portion of the
I-S/A A1’IPE where AMPE and AUTODIN I - type functions are performed.
If the message requires services not provided by ti~e I-S/A AMPE, it 2

(—s will be forwarded to a directly connected I’S/A ?I4PE(E) or through( the P514 network to a remote 1$/A NIPE(E). If ~o I—S/A AMPC (E)services are required the message will be distributed locally as
necessary and/or forwarded through the PSN network to thw desti nation
u.S/A AMPE (E), I—S/A AMPE or P514—connected subscri ber. The YMP

L protocol used by the I-S/A AMPE for exchang e of messa ges with other
I-S/A AMPEs and I’S/A AMPE(E)s wilt allow the transfer of information

- concerning the origin of the m ssage and processing required.
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Traffic entered by AIJTODIN II - type subscribers will be
in AUTOCIM I or AUTOOIN II format. The AUTOOIN I format messages
will be transferred to the store-and-forward p~rt1on of the I-S/A
PJIPE and processed as described above. For AUTODIN II format
transactions, the I S/A AMPE will perform P511 TAC equivalent

S 
functions, segment the data, and forward it to the PSN. If the I—S/A
AJIPE is not dir ectly connec ted to a P514, this traffic Is fo rwarded to .5

a directly connected I-S/A AMPE(E). At the present time, procedures
for separating traffic Intended for I—S/A AIIPE(E) processing versus
reliy to the P511 by the 1$/A AMPE(E) have not been defined.

• No~~ver, this could be accomplished through recognition of LA by the
I—S/A AMPE (E ) as part of a SIP—to’-SIP transfer, by transmission of
the two traffi c types from the I S/A AIIPE via two separate logical or
physi cal channels.

The I-S/A AMPE will recognize, via segment leader
designators, transactions that require services provided onl y by an - -

I’S/A AMPE(E). such as mailbox or teleconferencing. and will forwardG the transaction to an I-S/A AMPE (E) by Inserti ng a segment l eader
with the I-S/A AMPE(E) LA. Otherwise, segments will be relayed j
through the I-S/A AMPE(E) containing only the destination LA.

(3) PSNaConnec-ted Subscribers. AUTODIN I - type subscribers

connected to PSNs will be automatically cut-through to a designated -~~~o I—S/A AIIPE (E). All traffic generated by these subscribers will be
automatically routed to the I ’S/A AIIPE(E) which will process the
traffic as If It came from a local AUTODIN I -type subscriber.

Traffic generated by AUTODIN II - type subscribers
connected to PSNs must be in AUTODIN II format wi th segment leader

O InformatIon provided. Transactions which require Is-S/A AIIPE(E)
services must be addressed to an I-S/A AMPE (E) since the PSNs will
not recognize the r.eed for such services.

g. Securi ty . The Securi ty Subsystem for the preferred I-IS
Mi d—Term Archi tecture must provide the capability to support both

c end—to— end encrypted (E3) users and link encrypted users. It Is
expected that this mix of E3 and non—E3 users will persist throughout
the mid— term and wel l Into the far—term.

The non—E3 users will be provided security service through j
the use of conventional link encryption tec hniques such as those - 

-

o employed ffl AUTODIN I and AUTOOIN II. Non’.E3 users will be supported
by a variety of link encryption devices such as the KG—13, KG—34, end
KG—84. Non-E3 users will be afforded end-to-end security in the
Mid—Term 1*5 through a combi nation of link encryption and security

C

66

. 5 .  
_ _ _ _ _  _ _ _ _ _ _ _  

.5 .5 ’

— ~~~ 

— —

~~~~~~~ --~~~~~~~~-- -
--

~~~
-

~~~~~~~~~~~ - .‘--- . - ~~— 
i_~_ _ ___~~_



— ~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~ 

_

~
_ -•% -

~ ~~~~~~~~~~~~~~~~~~~ 

—

- —  ______

r .

r kernel s, or other certi-f led techniques, used in the lAS network
elements. These users will al so be provided wi th traffic fl ow
security (IFS) protection through1the inherent IFS features of the
link key generators employed for encryption/decryption. This class
of user , however, will not be provided wi th automatic access control ,

S 
~ user authentication, or on—line key distribution.

fl .5 The £3 users will be provided service through the appl ication
of BLACKER hardware and supporting security software integrated into
the various system elements of the 1*5. The allocation of BLACKER
components to the 1*5 elements is discussed In a separate classified

— Appendix. £3 subscribers must be capable of accessing network
services (e.g., message processing , mailbox , tel econferencing ) as
well as other E3 subscribers. Furthermore , £3 subscribers and non—E3

.5 subscribers must b~ able to access each other. The E3 operational
scenarios Incl ude three generic types of connections:

p o Terminal-to—terminal

o Terminal-to-host

[ o Host-to—host

o -
~ Descriptions of several operational scenarios are presented in

Appendix E. .5

L_ h. System Control. The Mid-Term Archi tecture will make use of
avai lable and planned OCS system control capabifltles and resources. - -

p The preferred architecture does not require changes to the system
control functions of the AUTODIN II PSNs and Network Control Center
(NCC). Introduction of the I-S/A AIIPE and I-S/A AtIPE(E)~’w 1ll al l ow
monitoring, control , reporting and restoral functions to be performed
at a lower level in the network and thus , improvements should beL realized in efficiency and reaction tIme.

As major message processing and subscriber terminati ng
elements, the 14/A AMPE and 1-S/A AJ4PE(E) must perfors most of the
system control functions performed by the ASC and some of those
performed by the PSN. The Automated Technical Control (AlEC)

- improvement will be completed prior to impl ementation of these
el ements , and they shoul d be designed to take advantage of the AlEC
Station l evel capabilities, as appropriate. Table V lists the
major system control functions r.qui red in the I-S/A AI4PE and I -S/A

L AMPECE ). Al though all of the functions listed apply to both
- el ements, the scope of the functions will be somewhat different. For

example, the 1—S /M AMPE (E) will collect reports from a number of
I—S/A AMPEs and generate a consolidated report to the P4CC or other

.— DCS control centers.
0
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TMLE V . I—S/A NPE, I—S/A AMPE(() SYSTEM CONTROL FUNCTIONS
— 1

fletwerk Control Functions
S Patch and Test Facility

• Intersystam Interface

• Status flonitorlng/Perfor..nce Assessment
(Terminals, trunks, access lin s)

• Internal Control
- Restart/recovery P
- Program/table reload

‘.5 .5 
. 5 ;

- Diagnostics 
- I

- Nar~mre/softwa re monItoring . .1

• Stst ist ics Generation
(Circuit Outage. Circuit Performance, etc.)

• Reporting

• Circuit RestoralfReconflguratlon

Traffic Control Functions

• Message Reuting

- Primary

• Altern ate

• Message Distribution

• Traffic Flow Control

• Traffic Accountability and Integrity

• Status ?‘onitoringiPerformance Assessment
(Traffi c conditions, backlogs, resource ut l l Izat lcwi ) 

.5

(.5

.5 
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$ TABLE V. I—S/A N E ,  I—S/A ~IPf(E) SYSTEM CONTROL FUNCTIONS (Continue d)

• Statistics ~sneration
— Billing Data

ri
I 

- Traffic Vol*ass, Processing times, etc .
-4

. Service Piessage Generation

• Reportlng

[
I ~

t.
I I

- 
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S
Since thes, elements will terminate the majori ty of

subsc ri bers in the system it will be necessary for them to coll ect
and report subscriber traffic statistics for billi ng purposes. They
will al so record the status information and stati stics necessary tO .5

s~qport system anglas.rl a, and traffic aanagsmant. The equivalent to
• 55-1 reports. ASC System Status reports and history information(header extracts) will be necessary. The new elements should provide

the capability for further automation of the coll ection and reporting
of this Information. Additionally, the performance monitoring 4informatio, provided by the PSI TAC function must be collected from
the I-S/A N E  and I-S/A AM PC((). With the ieplememtatlon of the new

• elements, consideration should be given to additional automation such
as on-lime diagnostics and d~~ i ins program/table loading, to .5

facilitate control and assiztaace from th ICC or other XS
operations centers.

1. Tactical Interf aces . By TRI—TAC Program defini tion, tactical
syste ms will be intsrop.rabie wi th current and planned OCS
networts. The ~~ al soda of circuit verification and system
control between the XS and tactical systems will initially be
manual • with a peal of Increasing automation between control
elements on a cost-effoctive basis (via AlEC). A secure record
ordirvi rs will be required at the OCS/tactical noeal element
interface, and probably at the OCS Sector to tactical.5 Cr—--vfcatisns beta. Control Element (C~~E) and XS Theater to
tactical Cr—inicatioss Sys~~ Planning Element ( CSPE) as well.
These orean~ire cicuits should be Interconnected wIth OCS and
tactical system orisrul rss as necessa ry. In addition, processor- to-
processor 1 Inks shi~i4 be prov ides between sys tem control elements
to acc ulste the interchange of d t I  base updates. The lAS :elements are expected to Interface tbrosg~ the tactical Cr—iml-
catloms Nodal Control Element (CIICE) to the tactical switches(TYC—3B) as showi In FIgure 17.

Selectio, of suitable formats and protocol s for exchange of .5

Information across the XS/T.ctlcal Interface is highl y dependentL upon operational proCedures yet to be developed, particularly wi th
regard to the Joint Mel tichannel Trmekln, and Switching Systems
(JNT SS). Procedures also affect OCS and tactical system control •

isf~~ re because aiiything short of coupatible system control data
bases and c~~ atib l e system control pracesslag algorl thee will
require translatio, on every Interchange of system control
Information across the boundary. While a protocol has been
oc :.gsa for use wi th the Tactical rmeanication Control

Facili ty (Reference F), It may not provide the most effective
method of passing status messages, directives, and control data
across the OCS/Tactical Interfice. Consideration should, therefore,
be given to the vs. of AUTOOIN procedures and protocols, or
development of a special protocol as the means of providing system

70

•i  ____



—‘
-p.-- 

—

~~~~~~
- - - - - —--

~

—- .5-

-~~~~~~~~~ — - - -

Ii.
‘4 ; I

I I
I I

L II
I I 3
I

I I  lii i

( t I ll
L il lcc. 1

vi i

- 7 1

l _ _
~__J __ ~~~~~~~~~~~~~~~~~~~~~~~



----- .5 -~~~~~~
-

-

~~~~~~~~~~~~ 

-

~~~~~~~~~~~~~~~~~~~~

-

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

- - -—---

~~~~~~~~~~~~~~~~~~~~~~~~~~~

--

control Information flow (both near real-time and longer range ) iacross the interface.

J . SurvIvability. As stated previously, enhancea survivability
Is a major architectural objective. Toward this end a nunber of

• decisIons were made; avoid allo cati ng critical function s to an
element that Is In short supp ly such as the CSF, and avoid
bottlenecks/chok, points such U home nodes or reaching the backbone
only via another element. The Mid Term 1*5 provide s for a backbone
of PSISs and packet trunks whose sole function is the efficient
movement of bits In bulk. All ssrvices ’ are provided In the accessC area close to the subscrIbers. The two major elements in the access
a~~~ the I—S/A ANPE and the I-S/A *IIPE(E), diffe r from one another
In the appl Ications software and amount of hardware, such that
conversIo, fro. one to the other Is accomplished by adding or
subtracting software/hardu.re In modules . Both have a Mode VI
Interface to the b ckbose and the necessary protocol s so that they

t. can readily interco~~,ri1cat. via the backbone. Both terminate packet
ne~~ rk and ~~ sage network subscribers.

k. S~~ sry. As evidenced by tile preceding discussions , the
porferred architecture is well defIned and represents a viable t
approach to the Mid-Term lAS. This archi tecture Is full y responsive
to the ~SO(C31) tauking and the architectural objectives for the
~1d-Term lAS established by XA. The fol lowing paragraphs describe
the two alternative architectures considered for the Mid-Term i*.s In
terms of their significant di ffe rences from the preferred
archItecture. The final paragraph In this section wIll compare the
three alternatives and provide the principal reason for sel ecti ng the
preferred architecture.

3. O(SCRIPTION OF FIRST ALTERNATE ARCHITECTURE

ArchItecture III was ranked secone In preference as a resu lt of .5

the evaluation of the candidate architectures. This architecture Is
described in the following paragraphs In terms of Its differences
from the preferred architecture, Architecture II. FIgure 18.
~~~~~ the major elements of Architecture III and their generic
itarcpflhIectioss.

a. ti ements . The major elements which comprise Architecture III
are the P511 1$/A ~~E. I-S/A ~IPE~~), CSF and subscriber terminals.The PSI 1-i/A MPI. and subscriber ter.Inais are the same elements
dsscrlbed for Architecture II. The I-S/A NIPE(E) Is the sane as
described for Architecture II except that it does not provide the new

‘.5
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lAS network services. As in ArchItecture II, the I-S/A AIIPE(E)
performs the AMPE functions and ASC terminal support and network
functions , and is a modular enhancement to the I-S/A AIIPE. A
Centralized Service Facility (CSF ) Is provided in ArchItecture III to 1perform th. new functions Identified for the mid-term and is also the —primary expansion el ement to assume new functions as new requirements .5

are Identified. The CS, connects to one or more PSHs as a host
computer. Al though it provides user servi ce via network access , it
does not termInate subscribers. - -

- b. Configuration/Connectivity. Connectivity options for all
-) c~~ on elements are the same for Archi tecture III and Architecture

II. The CW connects only to PSNs and uses an AUTODIN II, Mode VI,
Binary Segnent Leader host inte rface. Gateways to external packet .5

networks will be implemented in the CSF In Architecture III. New
narrative/record interfaces to existi ng tactical elements such as the
TYC—39 can be implemented in the I-S/A AMPE or I-S/A AMPE(E).

c. Protocols. As for Archi tecture II, Architecture III requires
no new protocols to be Implemented in existing elements. Link level .5
and network level protocols are the same as for the corresponding .5.
elements of Architecture II The CSF will c~~ unicate through the
~~ 

network with other host computers, I-S/A AMPEs , I—S/A ANPE(E)s
and terminals as a host computer , and wi l l  therefore Implement SIP,
TCP and THP protocols.

4. Functional Al locations. m availability of services to the Hvarious types of subscribers Is the same in Archi tecture III as in
Architecture II, except- that same of the services are obtained from tthe CS, Instead of the I-S/A AMPE(E).

The procedure for allocati on of fu nctions In Arcnitecture III
was to allocate those functions associated with new lAS services to
the CS, and all ASC functions to the I-S/A ~J4PE(E), and then examine
the functi ons one by one to determi ne whether better performance or

P cost savings could be realized by moving any of the functions from
one el nt to the other. Through this approach , I t  was determined
that the mailbox functions could be more effectivel y performed by the
I-S/A NIPE(E). primarily because the I-S/A AMPE(E) .ust perform
similar functions for the narrative/record message store—and—forward
and retrieval services, and the maIlbox service is more effIciently
provided near tile subscribers. These functions were therefore
reallocated to the 1—S/A NIPE(E) and all other functions remained as
originally allocated. The CSF in Archlticture III must perform those - .5

-

functions associated with the data teleconferencing servIce and (3 .5

functions.
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- These functions are sumuari zed In Tabl e VI. Additional functions
‘-.5’ will probably be required of the CSF as a result of the
.. Implementation of gateways to other networks. The functional

allocations for all other el ements are the sane as for Archi tecture
II.

e. Operational Characteristics. The differences in operational
characteristics of Architecture III and Architecture II are described
in the following paragraphs in terms of traffic flow, securi ty and
System control.

(1) TraffIc Flow. There is one major difference ‘In the
traffic flow of Architectures II and III. That differenc e is created
by the splitti ng of services between the CSF and the I-S/A AMPE(E) in

— Architecture II!. In Architecture II all traffi c enteri ng an I-S/A
AMPE requiring services not provided by the I-S/A AMPE Is routed to
an I—S/A AMPE(E). In Architecture III thi s traffic may require
routing to ei ther an I-S/A AMPE(E) or a CS,, depending on the
specific s rvice requIred. The I-S/A AMPE will therefore have to
make the routi ng decisions. Likewise, traffic generated by

- P5*-connected subscribers may require routing to either a CSF or an
I - I-S/A NIPE(t) for services. In this case, the subscriber will have
Li to make the decIsIon and address the transactions accordingly. I-S/A

M 1(E)s will al so have to route some of the traffic generated by
their subscribers to a CS, for additional services.

(2) SecurIty. Security for ,ion—13 users is provided in
, . 5  Architecture III exactl y as it is in Architecture II. SecurIty for

£3 users Is provided i~ the same manner as Architecture II except
-

~ that tile ~I~~I(U elements m
~’ be located at diffe rent places In the

network . Trade off s for location of these elements are discussed In[ Ap.psuidlz C. 
- .5

(3) System Control. System control considerations are
essentIal ly the sane for Architecture III as for Archi tecture It
except that an additIonal requirement will exist for control of the
CSFs and performance of system control functions by the CSFs. The
I-S/A AMPE(C) and I-S/A AMPE will be required to perform the same
functions as in Architecture U. The CS, functions in this .5L archi tectu re consist mainly of internal status monitoring and
reporting and statistics generation. The maj or system control
functions envIsIoned for the CS, are listed in Table VII.t.5 .5

- C
.5 
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$ TABLE VI . CSF FUNCTIONS, ARCHITECTU RE III

Message Switching
- Precedence Qusuing/Pre-euption
- Routing (Single Address)- Routing (Mult iple Address - single and multiple transmissions).

. Packet Switching
- Leader Validati on
- Precedence Queuing
~ Routing (For Conferencing)

. Protocols
- lost- to-Node

- , - — Host—to-Host -
. 5 ’

- Meds VI Link

• Message Storage and Retrieva l

- Store On-line for Retrieva l
- Message/File Access Control
- Retrieval (By IV . Addresser, Time of Receipt, Code Word )

• Sys~~ Nsnag nt and Control .5

- Journaling/Logging
- Message Recovery

o - Services Message Generation
- Flow Control
- Statistics Generation
- lifling
— States Menitoring

S SIOWItJ -j
- £ncryptien/Oocryptiqn
- katemstic Kay Variable Distribution
— Access Cestrsl
— User Authentication

o - S curi~ i_Trace and ~~ it
- Onta Authentication
- Traffic Flow Securi ty

76

y

_ _ _ _ _ _  - 
- - -~~~~~ -- -- ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~



~~~~~~~~ ‘- 
~~‘ r” ” ”  ~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~ 

.5— ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ‘!~‘4”~~~~ ..

-:

.5 
- - 

.5 
.5 

- — ‘j~:- ~~
-
~~

-
~~-: 

‘ ‘~~

.5 .5 - - - - .5- .5 .5 -~~‘ - - .5—
—.5 -.5--- — .5.5  -- .5 .5— ---.5- —— .5 -

- 
- 

- 
.5

TABLE VII. CSF SYSTEM CONTROL FUNCTIONS, ARCHITECTURE III

Network Control Functions
• Internal Control

t - Restart/recovery
- Program/table reloid

.5 - Diagnostics
‘.54

- Har~~1re/sof’b.ar. monitoring
• Reporting

Traffic Control Functions
•[: . Message Routing

• Traffi c Flow Control
• Traffic Accountability and Integrity

o • Status Ment toring/Performance Assessment
( . 5 - (Trsfflc condition, backlogs, resource utili zation )

• Statistics Generation
• Silting
- Traffic Voluses, Processing Times, etc.

• Service Message Generation

f • Reporting

E
L
Li .
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4. DESCRIPTION OF SECOND ALTERNATE ARCHITECTURE - 
- 

-

Architecture I was ranked third In preference as a result of
evaluation of the candidate architectures. This archi tecture Is
described b low In terms of its di ffe rences from the preferred Iarchitecture, Architecture II. Figure 19 shows the major
elements of Archi tecture I and their generic interconnections.

1a. Elements. The major elements of Archi tecture I are the PSN ,
I—S/A AMPE, CSF and subscribe r termi nals . This alternative does not
include an I—S /A AMPE(E). The PSII, I—S/A AMPE and subscriber
terminal s used in Archi tecture I are the same elements as those
described for Archi tecture II. The CSF in Archi tecture I provides .5’

ASC subscribe r support functi ons for subscribers connec ted to PSNs
and provides ASC network functions and new lAS functions for all
subscribers in the network. The CSF interfaces to one or more PSNs . 5 .as a host computer. It does not terminate subscribers.

b. Conflguration/Connectfvity. Connection options for
Archit ecture I are essentially the same as Archi tecture II for the
co on elements. However , AUTOOIN I termin als connected to PSNs will
be cut—through to a CSF instead of an I-S/A AMPE(E). The CSF
connects only to PSNs and uses an AUTODIN II, Mode VI. Binary Segeent
Leader host interface. Gateways to eithe r packet network s or
narrati va/record interfaces to existing tactical elements such as the
TYC—39 wil l be Implemented in the I-S/A AIIPE. - 1?

c. Protocols. Archi tecture I requires no new protocols to be
implemented in existing elements. LInk level and networ k level
protocol s are the s as for corresponding el ements In Archi tecture

L II. Si nce the CSF interoperates through the PSN network with other
elements, it will implement SIP, TCP and ThP protocols. It will also
perform narrative/record services and must therefore implement YMP.

d. Functi onal Allocation. The avai labili ty of services for the
various types of subscribers is the s~~ In Archi tecture I as In
Architecture II , except that all services are obtained from the CSF
instead of the i-S/A AMPE(E). For this archi tecture all ASC services
as we ll as new lAS services were allocated to the CSF, since there is
no I—S /A MIPE(E) in the archi tecture. £3 f unction s are also
allocated to the CSF al though they coul d optionally b allocated to - •

other elaments (sac Appendix E). Table VIII si arlzes the
L functions required of the CSF to provide these services. The

functions performed by the other element s are the same as for
Architecture II. - - -

78

~~~~~~~~~~~~~~~~~ 

_



- - - -

‘.5) 
.5

*

P1 r~ _ _ _  .5- -

_ _ _ _  .5- .-



—.5--- — — -.5- -— _.5’_—•~~~- P

--

TABLE VIII. CSF FUNCTIONS , ARCHITECTUR E I$

MESSAGE SWITCHING 
•~1Header Validation

Precedence Queulng/Pre—emptton
Routing (Single Address)
Al ternate Routing (Remote)
Multiple/Coilectlve: Multiple Transmission/Line

Single Transmission /L ine
Routing Line Segregation

0 TRC/SPECAT Processing
MCB Functions

.5 
- 1

PACKET SWITCHING
Q Leader Validation

Routing
Precedence Queuing .5

FO~1AT PROCESSINGJPJIAP - 1280 ACP - 127
ACP — 126
DOI — 100
001 - 103.5- 

00 — 173

CONVERSION FUNCTIONS
Message Format: JAIIAP 128/ACP 127

DO 173/JANAP 128,127
Media Format (Card, Type, Etc.) .5.5 .5PLA,RI/Logical Address

PLA/RI
C Code 

.5-

PROTOCOLS
Host-to -Node
Host-to- Hosto Link-AUTODIN I, Mode VI

MESSAGE/FILE STORAGE ~ RETRI EVAL
Store Off-Line For Retrieval
Store On—Line For Retrieval
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0 TABLE VIII. CSF FUNCTIONS, ARCHITECTURE I (Continued)

Intercept Storage
~~ Message/File Access Control

Retrieve By: Message ID
Addressee
Time or Receipt

fl Code Word

SYSTEM MANAGEMENT & CONTROL
- Journal ing/Logging

Message Recovery Retrieval
Service Message Generation
Flow Control

L Statistics Generation
Billing .5

~~~~~~ Status Monitoring

L Message Trace

r SECURITY
(

4 
Encryption/Decryption
Automatic Key Variable Distribution
Access Control
User Authentication

U S/P/ICC Validation
Security Trace and Audit
Data Authentication
Traffic Flow Security

‘.5.

r
(4~~
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e. Operational Characteristics. The differences in the
operational characteristics of Architectures I and II , in the areas of
traff ic fl ow, security, and system control , are described in the
followi ng paragraphs. 

-
~~~

(1) Traffic Flow. The di fferences In traffic flow between
Archi tectures I and II exist because the CSF is accessed for services
in Architecture I that are provided by the I—S/A AMPE ( E ) in
Archi tecture II. PSN • connected subscribers will receive all their
network services from the CSF. AUTODIN I type subscribers will be
cut—through the PSN to a CSF, and the CSF will provide them the ASC

L subscriber support and network functions as If they were directly
connected. AUTODIN II type subscribers connected to a PSN will
address transactions that require network service to a CSF. For
I—S/A AMPE - connected subscribers, the I-S/A AMPE will determine
whether transactions require a network service not provided by the
I—S/A AMPE (as in Architecture II), and route the transaction to a - ‘

CSF.

(2) Security. Security for non—E3 users is provided in
Architecture I exactly as in Archi tecture II. Security for E3 users
Is provided in the same manner as in Architecture II except that the
BLACKER elements may be located at difference places In the network.
Trade—offs for location of these elements are discussed in Appendix
E.

(3) System Control. System control considerations for
Archi tecture I differ from those of Architecture II because of the
existence of CSFs and the absence of I—S/A AMPE (E)s. Since the CSF
services narra tive/record subscr ibers, it will be required to perform
all the system control functions of the I-S/A AMPE(E) of Architecture
II except for those that deal with circui t management and control .
The same functions apply to the I-S/A AMPE in Architectures~ I and II.

5. COMPARISON OF ALTERNATIVES AND RECOMMEND ATI ON

The evaluation of alternative architectures presented in this
section is based on the resul ts of techn ical anal yses performed by
the support contractor to the IASA project — the Communications and
Information Technology Division of Booz, Al len and Hamil ton. The
detailed results of all technical analyses performed are documented
In Appendices B.C and D to thi s report. In order to facilitate
evaluation of the alternative architectures, some of the most
significant results of these studies are summarized In the remainder

• of this section.
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~~Ii.~1: a. Technical Factors Comparison. On the basis of the technical
U analyses performed as part of the evaluation process , the relati ve

advantages and disadvantages of each alternative were identi fied.
p The following subparagraphs present the resul ts of the eval uation

process in each of the four major technical eval uation criteria.

1 
(1) Operational Effectiveness. Alternative Architecture I

with its Centralized Service Facility and direct connection of
U subscribers and I-S/A AMPEs to PSNs was determined to provide the

best potential for performance in this evaluation category. Due to
its less complex structure and direct user access , Al ternati ve I
could potentially provide a slight advantage over the other two
al ternatives In the areas of service delivery time and application to
overseas operating environments . However , ft shoul d be remembered

f that each of the alternative architectures is capabl e of meeti ng the
L i  functional performance requirements and the anticipated technical

perfonnance requ i rements of the Mid —Term lAS . It shou ld al so be
- 

-
~~~ recogni zed that the preferred al ternati ye (Al ternati ye II) as wel l as

the remaining alternative (Al ternative III) provide a high degree of
flexibility In the access area through dual connection of the I-S/A
AMPE as well as through alternative connections for both
narrative/record and computer data subscribers . The system design
for the preferred architecture can take advantage of this flexibility
to provide optimum service access for most users. As a resul t of
this system design optimization, the operational effectiveness of the
preferred architecture will approach the optimum availabl e
performance.

(2) FlexibilIty. As a result of the eval uation , I t was
determined that Al ternative Archi tecture I is potentially less
sensitive to changes in the day—to-day network operation within the
original system design limi ts due to its relatively flat structure

1• (no access area hierarchy) and its potential for load shar ing of
processing wi thin a single service element (i.e., the CSF). However ,
Alternati ves II and III were found to be signi ficantly more flexible
and less sensitive to major changes in requi rements and future growth
because of the greater number of connection/configuration options
available within these architectures. In addition, it should be
noted that the impl ementation of the new lAS network elements can

• potentially have as much Impact on system flexibility as the
• architecture selected. For example, it Is currently anticipated that

the I—S/A AMPE and the I—S/A AI4PE(E) will be impl emented based on a
multi—processor archi tecture. This will permit the high degree ofL expendability required to permit graceful evol ution of the I—S/ A AMPE
throughout the mid—term, and protect against saturation of the I-S/A
AMPE processing capability .
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(3) Survlvabfllty/Avallabillty/M .intalnabllfty, As a resul t
of the evaluation process , it was determined that Al ternative II
offers a high degree of hardware/software commonality and therefore
minimi zes the avallability/maintainsbility requirements of the —,network. In addition , Al ternative II offers Improved survivability
through dual connection of the I-S/A AMPEs and increased independence
of the. I—S/A AMPEs for simpl e message transfer operations .

(4) TransitIon . Based on the eval uation process.
Al ternative II was found to represent the best architectural basis
for transition from the near-term to the Mid—Term lAS network . In
addition, Al ternative II offers potentially the best architecture for
continued evol ution through the far—term toward the OCS objectives of
both satellite broadcast backbone utilization and integration of
voice and data networks. In general , Al ternati ve II represents the
least ri sk and difficul ty for transiti on because only a single
network service element must be impl emented (I.e. I-S/A AIIPE(E)) .
In addition, developqnent/lmplementatjon risk Is further reduced by
the fact that the I-S/A NIPE(E) is derived from the currently planned
I’.S/A AMPE program. It should be noted that the risk assessment

• performed as part of the evaluation was based upon the overall lAS
Implementation strategy and technology trends defined by OCA (i.e.,

• software first development approach, common family of
hardware/transportable software, multiprocessor nodal archi tecture).

b. Cost Factors, As part of the alternative evaluation
process, a comparative cost analysis was performed. This analysis
Identif led all major cost components of the Mid—Term lAS and
evaluated those factors which were found to be dependent upon
network architecture. The following subparagraphs present the

• results of this analysis for the three major el ements of cost, i.e.
transmission cost, network element acquisition cost and networK
element operation and maintenance cost. For more detailed
discussion of cost see Appendix C.

(1) Transmission. As pert of the technical analyses
performed in support of the Mid—Term IASA definition, a computer

• model was developed and exercised to project nodal and link traffic• flows as a function of archi tecture. This model is described In
Appendix 8. The results of this computer model were used to
estimate the size of trunks and access lines required to support
each al ternati ve archi tecture. Trunk and access line distan ces• were calcula ted based on currently defined PSN and N4PE l ocations.
Transmission facility lease costs were then calculated based on
availabl e common carrier bulk tariffs for both voice grade and wide
band circui ts. As a resul t of this analysis , it was determined
that the maximum projec ted difference In transmi ssio n co sts between
the Nbestw and the Mworst~ al ternati ve archi tect ures - ì

0
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was less than five percent of the total transmission cost. Further

U analysis confirmed that this result was not sensitive to changes in
either the underlying assumptions or network configuration parameters
used in the analysis. Based on this small projected di fference,

• there is no clear preference among the al ternative architectures.
(2) Network Element Acqui sition Cost. The potential

- 

~ 
acquisi tion cost of all major network elements was estimated for each

• 
~ 

( ; alternative architecture. As part of this process, each element was
defined In terms of a standard set of hardware components (e.g., tape

,•
~~ drives, memory, processor , display units) selec ted from typical

state—of—the—art communications processing systems. The network
elements and components were then sized based on the functional
capabilities of the’el ement , as wel l as the traffic (throughput)
projections derived from the computer model used for transmission

• cost analysis. Total network element cost was then calcul ated based
on hardware component cost estimates collected through vendor surveys
and available literature.

~ L Based on a typical network configuration for each
alternative in the 1988 time frame, a projected network element

r inventory was developed (see Appendix C). This inventory took into
account both geographic and survivability considerations In order
to determine a probable minimum number of each type of element
required for each alternative archi tecture. Based on the projected• inventory and cost per element, system acquisition cost ‘ for the

C .. network elements was computed. The results uf this analysis are
st arized in Tabl e IX. Cost estimates contained in this table

p represent the projected acquisition costs for network elements
based on commercial hardware sui table to a fixed plant environment ¶

- and do not include the cost of spare parts , documentation or other
t•1 support costs . In addition, these costs do not incl ude any

amorti zation of hardware or software development costs. As• L•~ evidenced by these results , the element acquisition cost does not
vary greatly between the archi tectures. In addition, when the

1 expected useful service life of the elements is considered, the

~ t 
potential difference In annual lease cost becomes less signi ficant.
Based on the small difference In cost indicated by this analysis,

- • •, there is no clear preference among the al ternati ye architectures. :

• L (3) Operation and Maintenance Costs. Si nce personnel costs
represent the largest singl e contribution to total operation and
maintenance (O&M) costs , the proj ec ted personnel requirements for
each al ternative archi tecture were evaluated. As part of this
analysis the manning requirements for each element type (by personnel
category) were estimated based on available history of exi sting ASC

• IC
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C. TABLE IX . PROJECTED NETWORK ELEMENT ACQUISITION COST - 

-
‘

_ _ _  _ _ _  _ _ _ _  _ _ _  I
ESTIMATED SYSTEM

ARCHITECTURE NODAL ELEMENT ESTIMATED COST ACQUMITION COST
ELEMENT (1171 N

(5• -
SW W—$7175

7I I.$IA AWE I-$1A AMN-$*flK —
~

I, .5/A ANN - $42111
Il l-S/A AMPI(E) .1/A AMPS (E) — 215111

______________ _______________ ___________________ __________________ ~1& •

CSF—1435K
IN 211.51* AMPS IS/A AMPS — $42511 S31.IM

12 1-$/A AMN(E) 1.5/A AMPI(E~— $lISk

( NOTES
1. EACH ELEMENT HAS DUN DE F INE D IN TERMS OF HARDWARE COMPONENTS SELECTED

FROM TYPICAL $TATE-OV TNE -ART COMMUNICATIONS PROCESS1NS SYSTEMS. • - )

2. COST ESTIMATES REPRESENT PROJECTED ACQUISITION COSTS FO P NETWORK ELEMENTS
1*510 ON COMMERCIAL HARDWARE SUITASLE TO A F IXED PLANT ENVIRONMENT . AND

• 00 NOT INCL URI THE COST OF ~~AS( PARTS. DOCUMENTATION. OR OThER 5U~~ORT COSTS.

3. COST ESTiMATES DO NOT INCLUDE AMORTIZATION OF HA R DWARE OR SOFTWARE DEVEL - -
•

I ELEMENT INVENTO RIES AR E DM10 01 TYPICAL 111$ NETWORK CO NF1 GURA TIO NS.
(S
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and AIIPE operations. (A further discussion of manning estimates Is
presented in Appendix C.) Average annual costs by personnel
category were computed based on available OCA cost ir.formation
(Reference G). The total personnel requirements and resultant
annual costs were computed for each alternati ve based upon the
network element inventories developed as part of the acquisition
cost analysis. The results of this analysis are presented in Table
X. As indicated in this Table, Al ternative II , The Preferred
Architecture, represents a savings of approximately 200 personnel
whi ch would result in as estimated annual O&M cost reduction of
approximately S4 million. This savings results primarily from the
fact that Alternative II requires fewer nodal element Installations
than the other architectures to provide the same performance,
services and geographical coverage. Al though additional components
of operation and maintenance cost (spares and backup equipment.
facilities support, and utilities ) were not calculated in this
analysis , it can be expected that consideration of additional O&M
factors would increase the cost advantage of Architecture II over
the other alternatives.

L (4) Summary Cost Comparison. A first order estimate of
- • 

,
... the total cost of the Mid-Term lAS is approximately S230 million

per year (assumed U) year economic life.~ The total difference •

in cost between the ‘best ’ and ~worst’ alternatives probably• represents less than 5 percent of the total cost. Consideri ng the
importance of O&N cost, Architecture II probably represents the
‘least cost’ alternative. However, the cost di fference Is so small S

that selection of the preferred architecture solely on this basis isJ not recommended.

(5) Comparison of Preferred Mid—Term Architecture to
Projected Basel ine. In order to gain insight into the potential
advantage to DCA of implementing the preferred slid-Term lAS
Archi tecture, the comparative cost analysis was expanded to Include
compari son of the preferred architecture wi th the 1983 basel ine
architecture projected to a probably 1988 confi guration. The
projected basel ine architecture used In this analysis would
incorporate only those changes and upgrades required to maintain
current system capabilities. The projected basel ine, when compared
with the preferred Mid—Term Archi tecture , provides a clear indication
of the impact that wil l result If little or no action is taken toward
the evolution of the AUTODIN system. In addition , this comparison
clearly emphasizes the potential cost savings of the preferred
architecture.

‘ S
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TABLE X. PROJECTED O~~ PERSONNEL COST

• 
_ _ _  _ _  _ _ _

LIT WTE D S

ANNUAL OEM
ARCHITECTURE NODAL ELEMENT PSUONNE L PER SONNEL COST
ALTERNATIVE INVENTORY REOUIRED (1077 11 PER YEAR ) —,

1.P1N 131 12,225 H
I SW 372 7.27$

I
7S I-$/A AMPE • 5,214 + 13351$ 

-
~

7.215 152,151

53$ 12,225

II I I l 4 / AAMP E IE) 1,470 21,421

S31-S/AAMPE . 5.554 + 157,475

7,554 141,123
L

IPSO $35 t2,220

III S CSP 27$ 5.45$

12 1S/A AMPI(E) 1,121 21,141

IS I S/A AMPS + Ills + 112.55$ -
~~

7,552 152.115 S

NOTES:
• 

- 

c 1. NODAL EL INT INVE NT ORIES ARE BASED ON TYPICAL IOU NETWORK
CONFI$URATION$.

2. PSM~~~1L NEQU IRNMINTS RRPRE$*NT SiTE TOTALS , ASSUMING FOUR
NNflI -

o 
3. AVERAGE YEARLY COSTS ARE lASER OR PERSO N NE L RATES FOUND IN

RIPERIRCI

88

~~~~~~~ 

•

~~
- . •



-5—-5’--~

-~~~ - ~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
—. -

~~~

S - -_ _  --— —- -

• 1 - ~

~ ‘
5 -

L

1 The projected 1983 baseline architecture Is based on theU following assumptions:

o ASCs retained -In operation with mi n imum essential
hardware/software subsystem replacement

o AMPEs retained in all current locations and replaced at the
end of their useful service life with a ‘standardized’ A1IPE.

• 
Base on current DOD policy, the projected basel ine architecture
Includes provision for replacement of existing AMPEs with some form
of standardized AI’IPE. However, because these equipments would not i Sp ‘-~ have the additional capability of the I-S/A AMPE used In the

• preferred architecture , it is unrealistic to assume that
consolidation could be achieved in the projected 1983 basel ine
architecture. Therefore, the number of AMPEs projected for the 1988
configuration was derived from current and planned AMPE requirements
(see Appendix A).

A comparison of projected network element acquisition
cost for the preferred architecture versus the projected baseline is

r presented in Table XI. As indicated by this table, total( ; 
- estimated acquisition cost of the preferred architecture is

approximately $3.3 million greater than the projected basel ine.

The comparison of operation and maintenance personnelcosts for the preferred archi tecture versus the projected baseline
is presented in Table XII. As evidenced by this table, the pro—
ferred architecture offers a potential net savings of over 2500
personnel with a resultant net cost savings of almost S50 million

4 .  per year. It should be noted that the cost analysis takes into
account the fact that many of the existing and planned A.MPE sites
el imi nated through consol idation wi l l  revert to local Termlnal/
message center operation. As a result, many of the 0811 personnel( formerly required at the AMPE sites will be retained for operation( (J. of the terminal/message centers • The magnitude of the potential
savings indicated by this ~na1ysis demonstrates clear opportunity• for significant reduction of total AUTODIN system operation andmaintenance cost through Implementation of the preferredMid—Term lAS Architecture.

c. Recommendation. Based on the results of the evaluation1. process, the preferred architecture described in paragraph 2 of this
section Is recommended as the Mid—Term Architecture for the
Integrated AUTODIN System. This architecture is fully responsive to
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TABLE XI . NODAL ELEMENT AC QUISITION COST COMPARISON

1
RE 005510 ( EST IMATED COST (117$ $

___________ 
ACOUI$ITION$ PEN EL EMENT SYSTEM COST

15 I S/A AMPS (E) f 1511K

550 TE RM

ARCHITECTURE (II) 53 I-VA AMPS 5521K

(IllS)

PROJECTED

(REPLACEMENT ) 225211 531NU

(liii) 
__________________ ____________________ 

[ 
________________

NOTES:
1. EACH ELEME NT HAS BEEN DEF INED IN TERMS OP HARDWAR E COMPONENTS

ISLE CTIO FROM TYPICAL STAT S-OP -THE -ART COM MUNICATION S PROCESSING
SYSTEMS.

2. COST ESTIMATES REPR ESENT PR OJECTED ACQUI SITION COSTS FO P NETWORK
ELL NTS SAUD ON COMME R CIA L HARDWARE $UITAILI TO A FIXED PLANT
ERY55O NMINT . AND DO NOT INCLUD E THE COST OF SPARE PART S. DOCUME NTA-
TION. Oft OTHER SUPPORT COSTS.

3. COST ESTIMATES DO NOT INCLUDE AMORT IZATION OP HAR DW ARE OR SOFT-L WAR E DEVELOPMENT COSTS.

I ELEMENT INVENTORIE S ARE SAUD ON TYPI CAL III NE TW ORK CON FI GUR A-
TIONE.

1 SUNK COSTS. INC L UDING PSOs. TERMINALS. ETC.. HAVE SEEN EXCLUDED F ROM
TWI COST COMPARISON.

S 
-
• 

S~ THE AMPIs SHOWN IN THE PR OJECTED SAULINE ELEMENT INVEN TORY
ARE STANDARDIU D AMP S, WHICH REP LACE CURR ENT (NEAR .TI RM )

- AMPE,00ft%N$ NE 550-TIME.

• ‘- ‘ ? THE COST OF REPLACEMENT AMPS , WAS ESTIMATED AT 11% OF THE
1-81* AMP S COST.

U
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ASD (C31 ) guidance and Is capable of meeting the architectural
objectives for the Mid—Term lAS described In Section I of this
report. The preferred architecture is consistent wi th the
constraints on the Nid.Term lAS defined in Section II (paragraph 2), 

-~~~~~

and Is. capable of providing all of the required services and• functions defined for the Mid—Term lAS (Section II , paragraph 4). In
si ary, the preferred architecture offers signi ficant potential
benefits to both DCA and the entire DoD AUTODIN user community :

o Reduced Cost of ~ nership - The preferred architecture offers
signi ficant opportunity for reduction In 0811 cost through
standardization of service/agency message processing and
communications hardware , software and operating procedures.
Additional savings will result from consolidation of network
service elements and local user message processing elements in
the access area. Finally, a major cost savings will be
oossible through personnel reduction as a result of
consolidation of access area AMPE sites into joint
service/agency multi -user I-S/A AMPE configurations.

O Enhanced Survivability . The preferred architecture will allow
improved access reliabili ty for users through multiple
interconnection of network access nodes (I-S/A AMPE and I-S/A
AIIPE(E)). In addition , since user access nodes are not
dependent on higher level elements for most normal message
traffic, the loss of a single network element will have little
effect on total system operation. In fact, the preferred
architec ture provides for an almost continuous graceful
degradation of service In the face of network node/link (j
losses.

o Improveo Performance. The preferred architecture will permit
the Introduction of significant new telecommunicatIon services
and features. In addition, the improved access arrangements
and distribution of service nodes throughout the access area •

will permit improved speed of service and overall network
responsiveness to most areas. Furthermore, the flexibility
inherent in the preferred architecture will allow the future
AUTOOIN syste. to accommodate many unique user requirements
without penalty to other users.

o Evolutionary Transition. The preferred architecture can be
impl emented in a smooth evolutionary process from the 1983
Near-Term Architocture. In addition , the preferred —

archi tecture provides a framework for continued evol utionary
development of the lAS through 1988 and beyond.
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1 Paong the potential benefits of the preferred architecture, the most
important may well be Its ability to evolve In a smooth and orderly

• PrOCeSS from the current AUTODIN network . In order to demonstrate
the feasibility of this process, the final Section of this report ,
whi ch fol l ows, presents a preliminary transition plan for the
Implementation of the preferred architecture.
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[ SECTION I V

TRANSITION
r

- 1. INTRODUCTION

a. Background. In accordance wi th ASD(C31) di rection, the
lAS wi l l evol ve In a del ibera te an d continuous fashion from today’s

- 
communication system and services to the more sophisticated

F communication methods of the future. This realistic guidance
Li precludes the possibility of any singl e “turnkeyTM type of operation

where the system is replaced by another at some pre—establ ished date.
Hence, the need for a smooth transition over the next decade becomes
paramount to the lAS architectural strategy. Continui ty of service
and user transparency emerge as important transitional
considerations. The incremental addition of new network elements
(e.g., PSNs and I-S/A AMPEs) and the concomitant phasing out of

• obsolete equipment (e.g., ASCs and AMPEs) will characterize the S

evolution.

- The first cut at defining a transition plan took the approach
that the transition must be performed wi thin the framework of a circa
1990 lAS, i.e., the employment of equipment, techniques, and
philosophies must be consistent with the full range of potential

- circa 1990 architectures. These considerati ons and others were
factored by DCA Into a general approach to achieving evol utionary
transition and were presented in References A and H. Under that
general approach, transition strategies were postulated for two• markedly different, but feasible , ci rca 1990 architectures : one based

- 
on terrestrial switching, the other based on broadcast satellite use.

- It was assumed that the architecture selected for circa 1990 would -L. lie somewhere between these extremes. Since each of the alternati ves
cons idered, although di ffering widely in the backbone architecture ,
proceeds initially from the present (1979) archi tecture in the same —

manner , it was concluded that any chosen architecture would require
- the same sequence of events In the near—term. Consequently, a si ngle

near-term transition approach was devel oped. In order to ensure the
- continued evolution of the lAS beyond the near-term, a transition -

•

L approach for the mid-term must be defi ned.
l 

~~~ 
b. Purpose. The obj ective of this section of the report is

• to demonstrate the feasibility of achieving the Mid—Term lAS in
• an evolutionary manner by defining a prel iminary transition

approach for the Mid—Term.

• I L
~ _ 
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& Paragraph 2 serves as a point of departure to the Mid—Term
t lAS transition approach by reviewing and updating near-term
t activities and milestones. Paragraphs 3 through 8 postulate a

transition strategy, with alternative approaches where appl icable,
for evolving from the near—term to the mid—term. Finally, the

6 sequence of events, milestones , and -Interdependence of activities for
the prel iminary transition approach are presented In Paragraph 9.

~
• 2. NEAR-TERM lAS

The Near-Term LAS, expected to be fully Impl emented by l ate 1983, 
~1Is depicted in FIgure 20. The fol l owing paragraphs describe the

network components, func tiona l alloc ation , and transitional approach
for achieving the Near—Term LAS.

a. Network Components. In the near-term, the lAS will consist
of a set of elements that satisfy val idated service requirements
with no technological risk.

(1) AUTODIM Switching Center (ASC). By 1983, el even to -

thirteen ASCs will be in operation (six government—owned overseas,
one leased In Hawaii , and four to six leased in CONUS). Overseas
ASCs will either be trunked to CONUS ASCs or receive trunking via
PSN5. CONUS ASCs will receive their trunking through the PSNs when
they are colocated to a PSN (note: COMUS PSNs will be colocated and
directly connected to ASCs). Those ASCs at which a PSN will not be S

ini tially installed will use dedicated circui ts for trunks. -J

Functionally, the ASC will be essentially unchanged from what
exists today. It will continue to provide all store—end-forward jfunctions such as message retrieval , intercept storage, mul tiple
address processing, code conversion, and format conversion.

(2 ) Packet Switch Node ( PSN). Between four end six
1nterconne~ted CONUS PSNs will be in place and operational by 1983.Four of these will be colocated with the remaining CONUS ASCs and

- -  will have a Mode VI serial communications interface capable of
nultiple virtual connections to the ASC. The PSNs will be
Interconnected by mul tiple packet trunks operating at speeds of 50
kbps or greater derived from common carrier facilities . These trunks

5 
will be link encrypted.

C In addition to providing packet swi tching service to all
AUT-301N II subscribers, the PSN wil l terminate AUTODIN I, Mode I
subscribers e.g., NIPE. All traffic so received will be
“cut-through” to a home ASC for normal AUTODIN I processing.

(2
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6
(3) Automated Message Processing Exchange (AMPE). Defense _

— Agency and MILDEP projections indicate that the number of AI4PEs that
• will be operational in the Near-Term lAS will be approximately 114.

Installations are being evaluated on a case-by—case basis. AMPE s —
will be terminated on either PSNs or ASCs using AUTODIN I, Mode I

I. protocol. For availability and backup purposes, some AMPEs wi ll
probably be dual connected, i.e., connected to either two PSNs, two
ASC5, or a PSN and an ASC. In each case the connections will be
extended to two different ASC5 to receive service.

The following AMPE types will be in place and
operational in the Near-Term LAS:

o At IE - Automated Multi-Media Exchange (Army)

o LOMX - Local Digital Message Exchange (Navy)

o NAVCOMPARS Naval Communications Processing and Routing
System (Navy) -

o AF AMPE - Air Force Automated Message Processing Exchange

o ICATS Intermediate Capacity Automated Telecommunications
System (Air Force)

0 STREAMLINER — Project title of a family of Automated
Communications Facilities (NSA )

o DISA - Defense Logistics Agency.
L o Near-Term Inter-Service/Agency AtIPE

Al l of the AMPEs to varying degrees provide and will
continue to provide through the near-term:

o AUTODIN Terminal System Functions. This category accounts for
all func tions required of an AUTODIN subscri ber terminal .

o Telecommunications Center Functions. This category incl udes
those functions performed by a telecommunications center.

a Customer Assistance Functions. This category includes those
functions that can be performed more efficiently at a
telecommunications center than at a user facility.
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A specific breakdown of these categories is provided in Reference A.

The precise functional composition of the AflPEs varies
by Service/Agency as each AMPE was designed and developed
Independently to provide mission-oriented functions and features.
Consequently, it is di fficul t for each AMPE to be utilized by

• subscribers outside the intended community of i nterest. AMPE Phase I
and Phase II Functional Comparison studies have addressed this
problem and concluded that there is a large amount of functional
similari ty among the NIlE, LOM X, NAVCOMPARS, and AF NIPE systems. A
thi rd phase of that AMPE comparison analysis is currently underway to
determine the feasibility of establishing functional standards and
upgrading existi ng AMPEs to allow interservice use of AMPEs in the
near—term. Addi tionally the feasibility of using the AF AIIPE as a
baseline for a Near-Term Inter-Service/Agency N4PE is under study.

(4) Subscriber Terminals. The Near-Term LAS will
-
~ accommodate a wi de variety of subscriber terminals , ranging• from Model—28 teIetypewriters to sophisticated software

programmable devices such as Standard Remote Terminals (SRTs)
and ADP hosts.

Dependi ng on the service needs of the subscriber,
• subscriber terminals wi ll be terminated on AMPEs, ASCs , or PSNs. The

various termination al ternatives available to a subscriber are shown
in Table XIII. While it would appear that the various programmable
devices could be reprogrammed to Interface directly wi th a PSN, each
device should be considered on an individual basis to determine the
desirability, feasibility and cost—effectiveness of doing so.

(5) Mul tiplexers. Multiplexers will be employed where
• deemed appropriate to save communications cost. Multiplexers will

be connected to a single access device (I.e.,, N4PE, ASC or PSN).

j b. Near-Term Transition Strategy. The strategy adopted for
transitioning to the Near-Term LAS is characterized by a sequence

~ l~ of events, target dates, and the interdependencies of events. Tabl e
XIV l ists the required activ~t1es and their associated target datesin chronological order. Figure 21 presents the transition

L activities as a milestone chart to aid In vi sualizing their
interdependencies.

3. MID—TERM lAS

In keeping wi th the ASO (C31 ) guidance, the Mid—Term LAS will
• 

evol ve gracefully from the Near-Term LAS to the selected al ternative
• 

~ 
L of the Mid—Term LAS. Figure 22 depIcts the Mid—Term LAS as It will
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TABLE XIII. NEAR-TERM TERMINATION POLICY 
-

TtRNIMAT~ S 01 VICE 
5

NETWORK
ELEMENT ANN AlE NN 

~~
‘ I

AMPS NO YES YES”

1 AUTOOIN IMOOE I YES YES YES”
N _ _ _ _ _ _ _ _ _ _ _  _ _ _ _ _  _ _ _ _ _  _ _ _ _ _

~ AUTOOIN IMOOSS U C V
TERMINAL YES YES NO

U N ___________ 
_ _ _ _ _  _ _ _ _ _  _ _ _ _ _

• A
L TERMINAL 

N: —

(AUTODIN m N

• TERMINATED ON A PSN EU? HOMED TO AN ASC.

—S

— 5

(5. . 
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r TABLE XIV. NEAR-TERM LAS TRANSITION PLAN
L

Activity CY Target Date

a. Field ANPEs In Progress
b . Overseas (O/S) ASC Memory Upgrade 1978

c. CONUS ASC Tape Replacement by Disc 1978

d. Start Fielding SRTs 1978
(5 -

e. Close One P~ Area ASC (Buckner) 1978

• [ 1. Close Second PAC Area ASC (Cl ark ) 1979

-~ g. Select LtIO for Near—Term I-S/A AMPE 1979
h. IOC AUTODIN II Phase I (3 PSNs) 1979

r i. 0/S ASC Tape, Card Reader and Printer 1980

• t .~ Repl acement; Upgrade of Patch—and—Test Facilities

[ 1. Complete Fielding AUTODIN II Phase I (4 PSNs) 1980
k. Start Phase Out CONUS ASC5; Rehome 1980

I Affected Subscribers

1. Fiel d Initial 0/S AUTODIPd II PSNs 1981

m. Start AUTODIN II CONUS Expansion 1981

n Complete Fiel ding AMPEs 1982

o. Start Fielding Near-Tern I-S/A AMPE 1982

[ p. Complete AUTODIN II CONUS Expansion 1983

q. Complete Phase Out (up to Four) CONUS ASCs 1983

r. Near-Term LAS Archi tecture Achi eved 1983
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appear circa 1988 if the preferred architecture Is implemented. S 
-

The following paragraphs detail. the components, functional
allocation, and strategy for achieving an evolutionary transition. 

--

a. General Mid.Term Objectives. In contrast wi th the Near-Term
LAS which is constrained by the use of existing technology and
equipment, the Mid-Term LAS begins to exploit the advantages of
state-of-the—art communications hardware and software techniques. S

Accordingly the mid— term transitional strategy is dri ven by the
following architectural objectives:

—
~

o Replace equi pment as i t  becomes outdated with new or augmented
standardized network elements (e.g., replace ALIPEs with I-S/A
AMPEs)

• o Preserve continuity of existing network services
U o Provide for needed new services — 1

o Develop and field new functional capabilities (e.g., end—
to—end encryption with key distribution centers)

o Reduce O&M costs ]
o Expand AUTODIN II to provide a worldwide data backbone -

o Enhance system survivability - 
-

•

o Enhance tactical and allied forces interoperability.

b. Transition Issues. With respect to these objectives, there
are a nwnber of transition issues that require ampl ification and
resolution. These include:

o User Transparency

o Functional Al location/Reallocation II
— Transfer of functional responsibility (e.g., ASC to

I’S/A A1IPE(E))

C - Field testing of new functional capabilities for user 
--

acceptance

o Replacement/Integration Strategy

— Incremental addition of new network el ements
C

— uCutoverN strategies

5 
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- Phasing out of obsolete or non-cost effective equipment

r fT — Rehoming affected subscribers
— Impact on remaining network elements

o Overseas (O/S) implications

~ 
f5’ These i ssues and objectives have been factored into an overal l LAS

transition strategy which can In turn be subdivided into more
detailed lower l evel ( network element) transition strategies. The
intent of the subsequent dl scussi ons i s to Ill ustrate the overall
Mid-Term transition strategy by Identifying transition alternatives

-‘ at each l evel .

c. Network Elements. In addition to the near’.term network
Li elements, which Will exist Into and In some instances through the

mid term, a number of new network elements must be implemented in the
r mid— term.
U (1) Inter~Service/Agency AMPEs (I’—S/A AMPE and I—S/A

AMPE(E)). The I—S/A AMPE and I—S/A AMPE(E) will be used to satisfy —
all requirements for new or replacement AMPEs as well as providing
the services and functions needed in the LAS. An enhanced version of

- - this network element, the I-S/A AtIPE(E)I In addition to providing
AMPE functions and services, will assume the functional role of the
ASC and will provide network services currently outside the scope of
the Near-Term LAS.

• [ . (2) CentralIzed Service Facility (Conti ngency Option).
Al though the preferred Mid—Term LAS archi tecture does not include
this element, the CSF represents a potential system level transition
option. This option will be exercised only in the event that new
requirements emerge that cannot be accommodated wi thi n the I -S/A
AMPE(E) program.

f (3) Common Family of Terminals (Cfl). A new generation of
subscriber equipment will be introduced tn the Mid—Term LAS time
frame.

L (4) Security Components. An end”to.’end encryption (E3)
capability derived fro, the BLACKER hardware and software
developments will be Introduced by the MidI.Term LAS.
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d. Transition Objecti ves. Relati ve to the Mid-Term LAS network
components, transition planning focuses on meeti ng the following
specific transition objectives:

o Implementation of the I-S/A AIIPE Family of Equipments

o Expansion of the PSI~ backbone

0 Introduction of the CFT
o Integration of £3 security Into the operational network.

The transition i ssues relative to each of these objectives are
discussed In detail In the remainder of this section.

4. IMPLEMENTATION Of I-S /A AMPE FAMILY
t.

a. I-S/A AMPE Family Development Approach. The I~S/A program is
based on the development of a common standardized set of hardware and
software modules. The modular approach of this program coupled wi th
the use of a high order compiler language (HOL ) for software
development should alleviate critical manpower and unique software

* support requirements that characterized the independent AMPE
programs. Accordingly, this approach should resul t In reduced
maintenance costs and greater flexibility in sizing and configuring
the access area. Al so i nherent to this approach is the potentIal for
providing specific functional modules locally where required or
desired.

b. I’S/A AMPE Roles. The I-S/A AMPE family of equipment wil l
fill three distinct roles tn the Mid-Term LAS :

o Replacement of AMPEs

o Replacement of ASC

o Provision of new LAS service
The I-S/A AMPE family implementation approach reflects these three
distinct roles. Accordingly, the following subsections present the
transition issues relevant to the I-S/A AMPE tn each of its projected
roles.

I;
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S c. AMPE Replacement. Each I—S/A AMPE implementation, enhanced
or otherwise, will provide certain basic capabilities that are
currently allocated to the NIPE, e.g., Journalling, retrieval ,

ç Intercept, PU/RI conversion, format and code conversion, and
terminal Interface. In other words, every I—S /A AMPE and the
enhanced version wIll function as an AI4PE replacement as a minimum.
The precise configuration of an I’S/A AMPE will vary by location but
will be based on the common family of hardware/software modules.
Unique functions will be accommodated on an as required basis.

As noted previously, the lack of NIPE standardization makes
it difficul t for a subscriber outside the Intended community of
interest to use an AMPE. The 1.-S/A AMPE, however, will provide
service to all Service/Agency users. Furthermore, R/Y consolidation

- 1. . - will al so be achieved in this network element. Consequently, as the
LAS evolves, it is anticipated that the replacement of NIPEs with
I-S/A AMPEs will lead to consolidation of AMPE sites and an
accompanying reduction in maintenance cost. (Reference Appendix A) .

The target date for the AMPE replacement modules of the I-S/A
AI1PE Is scheduled for the latter part of 1983. Subsequent to that

- milestone all AMPE Impl ementations, new or replacement, will be I-S/A
- AMPEs. Furthermore, any AMPEs scheduled to be replaced in the 6
— month period immediately preceding introduction of the I’S/A AMPE

should be del ayed so that they can be replaced by an I—S /A AMPE.
- Ultimately all current AMPEs will be phased out in favor of the I—S/A

AMPE.

The actual AMPE replacement strategy and total I—S/A AMPE
requirements will be defined by OCA In coordination wi th potential
Service/Agency users. Nevertheless, certain characteristics of the

~ 1. 
transition can be rather safely stated. These relate to the
transition Issues of:

If - o Cutover

o General Replacement Strategy 3
L o

0 Overseas Implications
L o Support Requirements

L 
These transition Issues are discussed In the following subparagraphs.
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(1) Cutover to I—S /A AMPE. Since continui ty of service and
user transparency are primary transi tion objectives , the replacemert
of an AIIPE will require a smooth cutover. Three al ternatives have —

been considered toward this end: 
—

o Al ternative 1: Physically install an I’S/A AI4PE and establ ish
circuits to two higher l evel elements. Dual capture back

S 
- side AMPE Circuits on both AMPE and I-S/A AMPE. —

Operationally test u .S/A AIIPE. Cutover from AMPE to I-S/A
AIIPE and close down AMPE.

o Al ternative 2: Physically install and home I—S/A AM PE as — -

S above. Tie AMPE onto back side of I-S/A AMPE in addition to
its normal homing. Individually cutover back side AMPE
circuits. Close down AMPE.

o Al ternative 3: Rehome back side AMPE users to nearby nodes
(i.e.. PSNs, I’S/A AMPE(E). I-S/A AMPE, or AMPEs). close down
and physically remove ?JIPE. Install Ib.S/A AMPE and home to
two higher level elements. Re—establish back side users on
the I’S/A AMPE. 

-

Al ternati ve 3 signi ficantly impacts other network
elements and should be considered only when physical limitations ‘

demand AMPE removal prior to I—S /A AMPE installation. Al ternative 1
Is preferred over Al ternative 2 because it al lows Li-S/A AMPE test and
evaluation in a near-operational envirorment prior to final cutover. - .

Determination of a preferred al ternati ye will be infl uenced by ‘l ocal
factors such as circuit cost and availability.

(2) AMPE Replacement Strategy. The transition from AMPEs to ‘

I—S/A AMPEs will be marked by the Incremental addition of 14/A AMPEs -

to the network over the next dozen years primarily based on the
remaining useful service life of existi ng AMPEs. Consequently, the —

replacement of some AMPEs can be absorbed by I—S/A AMPEs that were
S 

fielded for other reasons (I.e., to replace a nearby AMPE or to
satisfy new requi rements for li-S/A AMPE service). This will happen
when an AMPE located close to an operational 1$/A ANPE requires
replacement. In this event. AMPE subscribers could be rehomed to the
nearby I’S/A AMPE (note: it may not be the same I -S/A AMPE for all
users; in particular , remote users ) as an interim measure, followed ‘- 

—

C by cutover and removal of the AIIPE. Al ternatively, the AMPE itself
can be rehomed to the nearby I—S/A AIIPE and each subscriber cutover
independently (as in Al ternative 2 above ) . Both of these options are
consistent with transition objectives and each allows for minimi zing
transmission costs by addressing each subscriber individually.
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(3) Survivability/Avai lability. To enhance survivability

and availability. I—S /A AI’tPEs will probably be dual homed to two
higher level elements. Specifically, the I’.S/A AMPE can be
terminated on two PSNs , two I’S/A AMPE(E)s, or one PSN and one I--S/A
AMPE(E). As di scussed in Section III it is preferable to connect the
I—S/A AMPE to a PSN and an I—S/A AMPE(E) in order to facilitate both

- 
optimum traffic routing and enhanced survivability. The AUTODIN

S f Management Index (ANtE), the Worldwide AUTODIN Restoral Pl an and
other management plans and data bases will be modified at an early
date to incorporate the I-S/A AMPE5 and to take advantage of the
survivability and availability features the I—S /A ANPE will bring to

- the LAS. In addition to the ability’ of the network to provide more
- S locations for service to all users , the cost factors of providing

capabilities such as dual homing will be favorably affected.
L (4) Overseas AMPE Impl ications. AMPE equipments ‘located

-_ overseas may reach the end of their useful service life and require
replacement prior to full introduction of PSN or I’S/A AIIPE(E)
service overseas. In this event, homing of replacement I—S /A AMPEs
presents two options. The I’S/A AMPEs can be homed to CONUS PSNs or
I’S/A AMPE(E)s; however, the use of intercontinental trunks for this

~ ( purpose Is undesirable from both cost and survivability
considerations. Al ternatively, Li-S/A ANPE5 could be homed to a-
remaining overseas ASC via the availabl e AUTODIN I, Mode I Interface.
This would provide an interim solution until eventual ASC

S replacement.

(5) AMPE Support Requirements. Based on ANPE service l i f e
projections and installation schedules , a significant num ber of AIIPEs S

- L will not requi re replacement in the Mid-Term time frame and, therefore,
- , 

- must be supported into the far—term.

- L - d. ASC Replacement. The enhanced I—S/A ANPE is a modular
- expansion of the AMPE replacement I—S/A ANPE that contains (in

- addition to its AMPE replacement functions) all of the functions of
the ASC, e.g., message switching, multiple address routing. Because S
of the high cost associated with the operation and maintenance of

- ASC5, a high priority will be placed on phasing out the ASCs. The
initial installations of I—S/A AI4PE(E)s, projected for early 1984,

~ L will be carefully planned so that each installation is accompanied by
- the closure of an ASC.
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Because it Is undesi rabl e to make a transition decision that

wil l oe reversed by a l ater transition consideration , ASC closi ngs
cannot be addressed independently. Care must be taken with each . 1
transition step so that a smoother transition to the final Mid’-Term
configuration can be achieved. —

In the near- term the number of ASC5 In CONUS and Overseas
S will be reduced. With the implementation of Li-S/A ANPEs and -

additional PSils, the ASCs Will be required only to perform the
message processing function for store-and—forward traffic. It is
these functions which the I—S/A AMPE(E) will be designed to perform.
Hence el imination of ASCs becomes possible.

(1) Overseas ASC Trunking. The primary Issue In overseas
trunking is maintaining di~ersIty In the event of failures. The --

5 preferred connection for trunking is via the PSN s but additio nal
trunk connections e.g., 0/S I-S/A AMPE(E) to CONUS PSN may be

‘ desirable unti l sufficient PSt4s are fielded overseas. Prior to
S fielding the I—S/A AMPE(E), the ASCs will in some cases maintain their

own trunking sub net. When the I—S/A ANPECE) is fielded, connection
• between ASC5 would be maintained only if PSN connections are found to

be inssuflcient, 
S

(2) Rehoming Di rectly Connected ASC Subscri bers. AUTODIN I
subscriber terminal s that are directly connected to an ASC must be
rehomed. Reho.ing of terminal s will be eval uated on a case—by—case
basis. AUTOOIN I terminals can be rehomed al ternatively to an I—S/A 5.

• AMPE, li-S/A AMPE(E), or , if a Mode I terminal , to an I—S/A ANPE(E) via S

PSN cut—through. Consideration for each affected terminal should be J
t given to minimizing transmission cost and to the final Mid’Term LAS

configuration. A less attractive rehoming option Is to rehome to an -

AMPE. This would result in another rehoming, however , when that AI4PE
is phased out. This is inconsistent wi th planning for a smooth
transition.

(3) ASC—PSN Connections. CONUS ASC5 are connected to the -

t. PSN for two purposes: -

o to receive CONUS trunking

o to service messa ge swi tching requests from remote CONUS
subscribers

Once the overseas trunking and direct subscriber connection problems S

S are resolved, the ASC-to-PSN connection will only be used for g 
55

switching service requests. The P514s must then route these requests
to an 14/A AMPE (E). This will permit ASC deactivation.
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- (4) Cutover. The actual installatIon of an I—S /A ANPECE) Is
Identical in cutover procedures to the installation of an I-S/A ANPE
with one exception. That occurs when the Li-S/A AMPE(E) Is being
Installed in a location that has an Li-S/A AtIPE. Those modules
necessary to upgrade the system to Its enhanced version must be
‘loaded/confIgured wi thout shutti ng down the system. This is in
keeping with continuity of service and user transparency objectives.

~ F (5) I-S/A AMPE(E) Site Selection. Cutover transition
considerations that should be applied In selectIng sites to receive
the ASC repl acements ar. discussed in the followi ng subparagraph s .

-

• t Local Service. All I—S/A AMPE(E)s will be deployed as
S NIPE replacements and/or Ii.S/A AMPE upgrades and will reside

functionally in the access area. They will be dual connected to the
S PSN backbone using the Mode VI Host interface. I—S/A ANPE(E)s should

be strategically placed to minimi ze transmission costs by taking
advantage of the local service Implications of the access node and
the direct homing potential for nearby AMPEs and I—S/A AMPEs.

Facilities. Since the !‘.S/A AMPE(E) is of greater
Importance than the Li-S/A ANPE to the network, it is envisioned that
it will require additional support in the form of an uninterruptibl e

- - power source (UPS) and a backup power plant. Thus consideration
should be given to former ASC site s si nce these sites generally

I possess the needed power facilities as wel l as other necessary
I . facilities , e.g., a patchi-and-test facility (P&TF).

Survivability. Since enhanced system survivability is a
system goal , extra consideration should be accorded to facilities
with unique survivability provisions (e.g., hardening, uniterruptable

- power supply).
Expandability. The primary purpose for Initial Li-S/A

• ••. AMPE (E) installati ons is to facilitate ASC phaseout. Consequently,
the primary emphasis during planning stages will be to identi fy those
li-S/A AMPE(E) sites that will permit ASC closi ngs. Future

• requirements for Li-S/A AMPECE) service can be addressed later, since S

these needs can be satisfied by upgrading existing I—S/A AMPE sites.

[ 

e. New Services. As currently projected, requirements for new
• network services, such as mailbox and teleconferencing, will be

satisfied through modular expans ion of the I-S/A AMPE(E). Each new
• service will be test marketed by introducing it Initially to a

L. ‘limited number of subscribers on a pilot demonstration basis using
R&D funds. The fi rst of these pilot demonstrations is not
anticipated before 1985.
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The modul ar Implementation of these serv ices offers a g reat
deal of flexibility in configuring I-S/A ANPE(E)s to provide these
services. As an extreme, these modules could concei vably be

S a configured in a network component other than an I—S/A AIIPE(E) (e.g.,
to provide backup capability). Requirements for these modules will
be evaluated on a case— by—case basis.

5. EXPANSION OF PACKET SWITCH NODE (PSN) BACKBONE S 
• 

I

~
‘ C The Mid—Term LAS will mark the emergence of a worldwide data - .

backbone. PSNs will be deployed In both CONUS and oversea s to
augment the nea r-term 8 node network. As the data backbone evol ves , - ‘

transition obj ectives and issues take on the fol l owing significance.

a. PSN Expansion - Sequence of Events. As stated previously, ~~~~ 

:
Is undesirable to execut e a transition step that will be reversed by
subsequent transition steps. In this regard, each step of the
transition should reflect as closely as possible the final Mid—Term
configuration. In this context, requ i rements for PSNs must be
identified during planning stages through consideration of the
deployment 0f other Mid-Term network components , specifically, theS I—S/A AMPE, I—S/A ANPE(E) and CFT. The installation of PSNs should

t be closely coordinated with the schedules for the other components so
that PSNs are fi elded fi rst. This will facilitate a smooth
transition by eliminating needless iterative rehoming of subscriber
equIpment and access nodes. Rehom ing is unavoidable In an evolving

• network ; but, it can be kept to a minimum through careful transition
pl anning.

b. Overseas PSN Impl ications. As enhanced survivability Is a
system objective, consideration should be given to deploying smaller,
more mobile PSNs overseas. Impl ementation of the PSN TAC (Terminal
Access Control) functions in the I—S/A ANPEs should facilitate a

S ( smaller PSN configuration.

5. INTRODUCTION OF THE COPtION FAMILY OF SUBSCRIBER TERM INALS

The Mid-Term LAS will be required to support a mix of
subscriber terminals that fall into one Of the followi ng generic 

- S

categories:

o AUTODIN I Term ina l s
o AUTODIN II Term inals

f ~ o PJJTOOIN IL Hosts —

o Comnon Family AUTODIN Terminals (CFT) - 
H
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As the LAS evol ves, the distinction between these different
categories of terminals will disappear as the CFT will satisfy all
subscriber requirements. Beginning in 1984, the CFT will be used
exclusively to fulfill needs for new or replacement subscriber

U’ equipment. Exceptions to this pol icy will be eval uated on a case-
by—case basis.

: H All categories of equipments are expected to exist through the
‘ Mid-Term. Depending on the service needs of the subscriber,

terminals will be terminated on ANPEs,-I—S/A AMPEs, I—S/A AMPE(E)s,
or PSNs. Table XV shows the termination alternatives available to

S - a subscriber. Al so, with the I—S/A AM PE (E) located functionally in
the access area , dual homing may be employed for those prograninable

S terminals capable of selecting the best path relative to the service
desired. Such terminals would be dual homed to a PSN and an I—S/A

Ic AMPE(E).

7. INTEGRATION OF SECURITY COMPONENTS

- The Mid-Term LAS will feature the introduction of an end-to—end S

encryption (E3) capability. This capability will be based on the use
of BLACKER hardware and software components. Transition - 

—

considerations for these elements are provided in a separate
• classified appendix (Appendix B).

- 8. MILESTONES AND SCHEDULE

The overall strategy for transitioning from the Near-Term to the
Mid—Term LAS can be postulated in terma of a sequence of events , target 

S

dates, and the interdependencies of events. The transition
I - considerations discussed in the preceding paragraphs have been S

S factored into a reconinended transition plan as shown in Table XVI
and Figure 23. Table XVI lists the required activities and their
associated target dates in chronological order. Figure 23 presents
these activities as a milestone cha rt to hel p visual ize thei r

• inter-dependencies.

t 
5 

Al though the ultimate transition strategy may deviate slightly
I 

- from what is postulated, the reconinended approach does, in fact,
- 

demonstrate the feasibility of achieving the Mid—Term LAS in a
deliberate and continuous manner. It also provides the framework for

[ 
subsequent, mor. detailed network element transition plans.
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$ TABLE XV. MID-TERM LAS TERMINATION POLICY 
I

-
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TABLE XVI. MID-TERM LAS TRANSITION PLAN

Activity CY Target Date

a. Start Development of I—S/A AMPE Family of Nodes 1979

b. Start Development of Cameon User Family of 1979
Terminal s

c. Start Mid—Term Topology Design a Related Studies 1979
(5.

d. Start Development of New Services and Functions 1980

e. Detailed Definiti on of Functions for I—S/A N4PE 1980
S f. NOL Decision (DoD) 1981 -

g. Begin development of NOt. Software for 1$/A AMPE 1981

N. Mid”Term LAS System Implementation Plan Development 1981 S

I • Definition of Services and Functions for 1.5/A 1982
(S A*E(t) 

-

J. Begin P511 Expansion (0/S and CONUS as requi red) 1984 -

•

k. Stop Fielding Near-Term I-S/A AMPE 1984

1. BegIn Fielding I—S/A AMPE (AMPE Repl acement) 1984 I

a. Begin Fiel ding Co on Family of Terminal s 1984

n. Begin WE Phaseout 1984

o. Begin Fielding I’S/A AIIPE(E) 1985 
-

• p. Begin Phaseout of Remaining ASCs 1985

q. Begin Fiel ding End—to—End Encryption Equipment 1986

) r. Complete Phaseout of 0/S ASCs 1987

a. Complete Fi elding 14/A (M4PE)(E) 1988
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TABLE XVI. MID—TERN LAS TRANSITION PLAN (Continued)
I

t. Complete Phaseout of CONUS ASCs 1988
a. Complet. a Worl dwide P514 Backbone 1988
v. Mid -Term LAS Architecture Achieved 1988

w. Complete AI4PE Phaseout 1990

_
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I. INTRODUCTION
• This analysis was performed in order to define the projected

requirements for the Inter—Servlce/Agency Automated Message
Processing Exchange (I—S/A AMPE) as an input to the definition of
the Mid-Term Architecture for the Integrated AUTODIN System (lAS).
The analysis incl udes definition of the current and projected
Automated Message Exchange (AI4PE) population through the aid—’term
and development of a postulated replacement strategy. The actual

S - I-u.S/A M4PE-for-AMPE replacement strategy and I-S/A AMPE requirements
will be defined by DCA in coordination with the AMPE and potential
I’-S/A AMPE users. This analysis and the proj ections presented here

L. are intended for planning purposes only.

- 
II. ASSUMPTIONS

The assumptions that form the basis for the following analysis
are:

L 1. A standardized AMPE for inter-service/agency use will be
available by the end of 1981 for deployment beginning in 1982.
This Near Term Inter-Service/Agency PJ4PE will be developed by a
lead MILDEP (most likely Air Force), primarily to meet near—term
needs of the Air Force and Defense Logistics Agency.

2. The Inter-Service/Agency FJIPE defined by the lAS Mid—Term S

Architecture will be available for deployment in the
1984 time fra e. Some overlap with deployment of the Near-Term
I—S/A AMPEs may occur. 

-

3. The current proj ected ANPE population by 1983 will be 114,
broken down as follows:

L Service/Agency Number of AMPEs
S 

Navy 22
Army 20 -

Air Force 22
S ‘~~ NSA 31

I OLA 19‘—
1
0 TOTA L 114

L The analysis assumes that Army and Navy projected AMPE install ati ons
for the remalpder of the near~term (through 1982) wIll proceed as
planned. Air Force proj ected AMPE installations for 1981 will be

- , delayed and, together with the projected Installations for 1982,
be satisfied by Near—Term I’S/A AMPEs cossnencing in 1982.

L - 
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~• Existing DLA AMPEs (fiel ded in the early 1970s) wil l all be
replaced between 1982 and 1984.

5. The service life of all current AMPEs is 8 to 10 years.
Al though many AMPEs are able to remain In pl ace longer, the 8 to10 year figure coemonly used for economic analyses is used as a

S worst case.
6. AI4PE requirements identi fied for the period 19784982 indicate
a growth in AMPE population of 8% to 9% per year. This rate of
growth in the number of AMPEs is not expected to continue beyond
1982 for two reasons, however. First, the Near-Term I—S/A AMPE that
meets mul ti-user requirements will be available. Secondly, aS substantial number of AMPE sites will exist as a result of near-
term Installation growth. In the post-1982 period, therefore,
it will become increasingly likely that new subscriber requirements
can be satisfied through use of existing AMPEs or I-S/A AMPEs
rather than through new system installations. A reduced rate of
growth (4%) was, therefore, used for projecting the I-S/A AMPE
population beyond 1962. Demand for new systems beyond the near-
term Is assumed at a four percent growth rate per year. It was

S further assumed that one percent will be absorbed through consolidation
of existing I-S/A AMPEs. The remaining three percent will be
satisfied by new u .s/A AMPE installations.
7. All NSA STREAML.INERs will be replaced between 1985 and
1987, based on their actual fielding dates (1977-1978) and assumed
service life (Assumption 5). The location of five STR EAMLINER
systems was unavailabl e in time for inclusion in this analysis.
A one-for—one replacement of these five systems is assumed.
8. LDNX-I systems (single 70/45 processor) fielded during the
remainder of the near—term as the result of NAVCOMPARS-I systems(dua l 70/45 processors) b.fng replaced by NAVCOMPARS-IIs, wil l be
replaced In the 1965-1987 time frame based on the 8 to 10 year

A 
service life of the hardware.
9. CONUS AMPEs within 50 miles of each other will be replaced by
a single I—S/A AMPE or by two Iu.S/A ANPEs if more than three AMPEs
are involved. Otherwi se I-S/A AMPE for AMPE replacement will beon a one— for—one basi s in CONUS. - S

10. Overseas AMPEs that are colocated will be replaced by a singl e
I—S/A AMPE or by two I-S/A AMPEs if more than two AMPEs are
involved. Otherwise I—S/A AMPE-for-AMPE repl acement will be on a
oneafor.one basis overseas.
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11. AI4PE testbed facilities will remain In place as long as any
AMPEs of the corresponding Service or Agency are still in the

- field. Furthermore, testbed facilities will not be replaced with
I—S/A AMPEs nor will they be counted in any CONUS AMPE consol idation
as described by Assumption 9.

- 

III. ANALYSIS
A total of 114 AMPE5 are currently projected to be In place by

the end of 1982, thirty’-one of which are NSA STREAMLINER systems.
An analysis of the AMPEs was performed on a case—by-case basis

- from which replacement dates and consolidation strategies were
developed using the assumptions listed in Section II. The resul ts
of the analysis are presented in Table A—I. The 83 projected
AMPEs belonging to Army, Navy, Air Force, and DLA are listed by
geographic location. Al so shown is the time frame In which each
AMPE will require replacement and consolidation strategy.
Additional notes related to Table A-I are:

- • STREAMLINE R locations are CONFIDENTIAL and are therefore
S not listed

. Army AMPEs that are not already in place have the projected
installation date listed along with the location name

Navy NIPEs are identified by system type (LDMX or NAYCOMPARS)
t.. and generation CL or II). Those that are not yet in place

- - have the projected Instal l ation date listed as well.

Eleven (11) of the Air Force AMPE locations are label ed
‘NEW’. These represent 1982 and delayed 1981 requirements

55 

(AssumptIon 3) that will be satisfied by I-’S/A AMPEs rather
f t than the current ATP 5/6 program. Seven of the requi rements

are met by five new I-S/A AMPEs installed specifically to
meet thos. requirements. The remaining four requi rements
are met via consol idation on I—S/A AI4PEs installed to
replace one Navy and three DL.A locations.

- The population of NIPEs and I.S/A AMPE s through the Mid—Term - 
S

S and into the Far-Term lAS can be derived from Table A—I. These
figures are shown numerically in Table A—I ! and graphically in
Figure A.1. Al though NSA AMPE locations are not listed in Table
A— I, an analysi s of the 26 known locations indicated that eight
sites could potentially be consolidated with other Inter-Service/

- 

Agency N1PEs. The remaining 18 sites plus the five s ites that

L
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$ could not be Identified (Assumption 7) yIelded 23 repl acement
i—S/A AMPEs. These have been included In the net increase of - ‘36 replacement I—S/A ANPEs shown for the 1965-4987 time frame inTable A—Il.

- IV. CONCLUSIONS S
-L

- Without the l’S/A AI4PE program and conso lidati on of AMPE sit es1— the number of NIPEs could be expected to exceed 150 by 1990 based
- on the projected rats of growth. The I—S/A AMPE program, with

106 I—S/A AMPEs in 1990, represents a potential 23% savings in the- number of elements.
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$ APPENDIX B
~ 

~
--_ MID—TERN lAS TRAFFIC FLOW ANALYSIS

1. INTRODUCTION

This appendix describes a traffic flow analysis performed as part
of the Mid-Term Integrated AUTOD!N System (lAS) architecture definition
effort.

F - The primary purpose of the traffic flow analysis is to provide
- quantitative results In support of the cost analysis and technical 

55

factors analysis. In most cases , therefore, the numerical results of
this analysis are used as direct Inputs to subsequent analyses . In

- addition, all phases of the evaluation process draw upon qualitative
assessments arid insights derived frol this analysis. However, the
evaluation of alternatives based directly on traffic flow consider—
ations is not intended.

The specific objectives of this analysis are : S

S . Determine the probable traffic flow characteristics of al-
ternative architectures

- Estimate the size of communications facilities required to
support alternative architectures

S 
. Estimate the communications handling capability of the pos- 1

S tulated nodal elesents required to support each architecture

1’ The primary purpose of the Mid-Term lAS definition effort is to
evaluate alternatives and select a preferred architecture for the Mid-
Term. Therefore, in order to simplify the computational effort the
traffic flow analysis was performed on a comparative basis , concentrating

L on those areas of traffic flow that represent a significant difference
among alternatives. Thus , traffic categories which represent a minor
contribution to total traffic flow, or which are common to all three
candidates are not specifically addressed In the detailed analysis.

L
The basic approach to the traffic flow analysis consists of the

following steps:
L . Development of a basel ine network model - A network configura-
0 tion Is selected , consisting of the backbone and portions of

- the access area which are architecture dependent (from a
L traffic flow standpoint). The model is described by means of

nominal parameter values consistent with current mid- term
projections .

‘4
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— . Development of a basel ine traffic model . Major architecture-
& dependent traffic categories are Identified , and their flow
I through the network is described. Nominal values are speci-
I fled for input traffic volumes and traffic flow parameters ,

based upon projected traffic statistics and an understanding
of the operating environment. -; -

- C
- Formulation of traffic flow equations. For each traffic cate-

gory a set of expressions is developed for calculating nodal -
S and link traffic flows.

- Traffic computation. The various traffic expressions are in-
corporated into a set of equations which are programmed on a
commercial computing service to calculate aggregate r odal and

- link traffic flows for each architecture. The computations
use nominal (baseline) values for network parameters and input -

traffic volumes.

• Sensitivity analysis. The impact of changes in assumptions
and parameter values on the traffi c results is explored.

S A more detailed description of the approach and a summary of the
results are presented in the following paragraphs.

2. ASSUMPTIONS AND GROUND RULES - -

S The traffic flow analysis is based upon the requirements and pro- 
S

I ject.d environment for the mid—term time frame defined in Section II of - -
S the body of this report. The alternative architectures evaluated under

S this analysis are described in Section III.

a. 3aseline Network Model. The network model used in the analy- -

sis is defined by the following assumptions and guidelines:

• The basic PSN backbone, which is common to all alternative
architectures , was simplified In a manner which facilitated
the analysis . However , In order to provide some Insight into0 the probable performance of the eventual lAS network, as well
as to promote consistency with other analyses , the critical
characteristics of the assumed backbone network were designed
as closely as possible to satcI~ those of a representativebackbone network. Specifically the backbone network model -

~ 5

used to calculate traffic flows is shown in Figure B-i. The S

convenient feature of this model is its uniformity - each PSN
S Is connected to four other PSNs in a regular topology . In all S

major respects (number of PSNs , average number of users per
PSN, averag, distance between PSPIs, average number of trunks - 

S

I per PSN) it Is identical to a representative AUTODIN II archl- 5
tecture described in the Sys tem Performance Speci fication for -.

AUTODIN II , Phase I , January 1977 revision.
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- Each PSN has associated with it an access area, consisting of
subscribers and network elements. For the purpose of this _ .  -

analysis , the same uniform configuration (in terms of sub-
scriber population and connectivity) was assumed for each - S

access area.

- The calculation of traffic flows assumes that: I
- subscribers are singly connected to a nodal element -

- I—S/A PJ4PEs are singly connected to a PSN or to an I-S/A -
~

S AI4PE(E) 
-~~

- I-S/A AMPE(E)s (if any) are singly connected to a PSN

- CSFs (if any) are singly connected to a PSN •1
The effect of dually connecting some of these elements is
explored in the sensitivity analysis. 

-

I - The network model is a representation of the p~’ojected 1988 
-

CONUS configuration. The traffic flow characteristics, how-
ever, are expected to be relatively constant throughout
the global system during the time frame of interest.

L Nominal values for the principal network and subscriber con- •figuration parameters are presented in Table B-I for each architecture. S

The sensitivity of the traffic results to deviations from these nominal - —

values is discussed later in the appendix.

b. Baseline Traffic Model. The input traffic assumptions used in L

this analysis were based upon the numbers and types of users, projected S

S terminal populations , projected ANPE and I-S/A AI4PE populations , and the
S postulated services and functions that will be provided by the Mid—Term

lAS. These issues are described in greater detail In Section II of the
body of the report.

Consistent with the comparati ve nature of this analysis , traf-
fic types which do not have a significant impact on the evaluation of
alternatives have been exc luded . The 1988 estimates for AUTODIN I and
AUTODIN II average busy hour traffic (Subsection 11-4) provide the
starting point in the identification of appropriate traffic types. S

As a result of preliminary analysis , it was determined that
the 1988 esti mates for interactive and query/response traffic represent
a relatively minor contribution to total ~ S traffic (less than 5 percent),
and thus were excluded from the analysis. It was also determined that
the flow of AUTODIN II bulk data traffic is virtually identical In the
three alternative architectures , and , therefore , not necessary for a$ compar~tiv. evaluati on. (Because of its substantial volume , however , -
bulk traffic was factored into the subsequent analysis of transmission
cost. )

8-4
• 

~ 1
_____________________ - - -55 — -5—-—- —55- 

~
_ S 5__

~;~ 
55 -~~ 55 ,5555 5_ I

-—-5 . 5 5 -  - 
I~ ~~~~~ 55 S S 

5

~~~~ 
5 

. -
-I 

S - - —
- - ~~~~~~~~~~~~~~~~~ 4 — S SSS - _ _ ~~~. -.- ---.-— S



-- - ~‘ ‘!~~~~~ S ~~~~~~~ P ~~‘~~~~~~~ 5-’ n .-. -.--

S - ~~~~~~~~~~~~~~~~~~~~~~~ 55 5555 5 . - - -- --- - - - 5---

1.: TABLE B-I. BASELINE NETWORK PARAMETERS

~~~~~~~~~~~~~~~~~~~~~~~~

R 

_ _ _ _ _

S 
[ NUMBER OF PSNs 8 8 8

NUMBER OF CSFs 1-8 0 1-8

I 

~ NUMBER OF I-S/A AMPE(E)s 0 1.8 1-8
L

NUMBER OF I.S/A AMPE$~
1
~ ~~~~~ 2) 

~~.&2)

~ (55 .

NUMBER OF TERMINALS 1200 DIN I 1200 DIN I 1200 DIN I
fl IS000INII 1800DIN II 1SOO DIN II
L.
0 FRACTION OF I.S/A AMPEs 30% 30% 30% j S

DIRECTLV~ONN ECTED 
S

TOAPSN

NUMBER OF PSN.PSN UNI(S 4 4 4
INCIDENT ON A PSN

number ~ based on a p~ ftmIna~ p~ jsctlon of I.SfA AMPE popuI~~on; ses Appen~~x A
— iL est •stlmites• S

~ analysis assumes that th. total number of I-S/A AMPES plus U.S/A AMPE(E)s is constant . S
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t a’ Consequently , the traffic flow analysis focused on narrative/
record (N /R) traffic from both AUTODIN I-type and AUTODIN Il-type sub-
scribers. For the purpose of the analysis , an AUTODIN I-type subscriber
is defined as a message oriented user with terminal equipment (including
AIIPEs) which will support only AUTODIN I type operation. An AUTODIN II-
type subscriber is defined as an ADP oriented user with terminal equip— - - -

C ment that will support AUTODIN II type operation. These definitions
(Introduced in Subsection 111-2-f of the report) are used only for the
purpose of modeling the existing ‘subscriber characteristics related to
traffic flow. As the lAS evolves through the mid—term , it is antici-

• pated that such distinctions will no longer be required.
I

The lAS traffic -Is also classified according to its destina-
tion — local or remote. For the purpose of this analysis , local is de-
fi ned to mean “served by the same PSN”. The baseline traffic model
assumes that 25 percent of the input traffic is sent to local subscri- S

bers. S

In addition to subscriber type and traffic destination , the
services provided by the network are important factors in the charac-
terization of traffic flow among nodal elements. Consideration of the

S Mid—Term lAS services and functions led to the definition of six basic S
categories of narrative/record traffic, selected for use in the traffic S

flow analysis: S

• Single Address Messages
- Multiple Address Messages 

55

- Teleconferencing
- Gateway
- Mailbox
- AUTODIN II traffic requiring no service element support

S Average input traffic values for each category are presented in Table
B-Il, for AUTODIN I and AUTODIN II subscribers. The modeling of these
categories is discussed in the following section.

J Additional assumptions which characterize the baseline traffic
model are the following:

The nodal (or network) elements of Interest in this analys is
are the Packet Switched Node (PSN), the Central Service Facili-
ty (CSF), and the Enhanced Inter-Service/Agency AMPE (I-S/A
AMPE(E)). Since the basic I-S/A AMPE is comeon to al l three
alternative architectures, it was treated as a source of traf-
fic input for the purpose of this analysis. The CSF and the
I—S/A AMPE(E) are the candidate service elements for the mid-
term lAS .

H
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TABLE 8-tI. AVERAGE 1988 INPUT TRAFFIC ESTIMATES (BUSY HOUR )- C 
_ _ _ _ _ _ _ _ _ _ _ _ _  _ _ _ _ _ _ _ _  _ _ _ _ _ _ _ _

p AUTODIN U AUTOOIN U

TRAFFIC CATEGORY Input Rats Fraction Input Rats Prssthon
___________________________  

(kbpsJ of Total tkbpsl of Total

C . SINGLE- ADDRESS MESSAGES 213.8 84% 18.1 15%

S . MULTIPLE-ADDRESS MESSAGES 70.1 21% 6 1 5%
( - 5 5

_ . TELECONFERENCING 16.7 5% 12.1 10%
L.

-5 
. GATEWAY 10.7 5% 6.1 5%

• MAILBOX 16.7 5% 18.1 15%r
• AUTODIN II TRAFFIC REQUIRING — 0% 00.5 50%

NO SERVICE ELEMENT SUPPORT

TOTAL 334.0 100% 121.0 100%

-
;

¶ 5 5
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- The links of interest in the traffic flow calculations are: 
S

- PSN-PSN- PSN - CSF (Arc hitecture I and III)
- PSN - I-S/A AI4PE(E) (Architecture II and III)
- PSN — I—S/A AMPE— I-S/A AMPE(E) - I—S/A AMPE (Architecture II and III)
In order to simplify the traffic calculations certain “un-I— -•

formi ty” assumptions have been made. In particu lar , the PSNs
are modeled identically, regardless of how many CSFs and I-S/A - S

AMPE(E)s the network actually contains (unless, of course,
S & there are none). By the same concept, traffic In the backbone

Is assumed to be distributed uniformly over all PSN-PSN links .
These simplifying assumptions should not diminish the signifi-
cance of the resu lts, since the analysis concentrates on - - -

f .

average (i.e., global) traffic flow behavior in the network.

• The fraction of traffic generated by subscribers terminated on
I-S/A AMPEs assumed a nominal value of 87.2 percent (average
over all six traffic categories and subscriber types).

- Certain traffic categories involve the delivery of a message
or transaction to multiple destinations. This “traffic cx-
pans ion” Is accomplished at a service element. The nominal
average expansion factors used in the analysis are:

- for Multiple Address Message Transfer: 7
- for Teleconferencing: 2.5
- for Mailbox: 2.5 55

_
. 

t -

- All traffic flows in this analysis are based on 1988 projec-
S 

. tiOns for busy hour traffic.

The sensitivity of the traffic flow results to changes in the
baseline traffic parameters is addressed in the followi ng section.

C;
3. TRAFFIC CALCULATIONS i

Th. baseline network and traffic models described above c o n s t i t u t e  - 

-

the basis for the formulation of traffic flow equations. These equa-
L tions describe , for each alternative architecture , the movement of data S —

from source to destination via intermediate links and nodal elements.
The flow of traffic is a function of: the type of traffic (and hence
the services/functions required from nodal •l.ments); the type of sub-
scriber at the source; and the type and location of the subscriber at
the destination.

•

8-8
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• a. Nodal Element Traffic. Source-to-destination flows have been
r-. postulated for each traffic category in order to develop the necessary

equat ions . These flows are not intended to be exact representations o~-
lAS traffic. Rather, they are simplifications , defined for the purpose
of this analysis , wh ich model conservati ve or “worst-case” traffic -

r patterns. Their purpose is to illustrate the basic behavior of traffic
in the network. A brief description of the modeling of the six defined

S traffic categories (introduced in Table B-Il) follows.

[ . Sin g le—Address Message Traffic - in general , this is modeled
as single-address traffic that travels from source to desti-

- ‘ 
- nation via an intermediate processing node. For AUTODIN I-

S - type subscribers directly connected to an I-S/A AMPE the
S 

intermediate processing is assumed to occur at the I-S/A AI4PE.
For all other subscriber types and connections, traffic is

r assumed to flow to the nearest service element (CSF in Al—
L ternative I, I-S/A AMPE(E) in Alternatives II and III) before S

proceeding to Its destination.

S 
- . Multiple-Address Message Traffic - modeled as multiple—address

U traffic with an average of seven addressees (base l i ne va lue).
The model assumes that this traffic travels from its source to
the nearest service el ement (CSF in Alternative I , I-S/A
AMPE(E) in Alternatives II and III), from which the message is
transmitted seven times to different deitinations. This
simplified model does not portray the actual flow of Multiple-
Address traffic in the AUTODIN system. However , the disparity

1. between the model and the actual flow can be si mply translated
S. 

into a difference in the number of addressees. The sensitivity
( 5 -  analysis explores the variation in this parameter , and m di-

cates that the comparative results among alternatives are
insensit ive to the number of addressees.

[ - Teleconferencing Traffic - modeled In a similar manner to
Multiple-Address traffic, but with an average of 2.5 addresses
(baseline value ). The model assumes a flow from source to the
nearest serv ice el ement (CSF in Alternatives I and III, I-S/A

L AMPE(E) in Alternative II), from wh ich multiple copies are
sent to their destinations.

{ - Gateway Traffic - modeled as single-address traffic that flows
- fro. an lAS source to the nearest serv ice el ement (CSF in
- A lternatives I and III , I-S/A AMPE(E) in Alternative II), and

I then to an externa l desti nation; or from an externa l source to S

1. the nearest service element and thin to an lAS destination. It
is assumed that an equal amount of traffic flows Into and out
of the network.

_ _ _ _ _- 
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• - Mai lbox Traffic - modeled as multiple-address traffic that -

travels (as a single copy) from the source to the nearest ser-
vice element (CSF in A lternati ve I , I-S/A AMPE(E) in Alterna-
tives II and III), from which I t i s transmi tted to N other -

servi ce el ements (N is a function of the number of service —
elements , the average number of addressees , and whether the
desti nations are loca l or remote). On the average , a total of
2.5 copies of the message (baseline value ) are then trans-
mitted from the service elements to the appropriate destina- —

~tions. - 
--

S

- AUTODIN II Traffic requiring no service element support - —,
(5 5 mod led as single-address traffic transmitted from one AUTOD IN S

II subscriber to another , without the need for intermediate
process ing at a serv ice element.
The basic nodal traffic flows for the three lAS architectures - 

I
are defined by the fo llowi ng rules: S

- —
- the PSN input consists of traffic from CSFs (in Mternatives 1

S and III) , I—S/A AMPE(E)s (Alternatives II and III), other - 55

PSNs , and its community of users (i.e. , subscr ibers connected S

di rectly to the PSN or indirectly via an ANPE or I-S/A AMPE).
S 

- the CSF (Alternatives I and III) exchanges traffic only with 
S

the PSN to which it is connected and with externa l subscri bers
via a gateway.

an I-S/A AMPE(E) (Alternatives II and III) exchanges traffic 
S

with the PSN to which it is connected, its own community of -

users (connected directly or via an AMPE or I-S/A ANPE), and
with externa l subscribers via a gateway.

The five nodal traffic flows of interest are:

S • PSN1 - the average PSN input traffic (equal to the PSN outputtraffic)

- CSF1 - the average C$F input traffic 
-

CSF0 - the average CSF output traffic (greater than CSF T due
to th. expansion associated with some traffic cate- -

gor les)

• E1 
- the average I-S/A AMPE(E) input traffic

S 
. - the average I-S/A AMPE(E) output traffic (greater than

E~ due to the expansion associated with some traffic
I c$tegor les).
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Since six distinct categories of traffic contribute to each of
these five flows , a total of thirty equations are required to describe

1 traffic flows through the three types of network elements. These equa-
L tions are functions of severa l parameters , relating to:

r - the alternative architecture (e.g., number and type of service
elements, distribution of functions/services among network
elements , etc.) S

[ - input traffic (rates specified in the baseline traffic model)

- subscriber type (i.e., AUTODIN I or II , loca l or remote)
traffic category (e.g. , traffic expansion factor, source-to-
destination paths , functions/services required , etc.)

[ . network topology and connectivity (e.g ., average number of
-
~~ PSNs between source and destination, average distance between

a source and the nearest serv ice element, etc.)

IL Applying the stated assumptions and ground rules , and using the basic
traffic equations, the nodal element flows are computed for each traffic
component. The aggregate traffic flow through the network elements of
interest was then calculated by adding the various contributions.

Due to the number of computations Involved , computer support
was required for the calculation of traffic flows and to provide corn-

t .  puter—generated p lots of the key network output parameters, as a func-
tion of architecture and number of service elements. The most il lus- S

Ir’ trative of these plots are presented and discussed In the following
L paragraphs.

Figure 8-2 shows the average PSN throughput (i.e. , i nput plus
- output) obtained by taki ng the PSN throughput for the entire network and

U.- dividing by the number of PSNs (eight). As in all the plots presented
herein , a square is used for Architecture I data points , a triangle for
Architecture II , and a diamond for Architecture III. For Architecture

C. I, the K—axis represents the number of CSFs , while for Architectures II
and III , the K-axis indicates the number of I-S/A AMPE(E)s. For Archi-
tecture III , the number of CSFs is varied f rom 1 to 8, resulting in a
family of 8 curves. The V-axi s indicates the throughput traffic in busy
hour kb/s. Most of the curves are plotted on identical scales to faci lt-

S tate comparison.

L The most conspicuous feature of Figure 8-2 Is the relatively
small variation with architecture and number of serv ice elements. Fig-
ure 8-3 shows the same curves on an expanded scale. Note that all of

I the curves exhibit the same gross features: a sharp decrease in PSN 
S

traffic in going from 1 to 2 servIce elements, little decrease In going
f
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$ from 2 to 3 servIce elements , and a roughly linear decrease thereafter.
All of the Architecture III curves have the same slope , which is inter-
mediate between the slopes of th Architecture I and II curves. As S

expected, Architectures U and III require less PSN capacity than Archi-
tecture I primarily because of the ability of the I-S/A AMPE(E) to
switch traffic to local users without using the backbone (this type of S

traffic comprises about 12 percent of the total network traffic).

Figure 8-4 illustrates the average throughput per service
element. Note that Architecture I requires significantly lower service
element capacity than Architecture II for an equal number of service S

elements. The pri mary reason for this is the large amount of traffic
that passes through I-S/A AI4PE(E)s on the w y from source to destination S

(inc luding traffic which requires no service). Although Architecture S

III appears to- be better than Architecture I in many cases, it should be
remembered that b~* average service element throughput is greatly lowered -

‘

by the presence of from 1 to 8 CSFs In addition to the number of I-S/A
M1PE(E)s indicated by the K-axis.

For a somewhat fairer compari son , Figure 9—5 shows the total S

(aggregate ) service element throughput as a function of the number of
CSFs or I-S/A AMPE(E)s. There is only one curve for Architecture III,
because the total service element throughput is independent of the num-
ber of CSFs for this architecture (this is not true for Architecture I 

S0 because In that architecture the mailbox function is performed in the S

CSF, and the number of intermediate messages required inc reases with the
S number of CSFs).

Figure 8-6 presents a final comparison of total PSN throughput —

for the three architectures. In this figure, the K-axis presents the
total number of service elements (number of CSFs plus n~~er of 1-S/A
AMPE(E)s for Architecture III). The one curve shown for Architecture
III Is based on the combinations of CSFs and I-S/A AMPE(E)s that mini- - 

S

•ize the total PSN throughput. This optimi zed version of Architecture
III exhibits throughputs slightly lower than Architecture II but some-
what higher than Architecture I. However , the particular combinations - 

55

C of I-S/A AMPE(E)s and CSFs that minimi ze the total PSN throughput may be
sub-optimal in other respects. For example , in the case of 8 service
elements , the lowest throughput ~‘or Architecture III occurs with 6 CSFs
and only 2 I-S/A AMPE(E)s , a comb ination that could exhibit poor sur-
vivability and less than optimal response time.

$ The results of the nodal flow analysis were used in Appendix C
to determine, for each archi tecture, the communications load on the net-
work elements. This configuration was helpful -In sizing the elements
and estimating personnel requireaents.

S
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b. Link Traffic. Once the nodal traffic flows are computed, as
$ described In the preceding section, It is possible to c~.lcuIate theaverage traffic flow on a l l  major communication links between the nodal

elements. This is done by applying conservation of traffic flow at each
network element to obtain a set of equations.* (For the purpose of this
analysis basic network element structures were defined which modeled the - -

-

elements and the links between them.) The equations , based on assump-
C tions simi lar to those used in calculating nodal flows, were solved to

obtain the link flows of interest.

Again , because of the number of computations involved , corn-
j put.r support was used in calculating traffic flows. The link traffic

analysis produced a series of circuit traffic value s for each architec-
ture as a function of the number of serv ice el ements. These results
provide a major input into the transmission cost analysis (Appendix C) ,

c. Sensitivity Ana1ysj.~ In order to ascertain the sensitivity
of the resuTts and conclusions of this study to variations In the input
parameters, a number of Computer runs were made in which the baseline
parameter va lues were modified, one at a time. For each parameter 

-

S

varied, the result-ant average change -In the output parameters was calcu- - S

lated. The output parameters of interest are the average PSP4 throughput
and the average serv ice element throughput.

Two aspects of sensitivity are of interest to the study.
First , does a large variation in the Input parameter of i nterest have a
large effect on the output parameters? Second, and more importantly,
does the change have approximately the same effect with each archi-
tecture? The second question is more important to this study because
architecture dependent variations could result in changes In the con-
clusfons if input parameter values change significantly.

I t --
i

The results of the sensitivity analysis are summarized in
Table B-I!!. The table shows that the resu lts are rather insensitive to S
the number of PSNs and the PSN connectivity . Furthermore, the varia-
tions thit do occur are fairly consistent fro. one architecture to
another so that these parameters do not affect the concl usions.

Two parameters that describe the configuration of subscribers S

were examined: the fraction o1~ traffic generated by I-S/A AMPE- termi- S

nated subscribers , and the fraction of I-S/A AMPEs directly connected to
PS$s. Although the output parameters are not extremely sensitive to
these input parameters, significant changes in the basel i ne values could

c conceivably affect some of the conclus ions. For example the service

9he algebraic sum of traffic flows antering and leaving a network
element (taking into account traffic expansion at some elements ) is
equal to zero.

ii
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element throughput decreases when the first of these parameters increase
S for Architecture I; the reverse is true ‘or the other two alternatives . S

Thus, if fewer subscribers are connected to I-S/A AMPEs, the advantage
in lower service element throughput enjoyed by Architecture I will be-gin
to shrink. At the same time, the PSN throughput advantage of Architec-
ture II and III also shrinks.

A very similar situation exists wi th respect to the fraction
of I-S/A AMPEs directly connected to PSNs. As this parameter increases,
the difference in service element traffic among architectures decreases.
However, the advantage In PSN throughput exhibited by Architectures II
and III shrinks concomitantly. In fact, if the fraction is unity,

r-’ Architectures I and II become Identical , because there is no longer any
difference between CSFs and I—S/A AMPE(E)s. As a result, we can con-
d ude that connecting a smaller portion of the subscribers to I-S/A
AMPE (E)s can be effected either by connecting more subscribers directly
to PSNs or by connecting fewer I-S/A AMPEs to I-S/A AMPE(E)s. In either
case, the differences between the three architectures may be diminished
considerably.

Table B—I!! shows that the results are fairly insensitive to
S the fraction 0f local vs. remote traffic and the percentage of traffic

requiring new functions. Again, the variations that do occur are quite
S - consistent from one architecture to another.

Finally, the sensitivity analysis indicates that the results
are fairly sensitive to the average number of addressees for traffic
requiring AIJTODIN I functions (i.e. Multiple—Address Traffic) but very

S insensitive to the expansion factors for Mailbox and Teleconferencing.
S - This Is to be expected since a much larger percentage of traffic re-

quires AUTODIN I functions than requires the Mailbox and Teleconfer- S

C -  encing functions. Nevertheless, the variations induced in the output
S parameters are remarkably consistent from architecture to architecture, I

I . so that the conclusions are unaffected by these two input parameters.
‘ L..

The sensitivity of comparative link traffic results Is cx-
p ored -In the analysis of coiiinunications costs (Appendix C).

d. Effect of Dual Connected I-SJA AMPEs on Network Traffic.
In all of ~ii analysis presented thus far, it was assumed that each I-1 S/A AMP E was connected either directly to a PSN or to an I-S/A AMPE(E).
As a consequence, traffic flowing to or from an I-S/A AMPE connected
through an I-S/A AIIPE(E) had to flow through the I-S/A AMPE(E) whether
or not It required I-S/A AMPE(E) functions. This situation has an -

adverse impact on network survivability and on the cost of an I-S/A
AMPE(E).

~ (:_.
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$ One way to alleviate this problem Is to dual ly connect all I- S

S/A AMPEs at nodes possessing an I-S/A AMPE(E) by connecting each I-S/A S

S 

AMPE to its local PSN and to its local I-S/A AMPE(E). This procedure
-~~~~ reduces the I-S/A AMPE(E) traffic flows to a level equal to the CSF

t raff ic  flows of Architecture I. At the sam. time, the PSN throughput
decreases slightly because many 1 S/A NIPEs that previous ly had to route

C . traffic through a P514 to get to the local I-S/A AMPE(E), can now route
traffic directly to the I-S/A AMPE(E). -

Th. network flow calculations for Architecture II were revised
based on the dual connection assumption described above. Traffic flows S

- were recalculated wi th the number of I-S/A AMPE(E)~ varied from on. toeight. The salient results were as follows:

- 
. Th I—S/A AMPE(E) throughput was greatly reduced

- I-S/A ANPE(E) input traffic decreased by 15 to 70 percent

-~ I-S/A AMPE(E) output traffic decreased by 5 to 44 percent

The PSN throughput decreased very slightly (a maximum of 7
percent

Traffic flows in th. access area were reduced by as much as 19 
- 

—

percent and significantly redistributid. Sr AU three of these factors should have some impact on the cost
-. and survivability of the lAS network.

4. CONCLUSIONS

It should be remembered that the purpose of the traffic flow analy-
sis is to provide quantitative inputs to the cost analysis and technical
factors evaluation process. Therefore , conclusions regarding the com-
parative desirability of the alternatives as a result of traffic flow
consideration s are not appropriate However , in the process of per
forming this analysis , several significant findings were obtained:

- PSI4 traffic loading is relatively insensitive to architecture
1. choIc, and will be determ ined principally by the number of

service elements to be supported

- . the dual connection of I-S/A ANPE nodes to a PSN and an I-S/A
*MPE(E) results In a significant improvement of traffic dis-
tribution as well as element throughput requirements

• all three architecture alternatives ar. feasible.

As a result of this analysis , It Is recoemended th t archItecture Al-
• ternatives II and III mike use of dual connection to a P514 and an I-S/A
I AMPE(E) as the preferred connection policy f,r the I-S/A ANPE.
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APPENDIX C
COST ANALYSIS

L.
1. INTRODUCTION

C This appendix describes the major aspects and results of a com..
C parat ive cost analysis performed in support of the mid-term lAS arch-
— itecture definition effort. The analysis focused on two objectives:
I comparative evaluation of candidate mid—term architectures, and corn-

parison between the preferred mid—term alternative and the baseline
architecture projected to the mid—term

A few prel iminary observations are in order. First, the analysis
of alt rnatives Is comparative. Therefore, costs conmion to all of
the alternatives have been excluded In order to simplify th. analysis. S

U Secondly the analysis seeks to select a least-cost alternative wi th-
out resorting to an exhaustive life- cycle cost effort which would re-S 

quire detailed information on Implementation strategy. Therefore, I
the analysis is limited to the level of detail necessary to the identi-
fication of trends and projections which provide an adequate basis for
relative cost comparison and ranking aneng alternatives. S

The basic approach to the cost analysis consists of the follow—
ing s~~ s :

S ) . Identification and analysis of major cost elements. From
a complete list of elements, only those found to be depen-
dint upon network architecture have been retained. These
are: -

- 
- Transmission Cost

r- — Nodal Element Acquisition Cost
S 

- Nodal Element Operation and Maintenance Cost.
S 

. Identification of architecture dependent cost factors with-
in each cost element. Again, costs which are comon to all S
thr ie architectures have been discarded .

Development of cost estimating relationships or costing
methods for each cost factor. In cases where a closed

— form expression i s not applicabl e or Is difficult to ob-
tam , a costi ng method has been developed which produces the

* cost value for given parameter values.

Evaluat ion of architecture dipendent cost factors. The
factors are evaluated using nomi na l parameter values.

I

I-.
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Sensitivity analysis. Parameters and assumptions are varied S

$ and the Impact on cost is asses sed. Those which drive the
total cost are identified. 1

S . Accumulation of cost factors and ranking of alternatives. 
-

The cost factors within each major cost element are evil-
uated and aggregated into a total element cost. The total$ cost, together with sensitivity and other considerations,
Is used to rank the alternatives . 

1

• Overall cost ranking of alternatives. The results associ— — -

ated with each major cost element are combined into a final S

ranking. The relative weights of the cost elements are
factored into this evaluation process.

Additional general assumptions and ground rules that support
the cost analysis are presented below. - I

• The number of subscriber terminals and host computers in
the system is independent of the architectural alternative.
This cost component has been excluded from the comparative -
analysis. 

- 

S

. For simplicity, the cost impact of certain architectural
issues was not factored into the analysis. Prime examples - -  - 

S

are security and system management and control . These - 
S

i ssues were, however, addressed under various technical S
criteria (see Appendix 0). 5

Within each major cost element the analysis focused on I

those cost factors which contribute the most to total cost.
C Items subordinate to these primary factors will , In general,

follow the primary factors and only increase the magnitude S

of any comparative cost difference.

• The cost calculations are expressed in current dollars.
The uncertainty associated with the mid-term implementation S- C strategy, as well as the requirement for comparative re- -

suits, made the added complexity of price level arid dis- S

count factors unjustifiable.

The cost analysis presented in this appendix assumes a typical
1988 network configuration for each alternative architecture for the 

-
purpose of computing nominal costs . Based on these mid—term con- S

figurations, a projected network element Inventory was developed. -~ 
-

This Inventory took into account both geographic and survivability r

considerations In order to determine the probable minimum number of

S C-2
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each type of element required for each alternative. Typical CONUS - 
S

and overseas configurations for the 1988 alternatives, as wel l as
the expected 1983 baseline, are presented in Table C-I. S

2. COMPARISON AMONG ALTERNATIVE MID-TERM ARCHITECTURES
a. Transmission Cost. Following the approach outlined above.

comparative transmission costs for the three alternatives were corn—
puted. This involved sizing and costing various links in the network,
using the backbone and access area topologies specified in the traffic
~odel (described in a separate app~ndix ).

The following assumptions and guidelines were used in
analyzing transmission costs:

. Link traffic estimates were used in sizing coninunication
l ines. The analysis was l imited to narrative/record (N/R)

S 

and bulk data transfer (BOT) traffic. Estimates of inter- -

active and query/response requirements show these to
represent a relatively minor contribution to total AUTODIN S

traffic (less than 5%). Narrative/record estimates were
furnished by the traffic analysis computer model, which takes
into accc~unt the various subscriber types, their distribution,

— connectivity and service requirements. Bulk data transfer S
estimates were computed in a similar manner. This traffic

• consists of terminal-to-computer and computer-to computer
transfers, and requires no services from a CSF or I—S/A NIPE(E). S

Consistent with the comparative character of the analysis,
- ‘ those links carrying the same traffic in all three architec-

tures were neglected. For the remaining links, however, the
total traffic (architecture dependent and independent compon-
ents) was used for sizing . This last category includes PSN—
to—PSN and PSN—to-CSF links in the backbone, as well as
I—S/A AMPE(E)—to—PSN and I—S/A AMPE-to-PSN links in the access S

area. 
-

¼ .  

. Cost calculations were based on estimates of 1988 average
busy hour traffic, assuming 1988 link configurations.
Transmission facility lease costs were calculated based on
available coemon carrier bulk tariffs for both voice—grade
and wideband circuits. Rates (in current dollars) Include
mileag, dependent and service (fixed) charges as follows:
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- 56 Kbps trunks in the backbone - $6.72/mi/mo
$920/mo S

L - 300-9600 baud lines in the access area - $0.56/mi/mo
$86.60/mo.

(Source: Defense Conunercial Conriunications Office.) All
lines are full-duplex, with capacity determined by the

r largest of the two unidirectional flows.

t 
• For simplicity, modem and multiplexer costs were assumed to S

be architecture independent, and were excluded from the
calculations. In addition, no attempt was made to optimize
circuit selection by mixing available offerings (the impact
would be to lower all costs fairly evenly).

I . A nominal line utilization factor of 50% was used in this
study, to account for overhead, traffic growth, and del ay

t. performance requirements. The effect of varying this value 
S

- is discussed later, as a sensitivity issue. S

- All elements were assumed to be single—homed for simplicity. S
S 

~ The impact of dual homing on transmission cost is addressed S

later.

- The transmission cost study is restricted to CONUS configura-
tions. However, it is likely that overseas alternatives
will either be very similar (i.e., architsctur~ independent),or impl emented according to the corresponding CONUS strategy, S

in which case the same comparative results (ranking) should
hold.

- • Transmiss ion cost is broken down into two major components:
backbone cost (CBB) and access area cost (CM). A more detailed I

L classification 0f these costs is presented in Figure C-i. In order S
S to exclude from the analysis costs coninon to all three alternatives,

C- a device M (which could be thought of as “virtual multiplexer” or 
SL concentration point) and costs CpM and CflT were introduced. Accord-

S 
ing to this scheme, Cp~ incorporates the Architecture dependent portion -

of PSN— to—I— S/A ANPE line cost, while CMI accounts for the architecture
— I independent portion. It should be noted that for a given alternative,

one or more of the elements in Figure C-i nay equal zero.

Transmission costs used in the comparative analysis are the
L 

backbone cost (CBB) and the architecture dependent portion of the
- access area costs (CM(V)). The cost expressions used in the corn—

putations are shown in Figure C-2.
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• 
C1 • CBS + C~

C~~ C~~ + Cp~

$ CM a + C1~ + CES + Cp1 + CMI + CEI + Cp1~ + CPE S

U

c C.1. — Total Transmission Cost

CBB - Backbone Cost
CM - Access Area Cost -~~~

Cu(K) - Architecture Independent Segment of Access Area Cost

CM(V ) - Architecture Dependent Segment of Access Area Cost - !
- Cost of PSN—PSH Links c

o ~~ - Cost of PSN-CSF Links

C~ - Access Line Cost for PSN-Terminated Subscribers

Cis - Access Line Cost for I-S/A AMPE - Terminated Subscribers

c CES - Access Line Cost for I—S/A AMPE (E) - Terminated Subscribers
C~1 - Cost of PSH-I-S/A AMPE Links

— Cost of I—S/A AMPE(E)—I—S5/ A AMPE Links

— Cost of “V irtual Mux” — I—S/A AMPE Links

C~~ - Cost of PSN- ”Virtual Mux” Links

CPE - Cost of PSN—I-S/A AMPE(E) Links

0

Figure C-l. Transmission Cost Breakdown
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Legend:

NI - number of PSN—PSN links in the network

NPSN - number of PSNs In the network

$ 

NCSF - number of CSFs in the network

NI - number of I—S/A AIIPEs in the network

NI(E~ - number of I—S/A AMPE(E)s in the network :-
~

U - line utilization factor -
!

H - homing index (H 1 for single homing, H 2 for dual homi ng )

- average PSN-to-PSN link flow (in Kbps)
CSF~~. - average CSF outgoing traffic flow (in Kbps)

— average PSN—to—I -S/A NIPE link flow (in Kbps)

S 
FEP — average I-S/A AMPE(E)-to—PSN link flow (In Kbps)
P — fraction of I—S/A N4PEs which are connected to I—S/A AMPE(E)sIE

(the same fraction is used for I-S/A AMPEs connected to “vir—
S tual multipl exers”) -

o Dpp -- average PSN-PSN mileage

Dpc — average PSN—CSF mi leage
- average PSN-I-S/A AMPE mileage

0PE - average PSII~I~S/A PJIPE(E) mileage

Figure C-2. (Continued)
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Monthly transmission costs for the three alternatives, as a

,.. function of the number of service element; (CSFs and/or I-S/A AMPE(E)s),
are presented in Tables C-Il and C-Il!. The two cases represent different

¼ - fractions of I-S/A AMPEs directly connected to PSNs (instead of PSN con-
- 

nection through an intermediate element, such as an I—S/A AMPE(E)).

From the results obtained, it is apparent that there is no
significant variation In transmission cost among the three alternatives.
As would be expected, Architecture I shows a slightly greater cost than

S the other two alternatives. This stems from the fact that all traffic
requiring services must access a backbone—homed CSF. On the other
hand, Al ternatives II and III offer some or all of these services
closer to the subscriber, In access area elements. In any event, the

L variation in total cost is no greater than about 6%. If costs canno n
S to all three architectures were Included, this variation would be

further reduced.

In Tables C—Il and C—I ll the number of service elements
and the connection strategy for I-S/A AMPEs were chosen as architec-

) S tural variables, while holding other parameters constant. In order to 
S

S 
- assess the impact of several 0f the assumptions discussed earlier, the 1

sensitivity of the results to changes in these parameters was investi—
• 

- gated. The parameters were varied over a reasonable range of values
t .  so as to Identify trenas in the behavior of the cost results. The

find ings are s,.munarized in Table C-IV. As Indicated in the table,
variations in most parameters tend to affect all three architectures
fairly equally , thus producing no significant effect on the cam—

• - parative evaluation.
It should be noted that the cost comparison applies to

1988 configurations. However, given the similar topologies
S 

of the three architectures, as well as the likelihood of comparable
1983—1988 transition plans , the results can be expected to hold

& throughout the mid—tenu.
S In view of these considerations, transmiss ion cost does not 

-

represent a driving factor in the selection of a preferred archi-
tecture. The cost variations obtained are of the same order of magni-
tude as the error associated with many of the underlying assumptions.
Thus, no alternative can be singled out as best and the three archi-
tectures have been ranked equally. S

¶ 1  b Nodal Element Acquisition Cost. The comparative evaluation
of potentiil acquisition costs for the alternative mid-term architec- S

- 
tures relied on the following guidelines and assumptions:

k 

S

-L. 
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• The estimation of acquisition costs focused on nodal ele-
ent hardusre costs , as well as basic operating system
softwsr costs. A softwsre-flrst development approa ch
was assumed for applications software (which supports
AUTOOIN functions and services), using transportable
software modules designed to run on all of the alternative
harduere configurations. Since all three architectures
must provide the s~~ functions and services, applications
softw are development costs were regarded as architecture

• Independent and excluded from the analysis.

S • Security functions (e.g.. access control, key distribution)
and multilevel security are to be provided through separate
subsystems. As mentioned earlier, these Issues were
addressed under technical rather than cost criteria (see
Appendix D). In any event, It Is expected that the luple—
mentation cost will be fairly uniform for the three alter-
natives.

I’  . The cost of militarization of nodal element harduire (I-S/A
AMPE. I-S/A M~E(E) and CSF) has beefl excluded from the
analysis. The requirements for militarization of nodal
element hardusre are Independent of architecture.

Although some nodal elements ay be leased, the cost esti-
5 

ting approach made use of one-time acquisition costs for
convenience. In situations requiring an annual cost figure,
the one-time cost was distribu ted uniformly over a ten year
economic lifetime.

In the specificatIon of nodal hat-dear, configurations max-
1 co onailty and modularity were assumed. Furthermore,
the nodal elements were based on a multiprocessor archl-
tecture.

Cost estimates for ne~~rk elements were bss d on c~~ sr-
clii hardesre suitable for a fix ed plant envlrwaant. and

L .  do not Include the cost of spare parts, documentation or
other support costs.

$ 

. Acquisition cost figures are expressed In 1918 dollars.

In accordance with the preceding ground rules, acquisition
costs of all major network elements were estimated using the approach
described below.

‘

5

I,’
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Representative Piardeare configurations were defined for
the nodal elements of each alternative architecture (PSIIs
were assum ed architecture independent, and excluded from
the analysis). These configurations are required to support:

t - Co unications Processing
— Service ProcessIng
- Control Processing.

S 

Each element was defined in terms of a standard set of hard-
ware conponents (e.g., processor, memory, peripherals) se-
lected from typical state-of-the-art co anlcatlons pro-
cessing syst .

The network elements were sized, using the set of standard
copponents, based on the fol lowing Inputs:

- The functional capabilities required to support sir- J
vices allocated to the nodal elements

- The projected nodal throughput requirements provided
by the automsted traffic model

- Typical subscriber circuit and network trunk Inventories S(classified according to tran ission speed and link
protoco l), derived from availab le AUTODIN proj ectIons .

These inputs were used to determine the requirements for
S processing power, memory and perip herals, as well as the

operating system to manage t h .

Network element costs were then conputed, based on hard-were conponent cost estimates collected through vendor
surveys and available literature.

Finally, the total nodal element acquisition cost was
co~~iled for each alternative aid-term architecture, using

S 
the typical netwerk configuration of Table C-I. 

-

The Tyushare Engine, a co er~ial processor, was selected
as the basic building block in defining nodal element configurations. S

This unit, used as a nodal processor In a value-added network (Tj net),
was chosen for several reasons: S

The Engine was spsc lficnlly designed for co inications
processing.

It is suitable for a multIprocessor noda l architecture,
and Is fairly modular In structure.

-- - “- -S
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It evolved from the Interdata 7/32, a well-known mini—
computer . Furthermore :

— It Is similar to the ATP-5/6, a version of the AMPE
which Is also based on the 7/ 32

- It is software compatible with the 7/32, and is support-
1 - ad by the same peripherals

- 

- It Is a more powerful enhanced version of the 7/32.

The Eng ine is representative of state-of-the-art technology.

The Engine should be viewed as a ustraweans hardesre imple-
mentat ion useful in a comparative analysis, rather than a nodal arch—
I tecture rec~~ endat1on.

-
~ Th* nod l element hat-deere sizing procedure Is Illustrated

in Figure C-3, for the case of an I-S/A AMPE (co on to all three
-. architectures). The conf igiaration Includes ~~ Engine processors,
( one for co unlcat lon processIng and one for serv ice processing

(w ith control functions present in both), as well as the necessary
peripherals, storage devices and I/O ports.

1. To avoid redundant effort, the specification of hardeare
configurations was performed on network elements in order of In-
creasing capability. In this way , the structure of one element could

( build on the hardesre configuration of a less powerful element (which
supports a subset of the functions and servIces of the first one)
by adding extra components and capabilities. The results of the
nodal clement acquisition cost analysis are show~ In Figure C—4. The

S diagrem also depicts the order In which these elements were con-
figured, starting from a set of standard components . The cost of an
I-S/A AMPE was calculated in spite of its architecture Independence,
since it represents an Intermediate step In the definitIon of an I—S/A
N E(E). The large and smal i versions of the I-S/A MPE(E)s re-
sui t fr om different assumed I-S/A NIPE(E) populatIons . The smal ler,
more pervasive type is assumed in the typical confi gurations presented
in Table C-I and used throughout this study.

lased on typical 1988 network configurations and derived
element acquisition costs, the overall acquisition cost for each
alternative architecture was computed. The results are s% arlzed
In Table C—V . Elements Irrelevant to a comparative analysis have

(. • been excluded. It is evident from the results that total nodal dc-
mont acquisition cost does not vary greatly among the al ternatives.

- In addition, when the expected economic life of the elements is con-
sidered (around 10 years), the potentIal difference in annual lease

5 

5 

cost becomes less sIgnIfIcant.
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FIgure C-3. Representative Nodal Element Sizing Approach (I-S/A N E )
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TABLE C-V. PROJECTED NETWORK ELEMENT ACQUISITION COST

ESTiMATED SYSTEM
ARCHITECTURE NODAL ELIMENT ESTiMATED COST ACQUISITION COST I

ALTERNATiVE INVEBTORY PER ELEMENT 117$ $1

I S~~~F W—$717K S

7$ I4/A *MPE 14/A AMPE-512$k -. I

n 13 141* AMPS 141* AMPS EWE -5 -
S

1$ 4/A AMPS(E) 51* AMPS(S) — *551K -

t SW F—$435K
‘

C 
III MI4/A*NPE 14IAAMPE $4Uk S31iM

12 4/* AMPS(S) 14/A AMPS(S) — SUSIE

NOTES 
I

I. EACH ELEMENT NM SEEN DEFINED IN TERMS OF HARDWARE COMPONENTS SELECTED 5
.

FROM TYPICAL S1ATE.OF.THEA*T COMMUNICATIQIS PEQCE*5UIS SYSTEMS. -

*. COST ESTiMATES REPRESENT PROJECTED ACQUISITION COSTS FOR NETWORK ELEMENTS
BASED ON COMMERCIAL HARDWARE SUITABLE TO * FIXED PLANT ENVIRONMENT. AND
N NOT UICLUDE THE COST OP SPARE PARTS. DOCUMENTATION. OR OTHER SUPPORT COSTS.

SI COST EST1N*TU DO NOT INCLUDE AMORTIZATION OF HARDWARE OR SOFTWARE DEVEL.
MEIT COEL -

4. ELEMENT NIVERTORIESARE BASED ON TYPICAl. *55 NETWORK CONFIGURATIONS.

I 
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- Several observations should be made in the area of sensi—
tivity. First, the simplifying assumption of uniform software de—
velopment costs does not reflect the additional complexity and cost
of developing and implementing software for more than one service
element. Taking this into account would penalize Al ternative III
while making Alternative II more attractive. The 1 Ikely effect
would be to reverse the acquisition cost ranking presented in Table C-V.
showing a slight preference for Architecture II. The variation in

r cost, however, should still be relatively insignificant.
C FInally, the assumption that would appear to have the

-~~ greatest impact on the acquisition cost ranking is the number ofç network elements (I.e., the assumed 1988 configurations). However,
- because of performance and survivability constraints, no appreciable

variation from the nominal values Is anticipated. Furthermore, the
ç cost advantage of a decrease in the population of a service elenent

is partially offset by an increase in unit cost for the remaining
S 5 elements, arising from additional throughput and service processing

requirements.

S - c. Operation and Maintenance Cost. Of the major components of
operation aM maintenance (0 & M) cost - personnel , spares and back-
up equipment, facilities support (0 & M of installations), and
utilities - personnel costs represent the largest contribution to

- total cost. In view of this the analysis of operation and mainte-
nance cost focuses on personnel requirements, and addresses the re- S

maining factors in terms of the sensitivi ty of the results. S

S The basic approach to calculating personnel costs for the
S candidate archi tectures is described below:

S . Manning requirements for each nodal element type (by per-
sonnel category) were estimated based on available history

• of existing ASC and AMPE operations

. Average annual costs , by personnel category , were computed
based on availabl e DCA cost information

S . The total personnel requirements and resul tent annual costs
were compiled for each alternative, usi ng the typical 1988
noda l element inventories presented in Table C-I.

Proj ected manni ng requir ements and annua l pay rates (by S

- personnel category) used throughout the operation and maintena nce cost
analys is are shown in Table C-VI. The table includes present ASC and
AMPE levels for reference , as well as estimated levels for nodal
elements used In the alternative mid-term architectures and the pro-
ject d baseline.

~~1 , 
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TABLE C-VI. (Continued)

- Notes S

1. N~~5~~ 1988 Levels TM represent reduced 0 & M personnel requirements
-, that will result from introduction of new technology replacement

j  subsystem during 1978—1988 period (e.g., second generation crypto
equipments).

r 2. TMAMPE 1983 Levels (Original )$ represents 0 & K personnel require-
ments for AMPEs which are deployed during the near-term and remain
in operation throughout the mid-term. The only personnel reduc- S

tion relative to present levels arises in the area of crypto main- -

ç tenance, as a result of the introduction of second 1-neration
L equipment.

I 
I

(

5- 3. “AMPE 1988 Levels (Replacement)~’ represent 0 & K personnel require- I

U merits for AMPEs which are deployed during the mid-term to replace
certain near—term NIPEs. These replacement AMPEs show a reduction
in hardware maintenance requirements as a result of a certain de-
gree of standardization and technological innovation In many of
the subsystems.

4. MannIng levels include only those personnel whose primary respon- -
S

I sibility centers around the proper functioning of the network
elements.

5. The Hardware Maintenance category has been included for comparative
- purposes ((n many Instances this service is provided by a contractor). 

S

- 

6. Th. Facilities Operations & Maintenance category includes power 
S

production, air conditioning maintenance, etc.

1 7. The personnel requirements represent site totals, assuming four( shifts.

8. Manning levels are assumed to be averaged over the total population Sof an element (both CONUS and Overseas). -

• 9. Yearly costs are weighted averages of the ASC personnel breakdown
under each major category. The appropriate rates are taken fromL Reference b and include base pay plus costs for retirement, train-
ing, recruiting and other support costs. Costs are in 1977 dollars . -

C-
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The estimates for ASC and AMPE personnel were obtained from
available data on existing operations. In particular, personnel
requirements for the ASCs are based on 1977 authorIzed level s for —1
the Croughton and Pirmasens installations. They Include some indirect *

personnel (I.e., those whose primary duty is outside the Sensitive
Couparbuented Information (Sd ) Accredited Area), primarily In the
areas of facilities 0 & K and hardware maintenance. Some categories
have been aggregated for simplicity (e.g., Hardware Maintenance Includes
Computer, OSit, Teleypewriter and Modem Maintenance). The standard
personnel categories used throughout the manning analysis are indicated
in Table C-V I. Estimates for AMPE personnel requirements were based on
proposed manning level s for the Stuttgart AIIME and additional Informa-
t ion on operation and maintenance personnel found in Reference a as a
starting point. In order to ensure a meaningful com parison among
network elements , the personnel categories from both sources were mapped
into the standard categories developed for the ASC . An exampl e of this
mapping for the Stuttgart AISlE is shown in Table C-Vu . (Those cat .-
gories not inc~~ded in the AISlE reference were estimated by extrapo-

S lation from Reference a and/or available estimates for the same cate-
gories.) Finally, the requirements for each category were adjusted to
account for variations in AI4PE types and sizes (the values in Table C-VI - .

represent overall averages.)

The manning estimates for proposed new lAS elements were
4 

obtained using the availabl e ASC and AMPE information as a baseline.
5- These figures were then projected arid adjusted for each elemen~ in

question, with cons ideration given to:
Element throughput requirements
Anticipated processing capabiliti es
Coemunication line and trunk terminating requirements
Advances in technology

Th. following additional assumptions and guidel ines were
used in preparing Table C-VI:

The Hardware Maintenance category has been 4ncluded for
comparative purposes, to Illustra te the potential savings
offered by the new lAS elements (maintenance is provided by
contractors In all CONUS and many overseas elements).
The manning levels shown In the table include more than
Just the operations personnel (as found in many refer-
ences ), but are restricted to personnel whos e prima ry
responsibility centers around the proper functioning of S

S the network element.

. The personnel requirements represent site totals, assuming
four shifts.
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• 5 1 5
• Manning levels are assumed to be averaged over the total

population of an element (both CONIJS and Overseas).

• Yearly costs were weighted averages of the ASC personnel — S

breakdown under each major category. The appropriate rates
are taken from Reference b (Tables 23—2 and 24-2) and include
base pay plus costs for retirement, training, recruiti ng and
other support costs (according to 0CM 600—60—1). Cost
figures are in 1977 dollars.

S From the information derived on manning level s and costs ,
1; system personnel requirements and total annual costs were computed

for the alternative architectures. The results are suninarized in
Table C-VIII. As Indicated in this table, Alternative II represents -

a savings of approximately1 200 personnel which would result in an
estimated annual 0 & K cost reduction of approximately $4 million. S

This savings results primarily from the fact that Al ternative II -

requires fewer nodal element installations than the other architectures
to provide the same performance, services and geographical coverage.
Although the remaining components of operation and maintenance
cost (discussed earlier) were not calculated in this analysis, it —~
can be expected that consideration of additional 0 & M factors would
Increase the cost advantage of Architecture II over the other alterna-
tives. This is so because the various types of nodal elements require S

I similar installations, and hence the total cost of these additional
factors tends to be primarily a function of the number of elements
(thus favoring the alternative with the smallest element Inventory).
As discussed earlier in the appendix, no significant variation in —i 

S

the assumed 1988 element inventories is anticipated.
-

)

In view of these considerations, Architecture II (s pre—
ferred from an 0 & K cost standpoint. However, considering the
magnitude of error associated with some of the basic assumptions,
the cost advantage is not significant enough to eliminate the other
alternatives from consideration.

d. Total System Cost Comparison Suninary. In order to obtain 5-1

a meaningful overall ranking of the alternatives based on their cost
performance, the relative weight of each cost category must be con-
sidered. Al though the comparative cost analysis specifically
avoided calculating costs coninon to all alternatives, sufficient S

- 
-; Information Is availabl e to permi t first order estimates of the total

system costs: 
S

Transmission Costs - the comparative analysis yielded an
annual cost of about $6 mil if on ($500K/mo) for CONUS. In-
clusion of the architecture independent portion of access

* area costs (C~~(K) ), and extension of the analysis to over-
seas, producera figure of approximately $20 million per
year.
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EST IMATED

f ANNUAL O&M
ARCHITECTURE NODAL ELEMENT PERSONNEL PERSONNEL COST
ALTERNAT IVE INVENTORY REDU IRED (1177 * PER YEAR)

C IPSO 030 12.220

I I CSF 372 7.27$

7* 14/A AMPE + S.*4 + 13300$

7.NS 103.50$

II PIN UI 12,220
S 

C 
U 15 IS/A AWE (5) 1.470 2$ 035

r- 
UI4/A AMPE + 5.044 + 107.47$

141123

S PIN ~~~~
271 5.411

J 
- 

12 IS/A AMPS (5) 1,125

II I*IA AMPE + 5,151 ,. 112,500

7,112 103.110

NOTEI
1. NODAL ELEMENT INVENTORIES ARE BASED ON TYPICAL 111$ NETWORk

L CONVISUUTIONS.

2. PERSONNEL REQUIREMENTS REPRESENT SITE TOTALS. MINMINS POUR

- 3 AVENASE YEARLY COSTS ARE BAUD ON PERSONNEL RATES FONNO a

~ 
[ NEPIRENC E~.
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Nodal Element Acquisition Costs - the comparative analysis
showed an annual cost of approximately $40 million. The
addition of costs coninon to the three alternatives (such
as software deve.lopnent, installations, etc.) Is expected
to double this figure. AmortizatIon over a 10—year economic
life yields an estimated annual cost of $10 million.

Operation and Ma intenance Costs - the ana lysis of personnel
costs was quite comprehensive, and led to an annual figure
of about $150 million. Additional 0 & M costs utilities,
facilities support, and spares , suggest a total annual cost
of approximately $200 million.

In suamary, the transmission cost will be essentially the
same for each alte~native (approximately $10 N per year). The system
acquisition cost may be slightly higher for Al ternative II than the —

other two alternatives ($10 N vice $9 M per year) and the 0 & M cost
for Al ternative II may be slightly lower ($195 N versus $200 N per
year) . As a resul t, Architecture II seems to offer a slight ad-
vantage over the other alternatives In terms of the total cost of
ownership. However, the total cost impact of any architecture choice
is probably less than 10 percent of the total annual cost of the lAS.
Therefore, no alternative can be eliminated solely on the basis 0f cost.

C 3. COMPARISON OF MID—TERM ARCHITECTURE TO PROJECTED BASELINE

a. The Projected Baseline. In order to gain insight Into the
potential advantage to DCA of implementing any of the alternative
mid—term lAS architectures, the comparative cost analysis was expanded
to include comparison of Architecture II with the 1983 baseline

L architecture projected to a probable 1988 configuration (presented
In Table C-I). The projected baseline architecture used In this• analysis would Incorporate only those changes and upgrades required
to maintain current system capabilities. The projected baseline,
when compared with the mid-term architecture, provides a clear
indication of the impact that will result if little or no action is
taken toward the evolution of the AUTODIN system. In addition, this
comparison clearly emphasizes th2 potential cost savings of the mid-
term architecture.

The projected 1983 baseline architecture is based on the -4
following assumptions:

ASCs retained in operation wi th minimum essential hardware/
software subsystem replacement

AMPEs retained in all current locations and replaced at the
end of their useful service life with a “standardized” AMPE.

C-26
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I Based on current DoO policy , the proj ected baseline architecture
Includes provision for replacement of existing AMPEs wi th some for m
of standardized AMPE. However , because thes. equipments would not
have the additional capability of the I-S/A AMPE used in th. mid—
term architecture, it is unrealistic to assu me that consol idation

r could be achieved In the proj ected 1983 baseline architecture.
Therefore , the number of AIIPEs projected for the 1988 configuratIon
was derived from current and planned PJIPE requir ements (see App ndlx

• ç -  A ) .
The comparison between the Architecture II and the pro-

jected baseline centers on major cost elements, as before , but cx-• tends some categories to Include coninon factors (such as PSN and AMPE
• ( costs ). This helps provide a feel for the order of magni tude of the

absolute costs.

- b TranSmission Cott. The comparative analysis of transm ission
cost of subsection Za. revealed very little cost sensitivity to the
architectural configuration or the basic under lying assumptions.

(.. Furthermore, the projected basel ine must provide the sam. geograph ical
covera ge, and meet the same performance requirements as the alter-

i native mid-term architectures. Therefore, no significant difference
• J In link confi gurations is antici pated . Any of the candidate mid—term
• C. architectures may yield , however, some cost savings, arising from

the more effective use of traffic concentration and nodal processing.

~1.• c. Nodal El ent Acquisition Cost. A comparison of projected
network e1~~ nt acquhttion cost for Architecture U versus the
projected baseline was performed, usin g the same basic approach and
assumptions outlinid In subsection 2b. The results are suasnarized
in Table C-IX. Only acquisitions unique to each architecture have

I been included (original AMPEs remaining in 1988 and P514s are present• in both alternative s ). The cost of replacement AMPEs (‘ standardized”)
was estimated at 80% of the I—S/A AMPE cost , using the sizin g approach

• described earl ier In this appendix. As evidenced by the results ,
total estimat ed acquisition cost of the Architecture Il ls approx i-
mately $3.3 million greater than that of the projected basel ine .
However, when to tal usefu l serv ice life of the elements Is considered ,
the cost Impact Is relatively Insignificant.

~ 1’ d. Operation a~d Ma1nt~nance Co’t. The com parison of operation
and maintenanc, cost for Architecture U versus the proj ected basel ine
followed the same procedure and ass um pt ions used to evaluate the
alternative arc~itecturas . The analysis focused, again, on personnel

[ costs, and the comparative resul ts ire suannerized in Table C-X As

F
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TABLE C-IX. NODAL ELEMENT ACQUISITION COST COMPARISON

_ _ _ _ _ _ _ _ _  

• 
_ _ _ _ _ _ _ _

REQUIRED E$T ATED COST (117$ $
___________  

ACQUISITIONS PER ILEME NT $YITIM COSt
II 1.51* ASUE CE) ~~1k

C MID.TERM $3$.EM

ARCHITECTURE (II) 131.51* AMPS 1125K

(INS)

C PROJICTID

UUUNE CREPt ACEMENT) 1343K $31 IN

(ISIS)

I. EACH Sl IME NT NAS SEEN DEFINED IN TERMS OF HARDWARE COMPONENTS
SELECTED FROM TYPICAL STATE.OP TNE ART COMMUNICATIONS PROCESSING
STSTEML

S. COST ESISIATES REPRESENT PROJECTED ACQUISITION COSTS FOR NETWORK
ELIMENT$IAUO ON COMMERCIAL HARDWARE SWTAILE TO A FIXED PLANT
ENVIRONMENT. *50 00 NOT INCLUDE THE COST OF SPARE PARTS. DOCUMENTA.
TION, OR OTHER SUPPORT COSTS.

3. COST ESI IMATE$ DO NOT INCLUDE AMORTIZATION OP HARDWARE OR SOFT.
WANE DEVELOPME NT COSTS.

• I S. ELEMENT INVINTORIEI ARE $A$ED ON TYPICA L INS NETWORK CONPISURA.
TIONS.

• S SUNK COSTS. INCLUDINS P$N~ TERMINALS. ETC.. NAVE SUN EXCLUDED PROM
3 . TilE COST COMPARISON.

S. THE INPIs SHOWN IN THE PROJECTED SAUUNE ELEMENT INVENTORY
ARE STANDARDIZED AMPEs WHICH REPLACE CURRENT (NEAR .TIRM )
AMPEs DURING THE NS0.TflM.

7. THE COST OP REPLACEMENT AMPE, WAS ESTIMATED AT 11% OF THE
AMPS COST.

—

C-28 -•

_ _ _  _ _ _ _  

- 
• 

•.•



— —n.—- —-- .—
~~ 

— ~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~ 
•-, —•••,-—-—- ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 

,wv’,...’.~~ v-—• -~•-•--‘-~~- ~~~~ 
,~~--•-~—- ‘v- ~ -‘ ~ ‘~

—•,•
~~~~~~p

r—~ ~~~~~~~~~~~~
•—._•• .—•---• — ~~~~~~~ — — - • • • - - —•- - — -.--- —_

•~__~ 
- •

/

[ - -
~~~~~~~~~~~~~

• - • - -

~~~~

• • • - • - • • - - - - - - • • - • ••

~~~

ii

[ I ~iI.II Ii ~I I ! I
c i  I! i i

• “!‘,I! ;I 
~ I

‘Pjr 
I hi hi I

1”~ S S 

i i i

t 

i ii “1.11 1 !III 1111
I- aq~ f it  

~ 
- I I II

F I U I i i ’ I

I !!! !I~IiI i
C-29

‘ 1

_ _ _  

. 4
- .• 

•
~~~ 

••• 
~• •-- •- - - • - • —

~~~~
• 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~• -



~~~~~~~~~~~~~~~ ~ ~ ~~~~~~~~~~~~~~~~ — - • --- •—-• ~~~~~~~~~~~~~~~~~~~ ~— - • .--~~.—•- •.. - -• r~
-p

~.’_________________________________________________ 
• •

• 

.

evidenced by this table , Architecture II offers a potential net$ savings of over 2500 personnel with a resultant net cost savings
of almost $50 million per year. It should be noted that the cost —

analysis takes Into account the fact that ny_of~ the—existing and - -

-planned PJ4PE sItis,ilimlnated through consolidation, will revert to —

local terminal/massage center operation. As a result, many of the
O M personnel formerly required at the N4PE sites will b retained

• for operation of the terminal/message centers (see Table C-V I). The
magnitude of the potential savings indicated by this analysis demon-
strates clear opportunity for significant reduction of total AU000IN -

system operation and maintenance cost through implementation of any
of the alternative mid-term lAS architectures.
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____ APPENDIX D
DETAILED EVALUATION OF ALTERNATIVE ARCHITECTURES

[, FOR THE MID-TERN lAS

r 1. INTRODUCTION
- In order to dets raine the preferred Mid-Term lAS Architecture, the

three alternative architectures described In Section II of this report
• L were evaluated with respect to their effec t on system performance. Ob-

• viously, the actual performance of the Mid-Term lAS system cannot be
- 

accurately predicted so lely on the basis of an architectural level defi-
I’ nitI on, since deta iled system performance requirements (based on future

- L user applications and needs) cannot be specified until much later In the
system definition and design cycle. Also , it must be remeebered that

r each alternative architecture, by definition, is capable of meeting the
L anticipated future performance requirements of the Mid-Term lAS (to the

extent that these requi rements are known) within the limits of ava$ able
technology. The thrust of this evaluation process, therefore, was to

I identify significant differences at the architectural level among al-
L. tirnatives in terms of the expected difficulty , complexity, or risk that

would be encountered in providing a given l eve l of performance. As a
r result , this evaluation concentrates on the differences among archi-

- L tectures and does not attempt to predict the absolute performance of any
alternative.

• P r- 
_____ 

I -

~~~~- a. Purpose. This appendix describes the evaluation criteria and
analysis process used to evaluate alternative architectures for the Mid-

F Term lAS. In addition , this appendix presents the results of the evalu-
ation process and descr ibes the s ignificant differences between alterna-
tives identif led In the evaluation process wi th respect to each evalua-
tion criterion. Finally, this appendix su arizes the overall results

• of the evaluation process and proviass the reasons for selection of
- Alternative II as the pr.ferr.d Mid-Term Architecture.

• 
~c _
L b. Sco!e. This analysis addresses the three candidate erchi-

tectures described In Section II of tne body of this report. The evalu-
atlon process addresses four major evaluation criteria: 

I -~Operational Effectiveness
- . FlexibilityI
t . Survivability /Availability /Supportabi lity

Transiti on.
This analysis Is limited to an assessment of the relative desirability
of each alternative architecture. No attempt is made to project or
evaluate the probable system performance In quantitative terms.

F 0.1
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2 EVALUATION CRITERIA
• S

• W ithin each of the four major evaluation criteria identif led above , —

a number of subcriterla were identified as the first step In the analysis
• process. The major evaluation cri teria and the su bcriterla within each

criterion are defined in the following paragraphs .

a. Evaluation Criterion 1: Operational gff.ctivensss. This
criterion addresses the probable Impact ~f architecture selection on the —

•

expected difficulty, complexity or risk of achieving the required level
of functional and operational performance. The su bcr lter Ia Ident if led
within this evaluation riterion are defined in the following subpart- - •

graphs.
I

(1) Subcrlterion 1: Spud Qf Service. This subcriterlon re-
• fers to the probable response tim, or ant-to-end delay performance pos-

sible In the final syst m for a given level of technical risk or cost.

(2) Subcriterion 2: User Motivated Interfaces. This sub-
• criterion refers to the degree of design and operatlonaT complexity

associated with user access to network services and user Interaction
• with network service elements.

• (3) Subcriterion 3: TransmissIon Efficiency. This sub- ‘

• criterion refers to the relativ , amount of overhead information that j
- will be required for addressing, routing, flow control, error control, , 1 ‘1

and system control .

___________________________________________________ 

—
~1 -

•

(4) Subcriterlon 4: System Motivated Functions. This sub—
criterion refers to the degre. of design or implementation complexity

• that will be required to accomplish network contro l, message accounta-
• bility , technical contro l, and traffic control in the final system.

• (5) Subcriterion 5: Security. This subcriterion reflects
the relative difficulty of meeting the Mid-Term lAS Security Objectives
(see Appendix E).

(6) Subcrlterion 6: Adaptability to Overseas ImoleaentatIon.
This subcriterion refers to the degree of difficul ty and risk associated
with the overseas implementation of network elements and services.

C 0-2
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b. Evaluation Criterion 2: FlexibilIty. This criterion ad-
— dresses the ability of a system that results from a given architecture

to accommodate changes in day-to-day operation, and also to accommodate
- • expansion and continued evolution throughout the mid-term timeframe.

These two aspects of flexibility are referred to as adaptability and - •

I expandabil-Ity. Adaptability refers to the ability of the system to 
• -

10 accommodate changes In the demand for or u tl l Izat o n  of its planned 
-

capabilities . Expandability refers to the abVlity of the system to
accommodate additional requirements In the future. The subcriteria• identified within this evaluation criterion are defined in the followi ng

• • subparagraphs.

(1) Subcriterion 1: Traffic Type Adaptability. This sub-
criterion refers to the relative impact on overall system performance
of changes in user demand for planned traffic types.

• (2) Subcrlterlon 2: External Interface Adaptability. This
subcrlterion refers to the impact of day-to-day changes in the volume of
traffic passing between the lAS system and external systems.

[ (3) Subcriterion 3: Network Service Adaptability. This -“
subcriterion refers to the ab i l i t y  of the system to tolerate cha~ga( in

• the user demand between ASC replacement functions and new netw~ k ser-
• vices .

• I 
- (4) Subcrlterion 4: Subscriber/Traffic Distribution

Adaptability. This subcriterlon refers to the ability of the system to
accommodate day-to-day changes in the distribution of both subscribers

[ 
and traffic types. D

(5) Subcrlterion 5: Subscriber Expandability, This sub-
criterion refers to the impact on the network of long-term changes in

t the number of terminations and the types of subscriber terminations
• 

• supported by the network.

(6) Subcriterion 6: Protocol Expandability. This subcrl-
p ten on refers to the relative Impact of adding new user level , l ink

L 
level , and network level protocols to the system.

- (7) SubcrItsrion 7: Service Expandabtltty. This subcri-
ten on refers to the relative Impact of adding new network service s to

0 the network.
P .
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0 (8) Subcniterion 8: Control Function Expendability. This

subcnlterion refers to the ability of the system to accommodate changes
I n the numbers and types of control functions In the network.

(9) $ubcnitenlon 9: Traffic Expandability. This subcri-
U ten on refers to the ability of the system to expand In terms of the

volume of traffic handled by the network.

(10) Subcrite nlon 10: Externa l Interface Expand ability .
This subcnlt.nlon refers to the ability of the system to accommodate new

t.’ and additional external interfaces in the future.

c. Evaluation Criterion 3: Survivability/AvailabllitY/SuPPorta —

• bility. This criterion considers the Inherent abilility of an archi-
tectur. to provide the required system performance in both normal and
hostile operating envlrwaents. The subcrlteria Identif led for this
category are defined in the following subparagraphs.

(1) Subcnltenion 1: Effect of Failures. This subcnlterion
refers to the expected loss of service and user access resulting from
loss of a node or link In the system.

(2) Subcritenion 2: Failure R covery. This subcritenion
refers to the difficulty or complexity of the procedures required to

• recover from a failure or loss of a network node or link.
• ~~~,• , •

(3) Subcniterlon 3: Failure Protection. This subcrlterion
reflects the degre. to which an architectu re permi ts system desi gn al-
ternatives that can be used to protec t against failure or loss of a node
or link.

(4) Subcniterion 4: Sugoortability. This subcnit.nlon re-
firs to the expected cost and dlfliculty of maintaining system per-
formance under normal conditions (e.g. , assuming no hostil, actions)
over the system s lif, cycle. Supportability is measured by the total
number of elements to be maintained and the degree of commonality among
•1~~ nts.

d. Evaluation Criterion 4: Transition. This criterion addresses
the difficulty of evolving f rom the current near-tare architecture to
the alternative mid—term architecture. This criterion also considers

0-4 
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1- the ability of a candidate architecture to support conti nued evolution

- into the far-term. The subcnitsria Identif led within this category are• :[ defined in the following subparagraphs.

• 1 (1) Subcritinion 1: Development Risk. This subcnit.nion re-
fers to the technical and management risk associated with developing the

• new nodal elements required to implement each architecture.

(2) Subcnitenlon 2: User Impact. This subcrit rlo~ refers
to the probable impact on the current AUTODIN I and AUTOOIN I~ user
communities of implementing the alternative architecture .

I

• 
f (3) Subcniterion 3: Ease of Iaple..ntation. This subcri-

ten on refers to the relative di fficulty of i mplementinç the new network
• 

-. elements and/or modi fying the existing network elements in order to
Implement •&ch architecture.

(4) Subcriterion 4: Potential for Evolution. This subcri—
ten on refers to the ability of each architecture to support continued
evolution beyond the mid—term. The potential for evolution thus re-
flects the extent to which the mid-term lAS can accommodate trsnsition
to a far—term lAS without constraining far—term alternatives.

• I ~~. EVALUATION METHODOLOGY 4
• As Indicated in Section 1, the level of detail inherent in the

description of an architecture is not suff icient to support a predictive
evaluation (i.e., an evaluation that predicts LAS performance). Thus the

L evaluation of alternative architectures is appropriately performed on a
relative basis in which the architectures are compared to each other
with respect to the evaluation criteria. In order to accomplish the
relati ve evaluation, the architectures were ranked wi th respect to each

I. evaluation subcriteria, and a Figure of Merit (FOM) was developed that
• aggr.gat~s this set of rankings into an overall ranking of the 

architec—

1~ 
tunes.

The evaluation process is conveniently described as a two stage
• .

. process. The first stage is the ranking of architectures wi th respect
[ to each evaluation subcritenia. The second stage 4s the development of
L.. a FOM for each architectural alternative.

t 0—5
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The first stage of the evaluation is accomplished by the following
three steps:

For each subcriterion, examine the alternative architectures
and identify potential differences in system performance with
respect to that subcri ten on

Based on the identif led differences, rank the alternatives
from the most desirable to the least desirable (allow ties in
ranking If differences are not significant)

Based on the ranking, assign “quality points” to each al-
ternative on a scale for 1 to 5.

An Important aspect of this process Is that any two alternatives (or all
three) can be ranked equally with respect to a given subcniterion. The
principal advantag, of this approach is that evaluating the difference
In potential performance between alternatives is reduced to the binary -

~~~decision of whether on. architecture is “preferred” to another. The
• absolute performance of each alternative need not be evaluated in order

to make this decision. Thus , the evaluation process Is based upon a
reiativs, qual itative assessment consistent with the degree of defini-
tion inherent in an architectural description and based upon an objec- - 7
tive binary decision process. As a final step in this process, the
qualitative assessments are translated into numerical quality point
scores on a scale from 1 to 5. The definitions of these scores is
presented in Table 0-I. As indicated by the table, a numeric score
is assigned to each alternative based on the preference ranking with
respect to each subcrtterton. In subsequent discuss-Ions the results of
the evaluation process are expressed in terms of these quality point
scores.

• The second stag. of the evaluation process Is the aggregation of
the rankings into an overall figure of merit (FOIl) for each alternative
architecture. The steps in this process are:

. The rank1 ,~s are first aggregated wi th respect to each eval u-
C. ation criterion as follows: For each evaluation criterion , 

- 
-

calculate the average quality point score by summing the
individual subcritenlon quality point scores and dividing the
sum by the total number of subcriteria

Calculate overall FOIl for each alternative by summing the
average quality point scores for each evaluation criterion.

I
I
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TABLE 0-I. ASSIGNMENT OF QUALITY POINTS

L Eva l uation of Al ternative
(Preference Rankino Result ) Qua1i t~ Point Score

Clearly more desirable than either of the other 5
alternatives

in
More des irable than one of the other alterna- 4
tives, but equally desirable to the remaining

L 
alternative

fl More des irabl e than one alternative and less de-
L. sirable than the remaining alternative 3

No preference among alternatives

— Less desirable than one of the other alternatives 2
[ but equally desirable to the remaining alternatives

r Clearly less desirable than either of the other 1
I.. alternatives

C
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For the purpose of later discussions , It Is useful to express this
process mathematically as follows. If we let the FOIl for the ith al-
ternative be Fj, then:

n
F — E Q

Jul

where Is the average quality pcint score for the Ith alternative
with respect to th j th evaluation criterion, and n • the number of
evalua tion criteria (in this case, n • 4).

can be evaluated as:

~~ ~iJk

( where is the Individual quality point score for the ith alternati ve
with respect to the kth subcriterion of criter ion J, and m is the number
of subcritenla wi thin the ith eva luation criterion .

As discussed later in this appendix, the contribution of each cri-
terion or subcnitenion can be adjusted through the introduction of
weighting. In this case the evaluation of F1 and Q13 become:

• • F~~ — E

i—i

m

• 
• 

~ijk

where W is the weighting factor for the jth evaluation criterion and
is the weighting factor of the kth subcriterion of criterion J. The

next section presents the results of the evaluation process.

4. EVALUATION RESULTS
0

• This section presents the results of the evaluation process des-
cnibed in the preceding section for each of the four major evaluation
criteria. Th. quality point scores as well as the significant factors
which led to the architecture evaluations for each subcritania are pre-
sented.
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a. Evaluation Criterion 1: Operational Effectiveness.
‘ I

(1) $gabcrlterlon 1: Speed of Servic .~ The principal factors
in determining the eventual system performance In terms of speed of
service are transmission delays, nodal element processing/queuing dc.
lays, and delays introduced by operating procedures, protocols, and

LI control functions. These factors , In general, are determined by system
design and implementation technology rather than by the architecture.
The only architectural factor that impacts speed of service is the

• hierarchical structure of the system that results from the architecture.
A measure of this architectural characteristic is the number of element-

,- - to-element links between a user and a service element or between a user
and another user in a normal transaction. Therefore, in order to evalu-• ate the qualitative difference between architectures for this subcni-
ten on, the number of links required for each type of transact-Ion an-I 

- 
ticipated In the Mid—Term lAS was calculated for each alternative archi-L tecture. Table 0—I! presents the results of this analysis. As indi-
cated in the table, path lengths weree calculated for Architectures II

- . and III assuming the I—S/A AMPE Is singly connected as well as assuming
the recommended configuration where the I-S/A NIPE is connected to both
a PSN and an I-S/A ANPECE). In all cases, the worst case backbone path
was assumed to be two PSNs, and the, best case backbone path was assumed
to be one PSN. The evaluation of architecture alternatives was based

• upon the results of this analysis.

r In general , the speed of service performance of a system 
j

- 
will be specified In terms of a worst case maximum response time or end—
to-end delay for each type of message or transaction. The design of the
system, therefore, is frequently determined by the worst case condition.
The cost and risk of meeting the performance requirements wil l also
frequently be determined by the worst case design l imits . Accordingly ,
this evaluation focussed on the differences between architectures in

* terms of the maximum path delays that can result in the system . As
indicated in Table 0-Il, if dual connection of the I—S/A AMPE is assumed
for Architectures II and III, the worst case path length for each archi-
tecture is the same for all traffic types except narrative message
transfer. Since delivery time for narrative message traffic Is not as

• critical as for interactive, query/response or teleconference traffic,
this difference is not considered significant.

• As indicated by Table 0—!! there is a potential dif-
ference between alternatives In terms of the best case delay possible
for teleconference, gateway , message retrieval , and mailbox services.
However, these best case differences occur in Al ternatives I! and III
only for users directly connected to the I-S/A AMPE(E) that also pro-
vides the network service. Since most users will be connected either
through an I-S/A AMPE or a PS14, only a small subset of the users will

* 
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experience the best cased delay Therefore, the difference is not
r considered suffi cient to create a clear preference for one alternati ve.
L The principal result of this analysis Is evidence of the

importance of dual connecting the I-S/A AMPE in Architectures I! and
fl III. As shown by Table 0.11, 1? the I—S/A AMPE is si ngly connected to

the I—S/A ANPE(E), the worst case path delay for Al ternatives II and II!
will be much larger than for Alternative I. This is due to the user -

I—S/A AMPE — I-S/A AMPE(E) - PSN — PSN — I—S/A N4~E(E) - I—S/A AMPE —I • user path that can occur in each of these architectures. However, if
the I—S /A ANPE i~ connected to both a PSN and an I-S/A AMPE(E), the
worst case path for Architectures II and Ill is reduced to a user - I-

~fl S/A AMPE - PSN - PSN - I—S/A AMPE — user path which Is identical to
L Architecture I. As a result, the final Mid— Term lAS speed of service

performance should not be greatly affected by the selection of any of
the alternative architectures. Therefore, the three alternative archi—

U tectures are ranked essentially equally for this subcrlterian and accord-
ingly the quality point scores are as follows:

. Architecture I - 3 points
- . Architecture II - 3 points

• . Archi tecture III  - 3 poInts ¶

(2) Subcniterion 2: User Motivated Interfaces. This sub-
criterion measures the degree of complexity of the decision processesF- that must be performed by lAS users. This complexity in turn is de-
pendent on the following two numbers:

i . The number of different service elements that need to be
• accessed by the user

* . 
• The number of different ways in which each service element can

be accessed.L
There are two main reasons why the complexity of the lAS user decision
process reduces to these two numbers. First, once a user achieves
access to a network service element, the complexity of the processing is
a function of system design and therefore is not an architectural issue .

-. Therefore, the analysis of this subcnitenla (at the architectural level )
Is appropriately confined to analysis of the process of accessing san-
vice elements. Secondly, the virtual message protocol and other I-S/A• AMPE features are Identical in each architectural alternative. There—Cr fore, the complexity of the accessing process Is the same in each

• 
L. alternative. The complexity of the user decision process thus reduces

to the number of choices that the lAS user has in accessing the network.

C—
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In Architectu re I~, there is only one typ. of service
element. This element is the CSE. All traffic , regardless of type,
must be routed directly to the n4ar.st. CSF for proc essing . Therefore ,
the accessi ng procedures and net~ork protocols employed in Architecture
I have th. least complexity possible.

Architecture II, like Architecture I has only one type
of service element. This element is the I-S/A AMPE~E). However, in
Architecture II, unlike Architecture I, the service element can be
accessed two di fferent ways:

Direct access by locally connected subscribers
• Remote access through the network.

The existence of two access approaches to the I’S/A ANPE(E) appears to
cause Architecture II to require more complex user proc essin g than
Architecture I. However, the actual increase in comp lexity need not be
significant , because the additional processing steps Implied by the two
access approaches can be embodied in the design of the I-S/A MPE(E)

C Itself and thus can be separated from the user leve l equipment.

Architecture III has both the CSF and I-S/A AMPE(E).
• Network services are divided between these two service element types.

Furthermore, at least so.. users (e.g., those directly connected to
PSNs) will be required to make addressing and routing decisions based

LI on the type of service required for each transaction. Consequently,
Architecture III is less desirable than Architectures I and II with
respect to this subcriterion. Accordingly the quality point scores are
as follows: -

•

• Architecture I - 4 points
O • Architecture II - 4 points

• Architecture III - 1 poInt.

(3) Suberiterion 3: TransmIssion Effici.nc~y. Transmission
efficiency reflects the relativ, amount of overhead Information required

C for addressing, routing, flow control , error control, and system control .• Since the overhead required for addressing and routing is essentially a
function of the number of subscribers and switching elements contained
In the system and since these numbers are system design and implementa-
tion Issues, no major differences were seen between the alternatives -—

within these areas.
- C  
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The overhead required to accomplish traffic control is
r considered essentially the same for each architecture. If dual connec-
[ tion of the I-S/A AMPEs is assumed , as Indicated in the speed of service

analysis , the average transmission paths will be essentially the same
for each alternative. Therefore, the amount of overhead represented by
error control procedures (resulting fro. end-to -end error rate dif-
ferences) will be essentially the same for each alternative.

p From the standpoint of system control implementation, the
presence of the I-S/A AMPE(E) within the access area in Architectures II
and III , is considered to be an advantage because it permits control

-
~~ functions at a lower level in the network than Architecture I. However,d the dual connection of the I-S/A AMPE could offset this advantage in

- Architectures II and III by requiring more complex accounting and con-
trol functions. Taking all these factors Into consideration Archi•
tectures U and III, are considered essentially equal in their probable

- 
performance with respect to this criterion. Architecture I is con-
sidered to be slightly less desirable. Therefore, the quality point
scores for the alternatives as a result of this subcriterion are:

Architecture I - I point
Architecture II - 4 points

. Architecture III - 4 points .

(4) Subcriteripn 4: System Motivated Functions. System
motivated functions are thoSe functions required to support system
operation rather than to directly provide user services. Typical system
motivated functions include network control for performance assessment
and status monitoring, accountability , technical control , and traffic
control . The princi pal di fferences betwee n architectures with respect

• to this subcrlterlon result from differences in the degree of complexity
required to design and/or imple.ent the Mid-Term lAS system motivated

• functions for each alternative architecture. In general the complexity
of the system implementation in this area reflects the number of dif-
ferent types of service elements as well as the total number of elements
required to Implement the giv en architecture . Based on the constrai nts

- established in Section II of this report , the n~~er of PSI4s wi ll beIndependent of th. architecture selected. In addition, since the number
- of I-S/A AMPEs will be based upon the user distribut1o~i, the number of

IS /A AMPE5 can be assumed to be equal for all three alternatives.• However, since the I-S/A *MPE(E) replaces existi ng I-S/A AMPE sites in
Architecture II , this alternative will require the smallest total number
of elements for a given level of performance If we assum. that the
number of CSFs in Architecture I and III wi ll be based upon the number
and distribution of users, then the total number of elements in both of

- these alternatives will be equivalent. In terms of the number
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of different types of network elements , Architecture II has an advantage
over the other alternatives , because of the high degree of commonality 

-
•

between the I-S/A AMPE(E) and the basic I-S/A AMPE. Architecture III on
the other hand, with both a CSF and I-S/A AMPE(E), in addition to the 4required PSN and I-S/A AMPE, represents the largest number of different
types of elements to be supported. As a result, the network control
functions will be most complex in Architecture III, least complex In
Architecture II , and somewher. between these two extremes for Architec-
ture I. Another important consideration pertinent to this subcriterion
is the difficulty of maintaining accountability in the Mid-Term lAS
network. In thi s regard, Architectures I and II have an advantage over
Architecture III , in that fewer network service elements would be
encountered in a typical narrative/record transaction flow through theC network. Additional considerations with respect to this subcriterlon
are technical control and traffic control . Architecture I was found to
have a slight advantage over the other two alternati ves in the area of

• technical. control since the technical control for the I—S/A AMPE(E)
contained in Architectures II and III would be somewhat more complex
than that required for the CSF contained in Architecture I. No signifi-

C- cant difference was Identified among the alternatives -in the area
of traffic control complexity. Considering all of the above factors,• and the relative strengths and weaknesses of each alternative, Alterna-

• tives I and II were judged to be approximately equal in their desira-
p bility with respect to this subcrlterion. Architecture III on the other

• 
- 

hand was judged to be somewhat less desirable than either of the other
two alternatives. Consistent with this evaluation, the quality point
scores for this subcriterion are:

• Architecture I - 4 points
• Architecture II - 4 points

Archi tecture III - 1 point.
C

(5) Subcrit.rion 5: Security. The security functions of the
Mid—Term lAS will be provided by a security subsystem, which Is inte-
grated into the various network elements. The allocation of the secur-
ity subsystem functions and the operation of the security subsystem will

C vary depending upon the architecture selected. In order to evaluate the
alternative architectures with respect to this subcriterion, a likely
implementation of the security subsystem for each alternative Was de-
fined and evaluated. The results of this evaluation are presented in
detail in a separat. classified appendix (Appendix E). In general, the
security analysis reveals that an effective security subsystem can be

O imp lemented In each of the alternative architectures. As a result , the
three alternatives are ranked equally with respect to this subcriterion
and the quality point assignment is as follows:

$
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Architecture I - 3 points
Architecture II - 3 points
Architecture III - 3 points.

(6) Subcriterion 6: Adaptability to Overseas Implementation.
The evaluation of the alternat ive archItwctures with respect to this
subcriterlon concentrated on differences among the alternatives with re-
spect to their ability to support mobile terminals and mobile network

• elements , the CONUS/Overseas trunki ng requirements associated wi th each
alternative , and the risk associated with overseas deployment of the
network service elements used in each architecture.

In comparing the ability of the architectures to utilize• mobile or transportable elements overseas , the required network element
si zes and the Impact of movement of elements on users must be consid-
ered. The size of the network elements is in turn determined by the
functional al location wi thin the architecture and the throughput re-
quirem.nt of the network elements that results from the architecture
hierarchy. As Indicated In the network element acquisition cost analysis

• described in Appendix C, the I-S/A AMPE(E) used in Architecture II is
the single largest element used In any architecture based on both func-
tional allocation and communications interface requirements. Thi s
element will therefore be the most difficult to implement as a mobile /
transp ortable element. In addition , since the I-S/A AMPE(E) used in

• Architecture II al so terminates a large number of subscribers, the
impact of moving this element after initial deployment is significant.
In contrast the CSF used in Architecture I Is almost as large or larger
than the• I-S/A AMPE(E) used in Architecture II fro, the standpoint of
functional capability. However, because the CSF in Architecture I In—
terfaces only to a PSN rather than to many subscribers , and is accessed
via the network rather than directly, it is much more amenable to re-

• deployment. Finally, the CSF and I—S/A AMPE(E) used in Architecture III
represent the smallest network element size because the functional
requirements are approximately evenly divided between these two ele-
ments. However, the potential impact on users connected to the I-S/A
AMPE(E) in this case is the same as for Architecture II. Based on the -

•

offsetting advantages of Architecture I and Architecture III, they are
judged to be equally desirable with respect to the feasibility of mobile

• . . network elements. Architecture II is less desirable than the other two
alte rnatives In this regard.

In terms of the ability to support mobIle terminals ,
Architecture Il s rated slightly more desirable than the other two
architectures. This results from the concentration of all network
services wi thin the CSF which is accessed via the network by all users• and is therefore relatively insensitive to the location and distribution
of users at any time. The other two architectures are cons idered to be
approximately equal in this regard.

L. -
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The risk of overseas deployment of network elements
considers the effect of overseas deployment on network vulnerability . As
a result of the analys i s no significant differences among arch1tectur~swere identif led in this area. Similarly, no significant difference was
found In the requirement for CONUS/Overseas trunki ng between the three
architectures. As a result of the analysis , it was determi ned that the
CONUS/Overseas trunking requirements depend primarily upon the con-
nection alternatives within architectures and whether the service ele-
ments are located overseas along with the PSt4s . -• - -

When all of the above factors are taken Into account,
• Architecture I was judged to be the most desirable from the standpoint

-• of Its ability to adapt to an overseas environment. Architecture III
was judged to be the next most desIrable architecture for overseas
implementation, and Arc hitecture II was judged to be less desirable than• either of the other alternatives. Accord ingly the quality point assign- •

..nts with respect to this subcrlterion are:

Architecture I - 5 poInts
• 

. Architecture II - 1 point
Architecture III - 3 points.

• (7) S L a ry of Evaluation for Operational Effectiveness.
~~

‘- The results of the evaluation process for all subcriter[a within this
evaluation criteri on are summarized in Table 0-Ill. As Indicated by
this table, Architecture I and Architecture II are essential ly equal
with respect to their overall operational ef fectiveness . Both architec-
tures are clearly preferred to Architecture III in this regard. It is
Interesting to note that in all respects, except for transmission eff i-

‘- ciency and adaptability to overseas implementation , Architectures I and
II are judged to be equally desirable. It is also interesting to note
that Architecture III Is judged to be more desirable than each of the
other alternatives In only one of the six subcriteria.

b. Evaluation Criterion 2: Flexibility . This criterion is
especially Important because the mid-term architecture must be flexible
In order to accommodate changes in requirements and to allow continued
evolution throughout the mid-term. Of major concern is the impact of
possible Inaccuracies in the current estimates of the number of sub-
scribers, traf fic volume, and utili zation of network services . As
indicated in SectIon 2, architecture evaluation for flexibili ty focuses
on differences between al ternatives in terms of both adaptability and

• expandability. The results of the evaluation process for each sub-
criterion within this category are presented In the following subpara-
graphs.

C
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• (1) Subcrlterion 1: Traffic Type Adaptability. Mo signi f-
Icant differences were identified between alternative architectures with
respect to this subcrlt rion. /s a result , the quality point scores for
this subcrit rion are:

ArChitecture ! - 3 poirits IArchitecture !! - 3 points -~~~~~

Architecture III - 3 points.
It

(2) Subcriterlon 2: External Interface Adaptability. The
volume of traffic directed outside the network as opposed to within the
network wi ll impact the nodal traffic flows and the loading on the
network elements involved In the qataway function. Since In each al-
ternative architecture the gatew~y function is assigned to a single
network service e’l~~~nt designated as the gateway to a particular cx- —

terMl networ k, no significant differences between alterna ti ves were
IdentifIed. As a resul t , quality point scores for this subcriterion
are:

Architecture I - 3 points
• Architecture II - 3 points

Architecture III - 3 points. 
-

-
• 

(3) Subcriterlon 3: Network Service Adaptability. The 
- -

•

eval uation of alternatives with respect to this subcriterion concen-
trated on the utilization of ASC replacement services versus new ser-
vices. Differences between architectures in this regard reflect the
differences in allocation of these serv ices within each architecture.
For ex~~ le, Architecture I provides all network services from a single
centralized service element (i.e. , the CSF). If the CSF Is designed to
permit a reasonable degree of load sharing, it should be relatively
insensitive to variations in the utilization of particular services. In
addition, since individual subscribers are not allocated to a designated •• - ;
C$F (hosed), there is an additional opportunity for load sharing among
the CSF faci lities within the network. Since all CSFs are acce ssed v ia
the backbone network, this network load sharing should not significantly
degrad, the response time performance of the networ k.

Architecture II also allocates al l services to a single
network element (I.e., the I-S/A ~~E(E)). If properly designed , it,
too , offers the advantage of nodal load sharing. However, since some
su~,scr1bers are connected directly to the I-S/A AMPE (E) and some are
c*~nnect d v ia an I-S/A ~IIPE that is dual connected to a PSN and an I-S/A
*.‘E(E), network level load shari ng, while possible , is somewhat more
complex In this alternative. For example, traffic entering the networ k
via the I-S/A AMPE that requi res networ k services wil l normally be

• 
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routei directly to the connected I-S/A AMPE(E). If that element is
• unavailable , however, traffic from the I-S/A ANPE can be routed via the

connected PSN to another I-S/A AMPE(E).

Architecture III offers approximately the same degree of
• network level load sharing as Architecture II because of the dual con-

nected I-S/A AMPE and I-S/A AMPE(E) connected subscribers. However,
because the network services are split between two network service
elements (CSF and I-S/A AMPE(E)), this architecture does not offer the

• same degree of node level load sharing. As a result of these factors,
Architecture I is considered to be the most adaptable to changes in
demand for network services followed by Architecture II and Architecture
III , In that order. Accordingly, the quality point scores with respect
to this subcriterion are:

Architecture I - 5 points
• Architecture LI - 3 points

Architecture III - 1 point.

• (4) Subcriterion 4: SubscrIber/Traffic Distribution
5 AdaptabIlity. This subcrlterlon measures the sensitivity of the system

to chang es in the day-to-day distribution of traffic. For example,
traffic patterns in the network could change dra5tically during a
crisis situation. Typical perturbations include sudden shifts in the

r rat io of local versus remote traffic or significant increases in the
amount of traffic In a particualr region. Differences between alterna-
tives with respect to this  subcriterion reflect differences in the
funtional allocation among service elements as well as differences in
the user access to these services.

Architecture I Is considered to be the least sensitive to
changes in subscriber and traffic distribution because the CSF is
accessed- via the backbone by all subscribers. In fact, it Is likely in

• Architecture I that a particular subscriber would be unaware of which
CSF was providing the service functions for any given transaction.

f.. ’ Assuming the PSN switching nodes and trunks were properly sized to1. handle the worst case traffic flows, sudden shifts In traffic distribu-
tion would have l it t le or no effect on overall system performance in
Architecture I. The same general comments apply to Arch i tecture III but

L only with respect to the new network services provided by its central ized
• CSF. The A$C replacement functions allocated to the I-S/A ANPE(E) In

C Architecture III and all network serv ice functions in Architecture II
would be somewhat more sensitive to traffic distribution. Further, it

L. is expected that during the mid-term timeframe, perturbations are more
likely to occur in the narrative/record traffic (I.e. , the ASC replace-

- sent functions) than in the new network service traffic. Therefore ,
the difference between Architectures II and III is not considered sig-
nificant. Finally, it must be remembered that the virtual message pro-
tocol (VMP) and the dual connection of the I-S/A AI4PE permit most single
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address narrative/record traffic to be exchanged between I-S/A AMPE con-
nected subscribers without requiring processing by the higher level
service elements in any architecture. Therefore , the basic performance
of all three architectures with respect to this subcriterion will be
significantly better than the current AUTODIN system.

Taking all of the above factors into account, Architec-
ture I Is considere’l to be the most desirable alternative with respect
to this subcriterion. Architectures II and III each are considered to
offer essentially the same level of system performance. Accordingly,
the quality point scores are:

• Architecture I - 5 points I. Architecture II - 2 points
Architecture III - 2 points.

• (5) Subcrit.rion 5: Subscriber Expandability. The ability
of a system to expand both in the number and types of subscribers is a
function of the subscriber termination configurations permitted by an
architecture. Since each alternative provides essentially the same
subscriber termination alternatives (i.e., PSN connected or I-S/A AI4PE
connected), there are no significant differences between the alterna-
t-Ives with respect to this subcriterion. As a result, the quality point
scores are:

• Architecture I - 3 points
-• 

. Architecture II - 3 points
• Architecture III - 3 points.

C 
(6) Subcriterion 6: Protocol Expandabil-Ity. The architec-

tures were compared in terms of their ab i l i t y  to accommodate new user
level , network level , and link level protocols in order to meet evolving

• user requirements. The introduct ion of new user level protocols and
link level protocols will impact subscriber terminal equipments and ,
pOtentially, the I-S/A AMPE and PSN subscriber interfaces. Since these
elements are common to all three alternatives, no significant differ—
ences between the architectures were identif led with respect to link
leve l or user level protocol expandability. Similarly, new network level
protoco ls Invo lv ing service element-to-service element transfers should
have an equal impact on each architecture. A significant difference

I * between al ternatives was identified in t rms of the impact of introduc-
ing new user-to-service protocols.

p - - -4
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In Architecture II the same family 0f network elements
-

, (I.e., I-S/A AMPE and I-S/A ANPE(E)) provides both network services and
f user termination. Therefore , changes in the user-to -service element
( protocols can be Implemented within these elements . In Architectures I

and III , however, the central service facility does not terminate sub-
scribers directly. Therefore, changes In the user -to-service element - •

protocols could impact both the I-S/A AMPE and the CSF. During the mid-
term ti meframe, i t  is expected that new user-to—service element proto—

- cols will most likely be introduced as a result of the new network
I services. Since new network services are allocated to the CSF In both

Architecture I and Architecture III , no significant difference Is ex-
pected between these two alternatives . As a result , Architecture II i s
considered to be the most desirable alternative with respect to this

- subcrlterion. Architectures I and III are both considered to be slight-
ly less desirable. The quality point scores are:

Architecture I - 2 points
Architecture II - 5 points
Architecture III - 2 points .

(7) Subcriterlon 7: Serv Ice Expandability . This subcri- *

- - ten on refers to the relative impact of adding new network services to
the Mid-Term lAS . Since each alternative permits the sam, degree of

. imp lementation options , differences between architectures with respect
to adding new services are concentrated on th. degree of flexibility
provided to the system designer in allocating the new services to net-

- work elements. As a result , Archite cture III was judged to be the most
flexible in its ability to add new network service s because it offers

- . the option of implementing functions In one of two network service
elements (i.e., the CSF or the I-S/A AMPE(E)). No significant differ-

• .nces were identified between Architecture I and Architecture II.
— Therefore , the quality point scores with respect to this subcriterion

I are :

Architecture I - 2 points
I ‘ . Architecture II - 2 points. Architecture III — 5 points.

(8) Subcrlter lon 8: Control Function Expandability. This
L subcriterion measures the ability of the system to accommodate changes

in the numbers and types of control functions used In the network.
Differences among alternatives with respect to this subcriterlon
result from differences In the number of elements and the number of
different types of elements contained in each arc hitecture . These

- - numbers , in turn, affect the complexity of the control functions. As
discussed previously with regard to system motivated functions , Archi-

~~

•

. 

- tecture II has the fewest numbers and types of network elements.

L
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$ As a result , the implementation of new control functions at a future ‘ I
date is considered to have l ess impact on Architecture II than on the
other architectures. Accordingly, the quality point scores with respect
to this subcriterion are: —

Architecture I - 2 points —-

C . Architecture II - 5 poInts
Architecture III - 2 points.

(9) Subcriterion 9: Traffic Expandability. There are two
primary methods available to Increase the traffic handling capacity of

C. the network—Increase the number of serv ice elements or increase the -. -

size of the existi ng service elements. No significant differences were
identif led between the architectures in terms of their ability to add
additional servic. elements as required. In terms of the ability to -~~~~~

expand the size of existin g serv ice elements , there is a potential
difference. M discussed previously with regard to the mobility of
serv ice elements used overseas , the I-S/A AMPE(E) used in Arc hitecture
II has the highest communications throughput of any service element used
In the architectures. Therefore , the upper limit of memory s ize and/or
processing speed In the I-S/A AMPE(E) may be reached at a lower traffic
volume in Architecture II than In the other architectures. This would
require the introduction of additional service elements and the re-
distribution of subscribers at an earlier stage of growth. Therefore

• I Architecture II is somewhat l ess desirable than the other architectures
with respect to traffic expandabillty. Alternatively, the serv ice dc -
dents in Architecture III have the smallest communications throughput of
the service elements used in the architectures . Consequentl y, Archi-
tecture III can be expected to offer the highest degree of flexibility

c in terms of service element expans ion versus introduction of new serv ice
elements. Accordingly, the quality point scores with respect to this — .
subcriterion are:

Architecture I - 3 poInts
. Architecture II - 1 poInt

* . Architecture III - 5 points.

(10) Subcrlterion 10: External Interface Expendability.
The Interface between the lAS network and external systems may be
either user oriented , as in the case of allied/tactical interfaces, or

$ network orient ed, as in the case of interfaces to externa l packet net-
works . The optimum allocation of gateway functions for user oriented
external syst ems interfaces is to a user termination element such as the
I-S/A AMPE(E). The optimum all ocat ion for a network oriented external
interface is to a centra l ized network element such as the CSF. Since
Architecture III contains both the I-S/A AMPE(E) and the CSF , It permits

$
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the optimum expandability with regard to external Interfaces. Since It
is not clear at this time whether future expansion of external inter—

J faces will more likely involve user oriented or network oriented sys-
teas , Architectues I and II are considered equally acceptable. Con-
sequently, the quality point scores with respect to this subcritenion
are:

Architecture I... - 2 points
i.— . Arc hitecture II - 2 points

. Architecture III - 5 points.

(l~) Summary of Evaluation For Flexibility . The results of
I the evaluation process for all subcriterla within this evaluation cri-

terion are sui~arized In Table D-IV. As indicated by this table,
r Architecture I is the least sensitive to day-to-day changes in the

• network operation because of it~ highly centralized structure. Arch i-
tectures II and III , on the other hand, are more easily expanded in the

L. future to accommodate evolving requirements. As a result, each archi-
tecture provides specific advantages with respect to flexibility and no

U one architecture Is clearly preferred over the others overall.

c. Evaluation CriterIon 3: Survivability/Aval labllity/
I Supportability . Survivability Is a major factor in the selection of a

Mid-Term lAS architecture. Of almost equal conc ern Is the availability
of the system under normal conditions. In general, the factors that
affect survivability also affect availability. Therefore, the evalua-
tion of alternativ, architectures concentrated on three principal sub-
cri teria: the effect of failures; the ability of the system to recover

- fro. fai lures ; and the degree of failure protection inherent in the
architecture. Supportability is also a major factor in the selection of
a Mid—Term lAS architecture . One of the principal objectives of the

- Mid-Term lAS is to reduce the operation and maintenance costs associated
I with the AUTODIN system. The three factors of survivability , availa-
I- bility, and supportability are considered together as one evaluation

criterion because factors that enhance survivability/availabilIty some-
& times adversely affect supportability. For example, distribution of

functions among a large number of elements can tend to make a system
more survivab le. However, the resultant redundancy and physical dis-

- - .  tributi on of hardware and software can also significantly Increase the
cost of maintaining and operating such a system. The results of the
eva l uation p rocess w ith respect to each of the four subcriteria are

• presented In the following subparagraphs.

• 
— 

(1) $ubcriterion 1: Effect of Failures. The effect on the
- 

‘ - - - total system of failures in individual elements w ill , in large measure ,
depend upon the degree of redundancy among service elements and com-

• 
munications facilitIes provided in the final system design. As a
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result , this evaluation concentrated on the inherent differences between
ç - architectures in terms of the concentration of functional cepabi II ti ~s
t and subsc riber access within particu lar service elements that could

result in ~choke polnts’ In the final system design and, hence, ad-
versely affect survivability and availability. As a result of this
analysIs , Architecture II was identified as having such a potential

• choke point in the form of the I-S/A AMPE(E). As noted in prev ious
discussions , the I-S/A AMPE(E) in Architecture II has a high co uni-• r cations traffic throughput compared to the service elements used in the
other architectures. In addition , the I-S/A AMPE(E) in Architecture II

• - 

concentrates both network service functions and a significant amount of
- 

~
. the subscriber termination functions within a single element. There-

• fore, the I-S/A AMPE(E) in Architecture II represents a potential choke
- 

( point in a stress environment. It should be noted, however , that even
the loss of an I—S/A ANPE(E) in Architecture II will not have a cata—
st rophi c effe ct on the network operation . Since the I-S/A AMPEs which say
be connected to the I-S/A *MPE(E) will be dual con nected to a PSN,
and since the services provided by the I-S/A AMPE(E) can also be pro-

‘ -~ vided by other I-S/A AMPE(E) nodes in the network, only those subscri-
bers singly connected to the I-S/A ANPE(E) Itself will experience a loss
of service. Remaining subscribers to the network will experience only a

-
• 

- 
degradation in performance.

I As a resu lt of the analysis , it was determined that los s
of a CSF or I—S/A AMPE(E) in Architecture UI or the loss of a CSF in
Architecture I would have relativ ely equal effect on overa ll networ k

L operation. As a result , the quality point scores ass igned for this
- subcr i ter ion are as follows :

Architecture I - 4 points
Architecture II - 1 point
Architecture III - 4 points.

- (2) Subcrlterion 2: Failure Recover y . Th. user leve l and
• system level procedures and functions required to recover from the toss

ç of a link or node in each architecture were analyzed. In genera l , the
- - procedures required to recover from such a loss depend upon the specific

network services involved as wel l as the source and destination locations - 
-

- and the subscriber typ . Consequently, no s igni ficant differences In •

L. fai lure recovery capability were identified among the alternatives . How-
ever , an Important result of this analysis was the determination that
all three alternative architectures will provide .-~gnificant Improvementover the Near-Term lAS with respect to their abilIty to recover from the
loss of a node or link. For example, since subscriber terminal equip-
dents arid I-S/A AMPE equipments are not dependent upon a designated
(hosing) service el~~ nt , the abili ty to recover from loss of the near—

L. est service element Is inherent In the routing and traffic distribution
C capability of the network. Therefore, no special procedures are required
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to recover from the loss of any sing le service element. In addition ,
the use of the virtua l message protocol (VMP) In the I-s/A AMPE to send —-

most narrative/record messages provides a significant backup to the more
complex multiple address and message processing functions provided by
the higher level service elements. That is , if a CSF or an I-S/A AMPE (E) - -~~

o Is lost , a subscriber connected to an I-S/A AMPE could still send mul-
tipl e address messages , one at a t ime, us ing the VMP wi thout assistance
from a higher leve l service element. Finally, in the event a desti-
nation subscriber Is inoperative or destroyed, the source subscriber can
simply readdress the message either manually or automatically via the I-
S/A AMPE and forward the message to a contingency destination. When
these features are used singly or in combInation, the result is an .• ,

almost continuous graceful degradation from complete network capability
to minimu, network capability. Since the same features are available in
each of the three alternative architectures, the quality point scores
with respect to this subcriterion are:

0 Architecture I — 3 points
Architecture II - 3 points
Architecture III - 3 points.

• 1

(3) Subcriterion 3: Failure Protection. The degree of
— failure protection providid by a given architecture is a function of the - •L number of connec tion alternatives available between subscribers and

service elements and the degree to which redundancy can be added to the
networ k after ini tial implementatIon. Significant differences identi-
fied with respect to these two factors are discussed below.

Both Architectures II and III provide considerable
flexibility in terms of the number of ways subscribers can be multiply -.4
connected to the network. In addition to the preferred configuration
where an I-S/A AMPE is dual connected to both a PSN and an I-S/A AMPE(E)
In both architectures, the I-S/A AMPE(E) wil l be dual connected to two
different PSNs in most cases. Individua l subscribers In these archi- - -

tectures say also be dual connected to two network elements of the same
type depending upon the availability of adequate communications facili-
ties. As a result , Architectures U and III offer the possibili ty of a
more ric hly connec ted access area and, hence, greater protection against
the loss of any single commun ications li nk or node than Is available
w4th Architecture I. In terms of the ability to Increase redundancy
after initial Implementation, Architectures II and III again enjoy an - -

advantage over Architecture I. Since arty I-S/A AMPE can be upgraded to
provide I-S/A AMPE(E) capability through simple addition of hardware/software
modules, a high degree of redundancy Is possible in Architectures II and
III. Further, the redundancy of the network can be easily increased in
Inc remental stages following initial implementation.

.. • •~~~~~~~ 
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When all these factors are taken into account , Archi-
tectures II and III are preferred to Architecture I with respect tor failure protection capabilities. Accordingly, the quality po int score s
with respect to this subcriterion are:

r . Architecture I - 1 point
Architecture II - 

4 points
- 

. Architecture III - 4 points.
r1 (4) $ubcrlterion 4: Suooortabllity. The supportability of

the syste. based on architecture ~s a function of the number of elements
required to implement a given level of system performance and the degree

I of commonality among elements within the architecture. As discussed
- previously, Archltect-jre II, with a single network element based on the

already defined I-S/A AMPE family, will require the lowest total nUmber
of elements to implement a giv en network capability. This factor , along

• t. with the high degre. of commonality between the I-S/A AMPE(E) and the
I-S/A AMPE, makes a syst em desi gn based upon Architecture II the mostr supportable. Alternatively, Architecture III with Its CSF and I-S/A
ANPE(E) requires the largest number of network elements to implement a• given network capability. In addition, the presence of two distinct
families of equipment would Increase the logistics and maintenance costs
asscc iated with a system based on Architecture III . Architecture I wi th
a CSF and I-S/A AMPE would require more elements than Architecture II
but fewer than Architecture III to implement the same network cape- :

r bil iti es . It wou ld , however , suffer from the maintenance and logistics
difficulty asso ciated with two separate fami lies of equipment. As a
result, Architecture II is considered to be th. most desirable archi-
tecture from the standpoint of supportability followed by Architecture I
and III , respectively. Accord ingly, the quality point scores wi’h re-
spect to this subcri teria are:

Architecture I - 3 points( .  . Arc hitecture II - 5 points
Architecture III - 1 point.

(5) Su ary of Evaluation for Survivabllity/Avai lability/
S~ çor%ab1l1ty. The results of the evaluation process for all sub-
criteria within this evaluati on criteri on are s ummarized In Table 0-V.L As indicated previously, there is a clear tradeoff between survivability
and maintainability. This is evidenced clearly with respect to Archi-
tecture II. The consolidation of all network service functions in a

I single network element, the I-S/A AMPE(E), based upon the existing I-S/A
AMPE family of equipments, results in Architecture II having the lowest
ranking wi th respect to effect of failures and the highest ranking with
respect to supportability. Architecture III, on the other hand, with

L 0.27
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C network serv ice functions distributed across a larger number of e l ements
• tends to eliminate potential choke points or concentrations of service

and user access while introducing signi ficant logistics and maintenance
difficulties. Because of the lower level of connectivity in the access
region, Architecture I does not represent a good comp romise between
these two extermes. In attempting to resolve this tradeoff, significant

- weight must be given to the supportability consideration. As evidenced
in the ear l ier di scussions, each of the alternative architectures pro-

- vides a significant improvement in terms of survivability over the near—
term lAS. In addition , many network features common to all three al-
ternatives provide graceful degradation and tend to minimi ze the p0~
tential differences In this area. Supportability , however, remains a
driving concern for the mid— term. Since any mi d—term architecture will
represent a significant implementation cost, it is important that

• considerable attention be paid to operation and maintenance costs in
order to optimize the life cycle cost of ownership for the lAS to the
DoD. With this in mind , the quantitative advantage of Architecture II
ove r the other alternatives in this evaluation category takes on in-
creased importance in the overal l selection of a Mid-Term lAS Archi-
tecturv.

d. Evaluation Criterion 4: Transition. This evaluation cr1-
ten on deal s with the relati ve ease (or difficulty) of evolving from the
Near—Term lAS to a specific mid—term architecture ard beyond . Accord-
ingly, subscriteri a were defined to be: the degree of risk i nvolved in
the development of necessary network elements ; the -i mpact of the transi-

- . tion on Near—Term lAS users in terms of continuity of serv ice and In-
creased/modified operational procedures; the ease of implementation of
the necessary network elements; and, finally, the potential for evolu-
tion to a far -term architecture. Results of the analysis with respect
to each of these subcri terIa are discussed below.

• (1) Subcnlterlon 1: Development Risk. Because the state-
of-the-art of available technology was considered as a constraint in the

C definition of each of the alternative architectures, and because the
general development approach for the Mid-Term lAS network elements has
been defined by DCEC, differences in the risk of successfully developing

r the necessary hardware and software implementation of lAS network dc -
L ments will result from differences in the number of different develop—

- ment programs that must be managed, funded, and controlled in order to
implement each architect ure . Eval uation with respect to this subcri-

• ten on, therefore, concentrated on evaluation of th. probability of
L success of the required hardware and software development program(s).

Recognizing that th. packet switched nodes (PSN) and subsc riber termi nal
- equipments are c~~~n developments to all thre. alternati ves , Archi-

tectura I requires the development of the I-S/A AMPE and the CSF.

[ 
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C Architecture U requires the development 0f the I-S/A ANPE family of
equipments Including the I-S/A AMPE(E). Architecture UI requires the - 

-
•

development of the I-S/A AMPE family and the CSF. Since both the en- •

hanc.d and basic versions of the IS/A AMPE fami ly will be developed
under a single program, and since the probability of success of this
single development program is considered greate r than the c~~ insd
probability of success of two separate developments, Architecture II is
expected to involve the least development risk. Because of the high
degree of Commonality within the I-S/A ANPE fami ly, the differe nce in
development risk between the two progr~~ required for Architecture III

F- is not considered significant. Accordingly, the assigneent of quality
points with respect to this subcritenion are:

Archltecture l - 2 potnts
Architecture II - 5 points
Architecture IU - 2 points.

(2) Subcrit.rion 2: User I a c ~. No sig nificant di fferences
were identified between the architecture alternatives wi th respect to —

-: the probable impact on current users of the transition from the Near-Term
lAS to the Mid-Term 1*5. As described In Section IV of the body of
this report , th. transition from AMPE to I-S/A AMPE and from ASC to
I—S/A N4PE(E) or CSF should not result in significant loss of continuity
of service or disruption to existing user operating procedures. There-
fore, the quality point scores with respect to this subcniterion are:

. Architecture I - 3 points

. Architecture II - - 
3 points

. Architecture III - 3 points.
C

• (3) Subcnit.nion 3: Ease of Imp lgmentatlon. The probable
— complexity of Implementing th~ue mid-term architecture with respect to

each alternative Is a function of th. number of network service elements
that must be implemented and/or modified. In this conte xt It should be

$ r= red that the currant transition planning assumes that I-S/A AMPE
nodes will be implemented as a first priority. If Architecture Il ls
selected as the preferred mid-term architecture, completion of the
transition process wi n requir, only the enhancement of the previously
Installed I-S/A AMPE nodes. Architecture I, on the other hand, wi ll
require Introduction of a totally new network service element - the CSF.

• Architecture III implementation will require introduction of a CSF and
the enhancement of existing I-S/A ANPEs in order to create the necessary
I-S/A N f(E) nodes. Additional modifications to subscriber terminal
equipments, operating procedures, remaining ASCs, AMPEs, and PS$s wi l l
be required in all three architectures. As a result, Architecture U is

•

• 
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considered to be the best of the three alternatives in terms of imple-

r mentation of the mid-term architecture, followed by Architecture I and
1. Architecture III , respectively. Consequently, the quality point scores

with respect to this subcnitenion are:

Architecture I - 3 points
Architecture II - 5 points
Architecture III - 1 point.

(4) Subcriterion 4: Potential for Evolution. The three
alternative architectures were evaluated In terms of their potential to
evolve towards two general classes of future lAS architectures—a satellite
backbone architecture and an integrated voice and data architecture.
The principal differences among architectures identified as a result of

F this analysis result from the allocation of network service functions to
the acces s area versus the backbone. Specifically, Architecture I was
considered somewhat restrictive to evolution to the two potential clas-
ses of far—term architecture because of the role of the CSF and its

- limitations as a backbone element. For example , retention of the CSF as
I -- the primary service element in a satellite backbone architecture could

lead to multiple satellite hops between the source subscriber, the CSF,
- and the destination subscriber. Similarly, the implementation of an

L integrated voice and data network is likely to entail additional levels
of switching within the access area, and consequently increase the
distance between the subscriber and the backbone CSF service element.
In general , therefore, both the satellite backbone and the integrated

- voice and data networ k architectures tend to favor architectures with
services provided in the access area, closer to the users. As a result,

I Architectures U and UI provide the best opportunity for continued
evolution from the mid-term to the far—term. Accordingly, the quality

- 

point scores with respect to this subcniterion are:

[ . Architecture I - 1 point
Architecture II - 4 points

. Architecture III - 4 points .

I
(5) Su ary of Evaluation for Transition. Results of the

evaluation process with respect to all four subcr l teria within this
L evaluation category are presented In Table 0-Vt. As indicated in this

•
. table, Architecture II is preferred over the other two alternatives in

three of the four evaluation subcriteria. The consolidation of all
I network functions in a single network element that can be derived from
L an existing R&D program allows the implementation of Alternative II In

the mid—term with minimum development risk and implementation cost and
complexity. In addition , the location of all network functions in the

L access area , close to the subscribers , facilitates the eventual 1mph —
mentation of both satellite backbone and integrated voice and data
architectures at a future date.
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- t e. Overall Evaluation. As Indicated In Section III, the evalua-
r - tion methoJology consists of two distinct stages. The first stage ,
[ qualitative evaluation and the assignment of quality scores, was de-

- scribed in the preceding paragraphs. The second stage of the process ,
calculation ~f an overall figure of merit (FOIl) for each alternative[ architecture , can now be accompl ished. As indicated in Section III, the
overall figure of meri t (F1) is calculated by su ing the average qual—

ity point score derived for each evaluation criterion (Q1~). The appro-
-- priate values of Q1j and F1, calculated from the evaluation process, are

su arized In Table 0-Vu . As indicated by this table, Architecture II
receives the highest overall figure of merit and is hence preferred over
the other two alternatives. As indicated by this table, Alternative II
is clearly preferred in the areas of survivability/avai labihity/supporta

L bility and transition. In addition , Architecture II is evaluated to be
almost as desirable as the better of the two remaining alternatives in

~~~— the areas of operational effectiveness and flexibility. As a result, it
is unlikely that further analysis of the alternatives would reverse

L these first order evaluation results.

1. As discussed in Section II, one of the principal reasons for
calculating the overall figure of merit Is to permit the application of

r- weighting factors to the evaluation criteria. In order to determine the

L impact of weighting on the evaluation results, a set of candidate evalu—
• ation criteria weights were defined based on inputs from OCA. These

r 
weighting factors are:

Operational effectiveness - 1.5
Flexibility - 2.0

- . Survivability/availability/supportability - 3.0 •

L . Transition 3.5. —

These weighting factors were applied to the quality point scores derived
from Table 0-Vu . The weighted figure of merit scores that result from

L this process are:

Architecture. I - 27.4
L . Architecture II - 35.6

Architecture III - 27.7

As expected, the application of weighting factors does not change the
L results of the evaluation process. In fact, because of the small

numerical difference between quality point scores of Architecture II and
- the other architectures in the two evaluation criteria for which

Architecture II Is not clearly preferred , no reasonable weighting of the
evaluation criteria would change the principal evaluation results.
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5. RECO~~ENDATION

[ Based on an analysis of technical factors, alternative Architecture
Il l s  recome.ndad as the preferred Mid-Term lAS architecture. Based on
its slight ly higher rating than A rchitecture I In three of the fourr eval Mation criteria , Architecture III is recomeended as the first al
ternate
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