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EXECUTIVE SUMMARY

Commencing with its appointment by 0SD/DTACCS (now ASD/C31) in
early 1975 as the AUTODIN System Manager, the Defense Communications
Agency (DCA) has had responsibility for development of an Integrated
AUTODIN System Architecture (IASA). The purpose of the IASA is to
guide the evolution of the Defense Communications System's AUTODIN
subsystem towards a more secure, accurate, survivable, and efficient
means of message processing and data communications while offering
standard solutions to user requirements. The IASA is organized into
three architectural descriptions corresponding to the three major
ginl periods in the evolutionary development of an Integrated AUTODIN

ystem:

Near-Term (1978-1983) - initial implementation of the
AUTODIN Il packet switched data network and consolidation
with the existing AUTODIN I narrative/record message
switched network

Mid-Term (1984-1988) - expansion of the AUTODIN II data
service worldwide, closure of AUTODIN I ASCs, introduction
o:dsfzndardizod terminals, full integration of AUTODIN I

a

Far-Term (Post 1988) - complete integration, narrative/
record and data service worldwide, continued evolution
toward the third generation DCS.

Presented in this report are the results of the IAS Architecture
definition process applicable to the Mid-Term. Previocus effort in
this process was directed toward identification and analysis of imple-
mentation alternatives for the Near-Term (1978-1983). The Near-Term
work, described in the [AS Architecture Report of December, 1977,
was intended to shape decisions on the implementation and/or use of
existing and readily available hardware/software components in order
to achieve a Near-Term capability. The !id-Term architecture analyses,
by contrast, were directed toward the development of an overall, top-
down system architecture, and the definition of new system elements re-
quired to support this architecture.

Presented herein are the preferred architecture for the Mid-Term,
two alternate architectures and a description of the process and ra-
tionale for selecting the preferred architecture. In addition, a pro-
posed transition approach to achieve the preferred architecture and to
identify the actions uired to evolve from the Near-Term [AS Archi-
tecture of 1983 to the Mid-Term IAS architecture of 1988 is described.
In addition, this report includes guidance in planning and programming
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Based on ASD(C’I) guidance and overall AUTODIN system requirements,
the major architectura®! objectives relevant to the Mid-Term are:

: Expiand AUTODIN II to provide a worldwide data backbone
Complete phase-out of AUTODIN 1 switches
Standardize terminals/AMPEs
Reallocate ASC functions to other [AS elements

Enhance system survivability

Enhance tactical and allied forces 1ntcropo;|bility with OCS
Accomplish the above objectives via evolution.

Consistent with these objectives, the IAS Architecture definition

effort over the past year has been directed toward the following
objectives:

Define viable candidate architectures for the Mid-Temm
Recommend a prefarred Mid-Term Architecture for the IAS

. Evaluate the differences between the preferred architecturs
and viable alternatives

Define an approach to transition from the Near-Term IAS to
the Mid-Term IAS.

The process of defining the Mid-Term Architecture for the IAS was
constrained to consider only those architectural alternatives which are
technically and economically feasible within the Mid-Term time frame,
consistent with the objectives of the Integrated AUTODIN System
Architecture, and finallz. consistent with the evolutionary philosophy
of the Integrated AUTODIN System. The principal constraints on the
architecture definition process were the following:

Current AUTODIN I inventory assets
Current AUTODIN II development status

: Inter-Service/Agency Automated Message Processing Exchange
o (I-S/A AMPE) program status

' Available technology.

For the Near-Term, architecture definition was issue oriented and
dddressed specific options available to the system implementer. The
architecture definition process in support of the Mid-Term, on the
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other hand, is considerably broader in scope, and is aimed toward
definition of a top-down, overall architectural description,

: The approach to defining the Mid-Term [AS Architecture was
based on the following three analysis efforts.

Definition of Mid-Term requirements and operating
environment

Generation of candidate architectures and selection of
alternative architectures from among viable candidates

Evaluation of alternatives and selection of a preferred
architecture.

The definition of Mid-Term requirements and operating envirgn-
ment involved the projection of IAS input traffic; the projection of
AMPE and 1-S/A AMPE populations; the identification and definition of
required IAS services and functions; and the identification and
definition of candidate Mid-Term network elements.

Candidate network elements for the Mid-Term [AS include those
elements of the Near-Term IAS architecture that can be retained
through the mid-term as well as new elements that could be developed
in time for the mid-term. The candidate IAS elements and their
characteristics are the following:

Packet Switch Node (PSN). The PSNs installed in CONUS
and overseas under the AUTODIN I! program will be avail-
able in the mid-term time frame for use in the IAS
backbone. Basad on current traffic projections, the
PSNs installed in the near-term should be sufficient to
accommodate the total IAS busy hour traffic. The need
for additional PSNs to be installed during the mid-term
in order to support expansion into the far-term and/or
growth in the network will be based upon user acceptance
and experience with the initial operational network.

Automated Message Processing Exchange (Near-Term [-S/A
AMPE, AMME, LDMX/NAVCOMPARS, AF AMPE, Streamliner). Most
of the MILDEP/Agency AMPE equipments will reach the end
of their useful service 1ife during the mid-term and will
be replaced by standardized Inter-Service/Agency AMPEs.
The MILDEP/Agency AMPEs ara therefore, not considered
principal network elements for the Mid-Term IAS. (Those
MILDEP/Agency unique AMPEs retained in the mid-term will
be treated the same as other large, automated AUTODIN I
terminals in the IAS),
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» «  AUTODIN Switching Center (ASC). A principal objective of
the Mid-Term IAS Architecture is the closure of the exist- &
ing ASCs both in CONUS and overseas. Therefore, ASCs will -1
be retained in the Mid-Term IAS Architecture only as !
required to facilitate smooth and orderly transition.

v * Central Service Facility (CSF). The CSF is a postulated
new centralized network service element that would perform
necessary user support functions and/or network functions
to accomplish message delivery and provide needed user
services. The CSF is accessed via the backbone network
and does not directly terminate subscriber equipments.
s The specific functional capability of the CSF is dependent =
upcn the architectural alternative selected.

. Inter-Service/Agency AMPE (I-S/A AMPE)., This new element
is postulated as a standardized replacement for the exist-
‘ ing MILDEP/Agency AMPEs. It would provide a complete set
i of agreed upon common Service/Agency AMPE functions and
1 s have provision for accommodating a 1imited number of user -
; unique functions. The [-S/A AMPE will be modular in both [
3 hardware and software such that great flexibility will be g
available to the Services and Agencies in tailoring the 2
; [-S/A AMPE for each installation. The basic functional ], i
f capability of the I-S/A AMPE is essentially independent ;
€ of the architectural alternative selected.

.  Enhanced Inter-Service/Agency AMPE (I1-S/A AMPE(E)). This "
. new element is postulated as a network service element v 4
1 that will be derived from installed [-S/A AMPEs through { ]
modular expansion of software (and if necessary hardware). f
¥ The I-S/A AMPE would, therefore, include all of the ;
, functions of an [-S/A AMPE as described above, and replace : :
» a normal I-S/A AMPE in the network at selected locations.

However, the enhanced [-S/A AMPEs in the network would [
also provide the additional network functions needed to 1

i allow phase-out of remaining ASCs and provide new network = g
C functions. The I-S/A AMPE(E), 1ike the I-S/A AMPE, will !

be moduiar and thus provide the Services and Agencies

great flexibility in tailoring the [-S/A AMPE(E) to meet

site requirements. The full functional capability of the \
[-S/A AMPE(E) depends on the architecture alternative. ’

Ve . Common Family of AUTODIN Terminals (CFT). A new family
of terminal equipments is being defined by DCS as part of (
the [ASA program. This common family will include a full
range of terminals from simple teletypewriter to highly
automated user terminals. The functional capabilities of
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these terminals will be defined on the basis of user requi-
rements and are independent of the architectural alternatives
selected.

It should be noted that not all of the candidate architectural elements
are utilized in all architectural alternatives. In, addition, the roles
of some elements are dependent upon the architectural alternatives in
which they are used.

The set of candidate architectures was generated through a
sequential decision tree approach based on three major architectural
decision levels:

. Selection of a network element set from among the available
candidate elements

. Allocation of functions among the selected element set

s Consideration of specific confiquration/connectivity options

within the architecture (e.g., dual/single connection of
nodal elements).

The candidate definition process resulted in the identification
of 23 candidate architectures. Further analysis reduced this set to
three final alternative architectures. All three alternatives utilize
the packet switched node (PSN) as the principal backbone switching
element and the Inter-Service/Agency AMPE (I-S/A AMPE) as the principal
access area message processing and communications concentrator element.
The basic characteristics and distinctive features of the three
candidates are summarized below:

. Alternative I - This alternative represents a centralized
architecture with little or no hierarchical structure in
the access area. All network and user services in this
alternative are provided from a relatively small number of
service elements connected to the backbone and accessed via
the network. These service elements are the Centralized
Service Facilities (CSF)

" Alternative Il - This alternative represents a distributed
architecture in which user and network services are provided
from a common access area element, the enhanced [-S/A AMPE
(I-S/A AMPE(E)). This results in a very flexible structure
in the access area with services accessed both directly and
via the backbone network. In addition, this architecture
p;ovidcs the maximum degree of commonality among network
elements.




«

. Alternative III - This alternative represents a hybrid
architecture between the centralized structure of Alternative
I and the distributed structure of Alternative II. In this
architecture, some services are provided by a centralized

backbone service element (the CSF), and the remaining services

are provided by a distributed access area element (the [-S/A
AMPE(E)). ,

Each of these architectures provides the required Mid-Term IAS
services and functions, and is consistent with the constraints and -
anticipated operating environment of the Mid-Term.

In order to select a preferred Mid-Term IAS Architecture, the
three alternative architectures were evaluated with respect to both
technical and cost factors. This evaluation was based on a series
of quantitative and qualitative technical analyses performed in
support of the [AS architecture definition. The major evaluation
criteria used in these analyses are the following:

Operational effectiveness
. Flexibility
Survivability/Availability/Supportability
. Transition
Cost

Based upon the results of the evaluation process, the preferred
architecture for the Mid-Term IAS is Alternative II. This alternative
was determined to be preferred to 2ach of the other alternatives in
three of the five major evaluation criteria including the two technical
criteria which are considered most important for the Mid-Term [AS -
transition and survivability/availability/supportability. A principal
characteristic of this architecture which led to its selection is the
consolidation/integration of network and user motivated functions into
a single service element based upon the currently planned I-S/A AMPE
program. This consolidation/integration provides significant potential
benefits in both cost and performance, and contributes materially to
the ease of transition from Near-Term to the Mid-Term network architec-
ture.

The preferred architecture for the Mid-Term [AS presented in this
report meets all of the major objectives of the IAS program. In
addition, the recommended transition approach will provide an orderly
evolution from the current AUTODIN through the Near-Term into the Mid-
Term and eventually into the Far-Term.
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SECTION I
INTRODUCTION
1. PURPOSE

The Integrated AUTODIN System (IAS) Architecture is organized
into three architecture descriptions corresponding to ihe three major

time periods in the evolutionary development of an Integrated AUTODIN
System:

0 Near-Term (1978-1983) - initial implementation of the AUTODIN
IT packet switched data network and consolidation with the
existing AUTODIN I narrative/record message switched network

0 Mid-Term (1984-1988) - expansion of the AUTODIN II data
service worldwide, closure of AUTODIN I ASCs, introduction of
standardized terminals, full integration of AUTODIN I and II

-0 Far-Term (Post 1988) - complete integration, narrative/record
and data service worldwide, continued evolution toward the
third generation OCS.

The Integrated AUTODIN System Architecture Report of December,
1977 identified implementation alternatives and recommendations for
the Near-Term (Reference a). This report presents the preferred
architecture for the Mid-Term, identifies two alternative
architectures and describes the process and rationale for selecting
the preferred architecture. In addition, this report describes a
proposed transition approach to achieve the preferred architecture
and identifies the actions required to evolve from the Near-Term IAS
Architecture of 1983 to the Mid-Term IAS Architecture of 1988. The
purpose of the IASA is to quide the evolution of the Defense
Communications System's AUTODIN subsystem towards a more secure,
accurate, survivable, and efficient means of message processing and
data communications while offering standard solutions to user
requirements.

It should be noted that the IAS will neither be a new system to
be suoerimposed on all other user systems in a duplicative way, nor
will it exploit technological advances in the data processing
industry when there is no well defined need to do so.

2. BACKGROUND

In July, 1974, the General Accounting Office (GAO) published a
report that was critical of the Department of Defence (DoD) for (1)
not having a single a?oncy responsible for management of the entire

nclude AUTODIN terminals; (2) for a poor
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3 telecommunications center consolidation record; and (3) for
duplication of effort and proliferation of AMPE-type AUTODIN
terminals by the Military Departments (MILDEPs) and DoD Agencies.

O

The GAO recommended to the DoD that a single AUTODIN manager be
appointed to resolve the problems as they surfaced.

In February, 1975, 0SD/DTACCS (now ASD(C31)) acted on the GAO
recommendation by tasking the Defense Communications Agency (DCA) in
coordination with Services/Agencies, to develop an Integrated AUTOOIN
System Architecture (IASA) on a terminal-to-terminal basi{s and, based
on that architecture, to define a common family of AUTODIN terminal
hardware and software.

On 12 December 1975, 0SD/DTACCS approved the DCA IASA development
plan which would address the various elements (e.g., PSNs, AMPEs,
terminals, etc.) as a single integrated system with processing
functions allocated to system components on the basis of how and
where they can best be performed. As a result of this plan, OCA is
responsible for accomplishing three objectives: (1) a system
architecture on a terminal-to-terminal basis; (2) terminal
specifications; and (3) related standards, formats, and procedures.

As an outgrowth of the 0SD tasking, JCS Memorandum of Policy 165,
titled: AUTODIN and Associated Message Processing Systems, was
issued on 5 May 1976. MOP 165 established AUTODIN as the DoD
common-user data communications system, directed maximum use of the
system elements, identified criteria for interservice
telecommunications center consolidation and automation, provided
safeguards to prevent proliferation of non-standard terminal systems,
and provided policy and guidance for use of new equipments using
automation techniques through the AUTODIN.

3. ORGANIZATION

The IASA Project organization is shown in Figure 1. Control of
the project is exercised through the AUTODIN Systems Integration
Branch (Code 534), Headquarters DCA. Technical Support is provided
by the Defense Communications Engineering Center (OCEC).
Representatives of OCA, MILDEPs, National Security Agency (NSA),
Defense Intelligence Agency (DIA), and Defense Logistics Agency (DLA)
are formed into a Technical/Policy Panel which serves as the forum
for discussion of IASA issues. In addition, there are three working
2roup:. each chaired by DCA, with participation from MILDEPs and DoD

gencies.
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4. IAS ARCHITECTURE OBJECTIVES

8ased on ASD(C3I) guidance and overall AUTODIN system

requirements, the major architectural objectives relevant to the
nid-term are:

Expand AUTODIN Il to provide worldwide data backbone
Complete phase-out of AUTODIN I switches

Standardize terminals/AMPEs

Reallocate ASC functions to other IAS elements
Enhance system survivability

Enhance tactical and allied forces interoperability with OCS

Accomplish the above objectives via evolution.

Consistent with these objectives, the IAS Architecture definition
of:ortionr the past year has been directed towara the following
objectives:

0

Define viable candidate architectures for the mid-term
Recommend 2 preferred Mid-Term Architecture for the IAS

Evaluate the differences between the preferred architecture
and viable alternatives

Define an approach to transition from the Near-Term [AS to
the Mid-Term I[AS.

In addition, specific analyses were performed under this effort to
address the following additional architectural objectives/issues:

Project IAS user requirements through the mid-term
Define the role of the Inter-Service/Agency AMPE
Oefine the role of the Centralized Service Facility

Identify the impact of the Mid-Term IAS Architecture on
AUTQOIN II design (PSN, terminals, protocols, System Control)

A ot T Dt ) s el Wond S (A G, S




0 Define [AS security subsystem
o Evaluate options for expansion of AUTOOIN !l overseas

The preferred architecture for the Mid-Term IAS presented in this
report meets all of the major objectives of the IAS program. In
addition, the recommended transition approach demonstrates that the
preferred architecture can be achieved in an orderly evolutionary
process from the current AUTODIN through the near-term into the
mid-term and eventually beyond into the far-term.

S. SCOPE

This report presents the results of the IAS Architecture
definition process applicable to the mid-term. Previous effort in
this process was directed toward identification and analysis of
implementation alternatives for the near-term (1978-1983). This
near-term work, described in the [AS Architecture Report of December,
1977, was intended to shape decisions on the implementation and/or
use of existing and readily available hardware/software components in
order to achieve a near-term capability. The mid-term architecture
analyses, by contrast, were directed toward the development of an
overall, top-down system architecture, and the definition of new
system elements required to support this architecture. This report
is intended to provide guidance to DoD in planning and programming

for a new family of terminals, and other hardware/software components
of the IAS.

The overall IAS program milestones are identified in Figure 2.
As indicated in this figure, the mid-term architecture definition
will continue through FY 79 in order to provide necessary functional
specifications for the Common Family of AUTODIN Terminals to include
the Inter-Service/Agency AMPE.
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SECTION II
GENERAL ARCHITECTURAL ALTERNATIVES FOR THE MID-TERM IAS

1. THE NEAR-TERM IAS ARCHITECTURE OF 1983

In order to evaluate the alternative architectures available for
the Mid-Term Integrated AUTODIN System (1984-1988) it is necessary to
understand the evolutionary changes in the AUTODIN I/II networks that
will result from implementation of the Near-Term IAS Architecture.

It is recognized that the evolutionary nature of the changes in the
AUTODIN I/1I networks preclude a single point description of this
period of rapid development and implementation. However, for purpose
of this report it is useful to represent the cumulative network
changes as a single description referred to throughout this document
as the Near-Term [AS Architecture or the 1983 Architecture. This
conceptual single point description of the Near-Term Architecture for
the Integrated AUTODIN System represents a point of departure for all
subsequent mid-term architecture definition efforts.

a. General Description. The Near-Term Integrated AUTODIN System
Architecture will result from evolutionary developments of both the
existing AUTODIN I narrative/record network and developments under
the AUTODIN II, Phase I packet switched network. By the end of the
near-term (1983) interactive, query/response and bulk data service
among host computers and a variety of terminals will be provided
through a network of AUTODIN II packet switch nodes (PSN). During
the near-term, up to four of the current CONUS AUTODIN I ASCs will
have been closed. Common-user narrative/record service to all DoD
components worid-wide will be provided by a network of MILDEP/ Agency
Automated Message Processing Exchanges (AMPE) and termina) equipment
supported by the remaining ASCs in CONUS and at least seven ASCs
overseas connected via a combination of AUTODIM II PSN backbone
trunks and remaining inter-ASC trunks. Interface between AUTODIN
record/data users and tactical/allied users will be accomplished by
designated ASC interfaces to the NATO NICS TARE and AN/TYC-39
automatic message relays. As will be seen in subsequent
descriptions, the fully integrated end-to-end common-user network
envisioned for the Integrated AUTODIN System will not be achieved by
the end of the near-term. The 1983 IAS, therefore, is best described
as a consolidated DCS subsystem consisting of two major networks, the
AUTODIN I narrative/record network and the AUTODIN II. computer
communications oriented network. The IAS implementation efforts
throughout the near-term will result in a considerable degree of
sharing of assets between these major networks as well as significant
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standardization of user terminals and local message processing
equipments. More importantly, the near-term developments will lay
the groundwork for the total integration of these two networks that
wil] take place throughout the mid-term time period. The remaining
pan?v‘-cphs in this section describe the 1983 Architecture in more

3 c “u TR

[ b. Major Subsystems of the 1983 Architecture.

5 (1) AUTODIN I. The Automatic Digital Network (AUTODIN) I is
E a store-and-forward switched network of the Defense Communications
2 System (OCS) which functions as a single integrated world-wide, -
' high-speed, computer-controlled, general-purpose communications
3 network, providing secure record communications service to the -
' Oepartment of Defense (DoD) and other Federal agencies. AUTODIN I
has been operational for approximately 16 years and has undergone
numerous enhancements and expansions required to meet the growing Dod
2 requirements for data/record communications. In addition, several ; |
: additional enhancements and improvements are currently in process : '
: and/or planned for the AUTODIN I to keep it viable and responsive to
] the needs for narrative/record communications into the 1980s.
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CONUS. An expanded memory system was recently installed
at all eight CONUS ASCs as well as at the Hawaii ASC. This memory
C system, which consists of four disc units and two mini-computers at
each switch, frees up core space for additional programs and provides -
faster cycle time than the old mass mewmory units. The new software
package included with this system will also allow for a larger .
operating program through program overlays. Another CONUS AUTODIN :
support project is replacement of the magnetic tape and mass memory y
units with disc units at each leased ASC. In addition to significant \
cost savings, this enhancement will provide a direct, high-speed, R
channel interconnect to the AUTODIN II PSNs. This will permit
utilization of the PSN network for digital trunking between ASCs.
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Overseas. To meet currently forecasted operational
o requirements and to replace/refurbish worn out subsystems of the i
3 overseas AUTODIN I, DCA has also initiated several enhancement \
; ’ projects. These are: memory-memory control replacement prograin; S
| input/output controller, card reader, and high-speed printer
replacement; tape subsystem replacement; and patch and test facility '
upgrade. These enhancements will insure operation of the overseas -
* o ODIN through at least 1985.
’
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$ (2) AUTODIN II. The AUTODIN II is a general purpose data
communications packet switched network for integrating the
teleprocessing and record communications needs of DoD into a single
digital backbone system. AUTODIN II Phase I will achieve an Initial
Operational Capability (10C) in FY 1980.

CONUS. The design of the AUTODIN II system is based on
packet-switching technology with the intent to use fully those
aspects of the ARPANET design technology (such as proven algorithms)
that are applicable to the new system. The system will employ a
short data handling unit, or packet of bits, to accommodate

m;:uputcr. computer-computer and/or computer-terminal data
traffic.

Each AUTODIN II packet switch (PSN) will: route and
distridute packetized traffic (interactive, query/response, record,
and bulk data) over a full duplex wide-band trunking network;
electrically interface with the AUTODIN I system through CONUS ASCs;
terminate up to 150 lines (both individual and multiplex) per switch
with a capability to service up to several hundred data subscribers
and accommodate dial-up access lines for low volume subscribers and
emergency restoration.

The initial AUTODIN II network will consist of three
PSNs at Ft. Detrick, Tinker AFB, and McClellan AFB with a Network
Control Center at Headquarters DCA. The acceptance of this three
node network establishes the FY 1980 10C. Subsequently, a fourth PSN
will be added at Gentile AFB. The growth of the network from that
point will depend on user requirements and user ability to provide
the software and hardware interfaces needed to connect to the
network. It is envisioned that the network service will grow
incrementally, as required, to meet additional requirenents.

There are two basic types of subscribers to the AUTODIN
I1: network hosts and terminals. Hosts are computers capable of
simultaneously conducting multiple conversations with other hosts or
terminals. Host computers, in general, are the centers of major ADP
teleprocessing systems and are major sources of network traffic.

Terminals are defined as either bit or character
oriented devices capable of conducting a conversation with only one
destination at a time. Terminals may operate in interactive (I/A),
query/response (Q/R), bulk, or narrative message applications.
Terminal devices include computer peripheral controllers and
intelligent or unintelligent input-output devices. The PSN will
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 interface with terminals so as to minimize the hardware and software

impacts of these users. Multiplexers are used extensiveiy in this
network to minimize the cost for access lines.

In a typical AUTQOIN Il network data flow, the traffic
source (computer, terminal, or AUTODIN I ASC) wil} present a data
segment to the sgurce PSN. The source node will accept traffic one
segment or character at a time from the subscriber, make prescrided
control, security and community of interest checks, format the
segment into a packet for network transmission and send each packet
separately into the network on the appropriate trunk. Intervening
nodes will relay the data packets. The destination node will reform
each packet into subscrider deliverable traffic in the form of a
segment (or characters), perform outgoing validation checks, deliver
the segment or characters to the destination terminal and acknowl edge
receipt.

As a major subsystem of the DCS, AUTODIN II must provide
service at all levels of security from unclassified to Top Secret,
Special Intelligence. To meet this need, the AUTODIN II, Phase I
communication 1inks and switch facilities will be secured to the
highest classification level transmitted, and wil) be capable of
being compartmented by use of transmission control codes (TCC) and
virtual logical channels. Each data packet will be verified as to
the authorized security level and community-of-interest of both the
sender and receiver. ]

Overseas. Current DCA planning for AUTODIN II provides
for achieving service on a worldwide basis via overseas PSNs as early
as FY 1981 but no later than FY 1983. Prior to fielding PSNs,
service will be provided solely via multiplexers. Initial PSNs will
be located, one each in Europe and the Pacific. Additional near-term
overseas service may be provided through continued use of local
multiplexers via intercontinental trunk (probably satellite). Final
decisions on overseas will be made in the near-term.

C. Network Elements. The major architectural elements that
exist in the 1983 Architecture are derived from the AUTOOIN [/11
networks. These elements are described in the following
subparagraphs.

(1) Packet Switch Node (PSN). The PSN is being developed
under the AUTODIN II, Phase I program to provide backbane switching
for both the AUTODIN II and AUTODIN I subsystems. A simplified
functional block diagram of the PSN is illustrated in Figure 3.

As indicated in this figure, the PSN includes the following major
subsystems:

10
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Line Control Module (LCM). The LCM provides the
communications interface and protocol functions necessary to
interface to trunks as well as host computers and terminals
terminated at the PSN. The LCM transfers data to and from trunks in
the form of packets; to and from host computers and other binary
format terminals in the form of binary segments, and to and from
character oriented terminals in the form of characters. The LCM
oxchange: data with the SCM in the form of both packets and segments
as needed.

Switch Control Module (SCM). The SCM performs the basic
packet switching function within the PSN. The SCM accepts binary
segments or packets from the LCM, processes the routing and control
i:.o{zation contained in the data, and returns packets or segments to
t .

Terminal Access Control (TAC) Module. The TAC is
included in the PSN to permit character oriented terminal subscridbers
(both AUTODIN ! and II) to utilize the PSN. The TAC includes a
Terminal Host Protocol (THP), Transmission Control Protocoe! (TCP)
and a Segment Interface Protocol (SIP) which allow conversion between
character format data and binary segment data for processing dy the
SCM. The TAC capability of the PSN can be implemented outside the
PSN itself at remote terminal or host locations. In this case the
remote TAC interface to the PSN appears to be a binary segment
format. The technical features and performance of the PSN are
described in the System Performance Specification, (Type A) for the
AUTQDIN II, Phase I.

(2) AUTODIN Switching Center (ASC). The 1983 architecture
will utilize eleven AUTODIN I ASCs. The 4 ASCs remaining in CONUS
will be colocated with AUTODIN II PSNs. These ASCs will terminate
local subscriders and, by means of special TAC “cut-through"
arrangement at the PSNs, be able to terminate remote subscriders via
the PON backbone., This arrangement is described tfurther in Section
It (parcgglph 2 5). In the 1983 architecture, direct trunking
between ASCS will also be used to provide connectivity among
allied/tactical users, overseas ASCs and ASCs colocated with PSNs
both in CONUS and overseas.

(3) Automated Message Processing Exchongo (NPE). The 1983
architecture will include a large number of MILDEP/Agency operated
AMPES, such as the AMME, LDMX, NAVCOMPARS, AF AMPE, and Streamliner.
These AMPE equipments will provide local message processing and
cormunications concentrator functions for narrative/recora users.
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AMPES will continue throughout the near-term to be homed on
designated ASCs, efither through direct ASC termination or through a
Terminal Access Controller (TAC) interface at a PSN.

(4) Near-Term Inter-Service/Agency AMPE (Near-Term 1-S/A
AMPE). Toward the end of the near-term some degree of AMPE
standardization will be achieved through limited introduction of a
Near-Term [-S/A AMPE beginning in 1982. This “standardized" AMPE,
while not capable of performing the complete set of all I-S/A AMPE
functions, will perform an agreed upon set of functions in an agreed
upon standard way and will be capable of satisfying the service
requirements for some percentage of subscribers of 21l the services
and agencies. This Near-Term I-S/A AMPE is envisioned to be based on
multiple mini-processor technology. The Near-Term [-S/A AMPEs will
be homed on one or more ASCs throughout the near-term as the
service and agency AMPEs are now.

(5) Host Computer. Major high volume computer facilities in
user communities such as WNMCCS and SACDIN will interface directly to
PSNs in the Near-Term Architecture. These are computers capable of
simul taneously conducting multiple conversations with multiple
destinations. The interface will use binary segment leaders
principally in Mode VI. These hosts are centers of major ADP
activity and are major sources of network traffic. (Note: smal)
volume ADP systems will probably be categorized as terminals and be
connected to ASCs or PSNs in a standard mode; or connected to AMPEs
or N’ar-Tcnn I-S/A AMPEs in either a standard or subscriber specified
mode) .

(6) Terminal. A wide variety of terminals will exist in the
1983 architecture. Typical characteristics of the AUTODIN I type and
AUTODIN II type terminals anticipated in this period are shown in
Table I. Terminals are defined as character oriented devices
capable of conducting a single coversation and range from
teletypewriters up through small computers.

(7) Multiplexer. Multiplexers will be used in the 1983
architecture wherever practical in order to effect transmission
efficiency and/or cost reduction.

d. 1983 Architecture Configuration. The anticipated 1983
architecture is illustrated in Figure 4. This schematic diagram
11lustrates the generic configuration of network elements both in
CONUS and overseas. This basic configuration is described in the
following subsections.
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TABLE 1. 1983 ARCHITECTURE TERMINAL CHARACTERISTICS

EXISTI 1 NALS

Iypes - teletypewriter, card, magnetic tape, facsimile,
multimedia, computer interface, AMPE

Protocols/liodes - I, II and V

Codes - ASCII, ITA#2, Fieldata

Speeds - 45 thru 4800 bps

Formats - JANAP 128, ACP 127, DO 160/103

ANTICIPATED AUTODIN [I TERMINALS

Types - teletynewriter, card, magnetic tape, facsimile,
CRT, sensors, multimedia, host computers

Protocols/Modes - I, 1B, IIA, VI link protocols and end-to-end
host nrotocols

Codes - ASCII, others (transparent to network)
Speeds - 110-56k bps

Formats - binary and character segment formats, message formats

transparent to network

LA
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(1) CONUS. The anticipated backbone in CONUS will include
-up to eight PSNs with four colocated ASCs. The trunk network
connecting these PSNs will be sized both for survivability and speed
of service considerations.

The access region in CONUS will consist of MILDEP/Agency
unique AMPE and Near-Term [-S/A AMPE equipments and an assortment of
AUTODIN I and AUTODIN Il type terminals connected via local
communications fecilities to either AMPE, Near-Term [-S/A AMPES,
ASCs, or PSNs. [t is not anticipated that the current AUTODIN I
subscriber network within CONUS will change significantly during the
near-term. The major change in the access area during the near-term
therefore, will be represented by the introduction of a significant
number of AUTQDIN II host computer and subscrider terminals.

(2) Overseas. The overseas backbone in the 1983
Architecture will depend heavily upon existing ASC assets.
Al though implementation of overseas PSNs is planned for the
near-term, significant replacement of ASC operation overseas will
probably not be accomplished by the end of the near-term time
period. A significant feature of the overseas backbone will be the
direct interface between allied/tactical users and ASCs (at least
two NATO interface trunks are also anticipated for CONUS). The
access area overseas is expected to be dominated by the existing
AUTOOIN I terminals (including AMPEs). The introduction of
AUTODIN Il terminal and host computer interfaces overseas is
dependent upon the introduction of packet service overseas. It is
anticipated that by 1983 this service will be readily avatlable in
Europe and to a lesser degree in the Pacific.

As evidenced by the schematic diagram of Figure 4 and
the preceding descriptions, although full integration of the AUTODIN
System will not be possible in the near-tem, significant sharing of
backbone assets wil) have been accomplished. In addition, the
consol idation/closure of ASC sites both in CONUS and overseas should
significantly reduce cost of operation and maintenance (0&M)
associated with the total AUTODIN System. However, the 1983
architectural configuration does represent significant potential
problems in the area of survivability through the introduction of
choke points in the total network operation. It must be recognized
therefore, that the 1983 architecture is not an end in itself, but
rather a conceptual milestone in the continued evolution of the
Integrated AUTODIN System.

¢. Connectivity in the 1983 Architecture. The major interfaces
that will exist in the 1983 architecture are illustrated in Figure
5. The basic i|1nk protocol and interface characteristics of the
1983 architecture are described in Table II.
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TABLE II. 1983 ARCHITECTURE CONNECTIVITY

CONNECTION

PSN-PSN

PSN-ADP Host
PSN-ASC

PSN-Terminal (Type II)

PSN-AMPE, Terminal (¥yne I)
ASC-ASC

ASC/AI'PE-Terminal (Type I)
ASC-NICS (TARE)

ASC-TYC-39

-1
-
LINK PROTOCOL
Binary Packet L
Mode VI, Binary Segment Leader (BSL) §

Mode V] BSL

tode 1B, II or VI Character via
Terminal Access Controller (TAC)

Mode I, Character (via TAC)
Mode I, DIN I (Switcheto=Switch)
Mode I, x'x. V. OIN I (Terminal)
Mode I, DIN I (Terminal)

Mode I, DIN I (Terminal)

18
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f. Tactical Interfaces. The two principal tactical interfaces
for the Integrated AUTODIN System are anticipated to be operational
by 1983. These interfaces are the AN/TYC-39 Automatic Message Relay
developed under the TRI-TAC program and the NATO Improved
Communications System Tactical Automatic Relay Equipment (NICS/TARE).
Interface to both of these systems in the 1983 Architecture will be
accomplished via direct connection to designated ASCs. (It should be
noted that while ASCs are the preferred connection point, any access
node with a compatible interface could be used.) Overseas both
the AN/TYC~39 and the NICS/TARE interface will be accomplished
th designated ASCs. In CONUS one or more of the colocated
ASC/PSN sites will be designated as the NATO interface. It is
anticipated that both the NICS/TARE system and the AN/TYC~39 relay
will employ an AUTODIN [, Mode I, terminal interface and that this
protocol will provide the basic access mechanism. Although these
interfaces are not considered optimal for the eventual integrated
system operation, it is not considered feasible to accomplish
significant protocol/interface modifications within the time
constraints of the near-term. Therefore, implementation of new

access arrangements for tactical/allied users will be accomplished in
the mig-term.

9. Security. The 1983 architecture will depend upon
1ink-by-11ink encryption similar to that emplaoyed in the curreat
AUTODIN I System. The cryptographic equipments used for this purpose
will include the existing KG-13 and KG-34 as well as newer devices
such as the KG-84. Key variable distribution for these equipments
will continue to be off-1ine and essentially a manual operation.

In addition, the AUTODIN II protocols will employ security
Tevel and transmission control codes in message headers to enhance

the protection and separation provided for user information in the
PSNs.

The current consolidation of special intelligence (SI) and
general service (GENSER) traffic within the AUTODIN I ASCs permits a
single terminal (e.g., AMPE) to transmit and receive SI and GENSER
traffic. However, the terminal must operate in an SI accredited
environment in system high mode with SI-cleared operators. By 1983
efforts will be cugmt to consoiidate SI and GENSER traffic into

Near-Term [-S/A s which can be certified to joint DIA/NSA
Cr'ltgr*ll.
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h. Operation. Procedures and protocols utilized in the 1983
architecture for narrative/record message operation will be basically
unchanged from the current AUTODIN I syst*m. As discussed earlier,
AMPE and terminal equipments will have a designated home ASC. This
ASC will provide the same terminal support and message processing
functions as in the current system. Precedence and preemption
processing will remain unchanged. Current message formats (JANAP
128, ACP 127, DOI 103) will be employed as well as the DD-173 joint
message form and a joint plain language address directory. The three
principal modes of operation identified as AUTODIN ! standaras (Mode
I, Mode II, and Mode V) will remain in common use. Procedures and
protocols associated with these modes of operation will be
essentially unchanged for narrative/record users.

Procedures and protocols for computer oriented data users of
the 1983 AUTODIN Il network will be developed under the AUTODIN 1!
program. At least four major link protocols (I, IB, IIA, and VI) as
well as an end-to-end host protocol are defined for the AUTODIN II
system (Reference b). AUTODIN Il binary and character formats as
well as special message formats for data users will be well defined
by the 1983 time pericd. In general, it is anticipated that AUTODIN
Il subsystem implementation will be esentially complete within the
1978-1983 time frame. Operating procedures and protocols will be
well established and provide a sound basis for expansion of service
both in CONUS and overseas throughout the mid-term.

1. Summary. As evidenced by the preceding description, the
architecture of 1983 will provide an AUTODIN System that is, in
general, responsive to the needs of both narrative/record and data
users. In defining the next major evolutionary step toward the
Integrated AUTODIN System to be taken in the mid-term, the following
characteristics of the 1983 architecture should be considerea:

0 The architecture of 1983 represents a consolidation of two
essentially independent networks with significant sharing of
backbone assets and two co-existing user communities with
distinct operating procedures, access arrangements and
equipment inventories.

The architecture of 1983 represents an increase in the
standardization of AMPE and terminal operation/configuration
through introduction of Near-Term Inter-Service/Agency AMPES.

The AUTODIN system of 1983 will provide significantly improved

performance and service for data users through the
capabilities of the AUTODIN Il subsystem.
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o The architecture of 1983 represents l1ittle or no real
improvement in system survivability, security, or operational
flexidility over the current AUTODIN I system for
narrative/record users.

0 The AUTODIN system of 1973 represents significant improvement
in cost effectiveness as a result of the closure of at least
four CONUS ASCs and colocation of ASC and PSN sites.

As a result of these and other architectural considerations, it is
clear that the architecture of 1983 does not represent an acceptable
conclusion to the integration process. Therefore, the need for
continued evolution to a Mid-Term Integrated AUTODIN System
Architecture is clear. In the next section, the process of defining
alternative architectures for the mid-term {s initiated with the
discussion of the constraints on the mid-term architecguro.

2. CONSTRAINTS ON THE MID-TERM IAS ARCHITECTURE

The mid-term architecture for the Integrated AUTODIN System (IAS)
will provide an architectura)l framework for the evolutionary
development of the Automatic Digital Network (AUTODIN) during the
period 1984-1988. The IAS architecture is not intended to represent
a new system that must de developed and superimposed on existing
common user DoD systems in a competitive or duplicative manner. It
is rather intended as a vehicle to guide the evolution of DoD data
telecommunications towards a more secure, survivable, efficient, and
cost effective means of satisfying both narrative/record and data
communications requirements throughout the 1980-1990 time frame.
Consistent with this philosophy, the Integrated AUTODIN System
architecture for the mid-term is necessarily constrained in its scope
and direction. Coincidentally, the process of defining the Mid-Term
Architecture for the IAS is constrained to consider only those
architectural alternatives which are technically and economically
feasible within the mid-term time frame, consistent with the
objectives of the Integrated AUTODIN System Architecture, and
finally, consistent with the evolutionary philosophy of the
Integrated AUTODIN System. The following subsections present some of
the principal constraints on the mid-term architecture and identify
the implications of these constraints on the architecture definition
process.

a. Current AUTODIN I Inventory Assets. Currently installed
AMPEs and terminal equipments of the AUTODIN I network as well as
those installed during the period 1978-1983 will have a significant
useful life oxtnndin? into (and in some cases through) the mid-term
time frame. The evolutionary implementation of the IAS precludes the
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wholesale replacement of these equipments during the mid-term.
Therefore, the Mid-Term Architecture must provide for support of
AUTODIN I, Mode I, character format terminals and AMPEs throughout
the mid-term time frame. The implication of this constraint is most
significant upon the functional definition of the nodal elements
which must interface these current inventory AUTODIN I AMPEs and
terminals. In addition to providing the obvious 1ink protocols, the
nodal elements required to support surviving AUTODIN I subscriber
equipments must also provide all terminal support functions formerly
provided by the ASCs. This has the effect of defining the minimum
functional capability of these nodal elements. If and when AUTODIN I
service(s) (e.g., guaranteed sequential bulk delivery) can be
accommodated by an AUTODIN II service, then and only then will the
AUTODIN I service be phased out.

b. Current AUTODIN II Development Status. The currently planned
AUTODIN II will provide 4 PSNs with options for up to 4 additional
PSNs. This network of up to 8 PSNs will provide the basic backbone
for the Mid-Term Integrated AUTODIN System. Based on the early IOC
and the advanced degree of definition of network operating modes,
protocols, and interfaces, it is not considered feasible to
significantly change the design of these elements. Therefore, the
Mid-Term IAS Architecture will be based upon utilization of these
PSNs with minimum if any modifications.

c. Inter-Service/Agency AMPE Program Status. In a recent
memorandum, the ASD (C3I) reiterated the objectives of the IAS
Architecture program and established the need for an
Inter-Service/Agency AMPE (I-S/A AMPE) Program as an initial step
toward successful implementation of an Integrated AUTODIN System
(Reference c). The proposed program envisions a Near-Term [-S/A AMPE
that would be available as soon as 1982 and a full capabilaity I-S/A
AMPE family fielded beginning in 1984/1985. This I-S/A AMPE program
provides a viable mechanism for providing many of the functional
capabilities required in the Mid-Term IAS Architecture. Therefore,
t'ie Mid-Term IAS Architecture definition is based upon the assumption
of the availability of such a full capability [-S/A AMPE family in
time for mid-term use.

d. Available Technology. Based on current DoD experience with
new technology introduction, and the development cycle required for
communication system implementation, new network elements to be
introduced during the mid-term must be based upon currently available
technology. This precludes the introduction during the mid-term of
two of the principal long-term architectural objectives identified by
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ir OCA in previous studies, i.e., integrated voice and data and the use
of multiple access satellite broadcast capability. However, the {
long-term promise of these technologies, and the probability of their |
successful development cannot be ignored. Therefore, these advanced !
technologies are assumed to be available for Far-Term IAS
implementation (Post 1988). In addition, the mid-term architecture
definition will consider the impact of this eventual far-term
evolution on the Mid-Term Architecture itself. This will insure that
near-term architectural decisions do not preclude successful 1
continued evolution of the IAS.

3. APPROACH TO MID-TERM ARCHITECTURE OEF INITION
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As noted earlier the Integrated AUTODIN System Architecture 4
definition process is being conductéd in three parts corresponding to
the three time periods of the IAS implementation:
0 Near-Term (1978-1983)

o Mid-Term (1984-1988)

(‘C""“

‘
-
R ey

The architecture definition process performed in support of the !
near-term planning was necessarily concentrated on identification and _ :
analysis of implementation alternatives. This analysis was limited ]
to consideration of network elements available from the existing : ]
AUTODIN I inventory and elements already under development in the
| AUTODIN II program. Similarly, configuration and connectivity

1= a:umtins were 1imited by the capability inherent in these

b e mtso

3 lr o Far-Term (Post 1988)

B The architecture definition process in support of the mid-term is
L considerably broader in scope than that performed for the near-term
from two standpoints: First, because the start of the mid-term
o (1984) is sufficiently advanced to permit development of new network
: L elements, some ree of functional definition and reallocation is
possible. Secondly, as a result of the potential functional '
redefinition/reallocation at the nodal element level, new
f configuration and connection alternatives at the overall systems
| architecture level are possible.

fa The approach to architecture definition amployed for the Mid-Term
{ IAS Architecture reflects these differences from the near-term. In
- the near-term, architecture definition was issue oriented and
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addressed specific options available to the system implementer. The
Mid-Term Architecture definition process on the other hand, is aimed
toward definition of a top down overall architectural description.

The approach to defining the Mid-Term IAS Architecture was based
on the following three analysis efforts:

0 Definition of mid-term requirements and operating environment

0 Generation of candidate architectures and selection of
alternative architectures from among viable candidates.

o Evaluation of alternatives and selection of a preferred
architecture

The following sections present the results of these architecture
definition analyses.

4. MID-TERM REQUIREMENTS AND OPERATING ENVIRONMENT

This section presents the projected user requirements for the
wid-term Integrated AUTODIN System and defines the anticipated
environment in which the IAS must operate.

a. Sources. The projected IAS mid-term user requirements were
derived from the following source doucments:

0 Preliminary IAS Requirements Definftion, DCEC, October 1977

0 Switch Networks Automatic Profile System, Network Profile
(Sample Days)

Ag;gbln II, Phase I Performance Specification, OCS, November
1

IAS ARCHITECTURE Report, December 1977
AUTODIN II, Phase I Business Plan, DCA, November 1976
AUTODIN II Data Base, OCEC, December 1977

{g;;mtion to Support AUTODIN Planning Studies, OCA, August
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b. Projected IAS Traffic Input. The projected busy hour average
traffic input for the Integrated AUTODIN System in the period
1978-1988 is illustrated in Figure 6. This traffic input is based
on projections of the AUTODIN I and AUTODIN II current and projected
traffic patterns.

(1) AUTODIN I Traffic. The AUTODIN II Type A Specification
(Reference b) estimates the total AUTODIN I traffic input to AUTODIN
II PSNs at 4.9 X 10(8) bits per busy hour in 1980. This represents
AUTODIN I trunk traffic only since intra-ASC traffic will not be
presented to the PSNs. Based on a survey of sample days from the
Switch Networks Automatic Profile System, The AUTODIN I local ASC
traffic volume averages approximately 1/3 of the ASC trunk traffic
volume. Therefore, the total input busy hour traffic from AUTODIN I
type subscribers in 1980 is estimated to be 4.9 X 10(8) (trunk) plus
1.6 X 10(8) (local) for a total of 6.5 X 10(8) bits.

The AUTODIN I traffic growth up to 1980 was found to be
11 percent per year based on recent AUTODIN I traffic volumes
(Reference d). Since some computer oriented users of AUTODIN I are
expected to convert their bulk data traffic to AUTODIN II, a decrease
in the rate of growth in AUTODIN I traffic is expected after AUTODIN
Il is implemented. AUTODIN I type traffic growth, therefore, is
projected at 6 percent per year after 1980. These projections result
in a total AUTODIN I busy hour input traffic volume of 1.2 X 10(9)
bits or an average of 334 kbps in 1988.

(2) AUTODIN II Traffic. The Preliminary IAS Requirements
Definition of October 1977 (Reference a) estimates the total AUTODIN
II busy hour traffic input (exclusive of AUTODIN I traffic) at 4.74 X
10(9) bits in 1982. A rapid growth in traffic volume to this level
can be expected as subscribers are phased into the system between
mid-1980 and mid-1982. After 1982, the growth will probably level
off to that of a mature system. The increase in the volume of this
type of traffic, was, therefore, estimated at 11 percent per year in
accordance with the recent growth pattern of AUTODIN I traffic.

The AUTODIN II, Phase I System Performance Specification
(Type A) (Reference b) provides estimates for the relative proportions
of transactions and average transaction length by traffic type. It
also estimates the ratio of computer to terminal input traffic.
These estimates were used to derive traffic volumes by transaction
type and subscriber type. The results are shown in Table III.
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TABLE III. AVERAGE BUSY HOUR TRAFFIC INPUT FROM AUTODIN I1-TYPE
SUBSCRIBERS (1988)

5
Ir Iraffic Tupe Termtnals (kops ™ Eoimutars (kboy)

% : Narrative/Record 99 22
P {0
f " Bulk . 207 2089
Interactive and 1
Query/Response L] 36
Total 311 kbps 2158 kbps :
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AMPE population, the number of AUTOCIN I terminals connected to the
network is estimated to be approximately 800 in CONUS and 400
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; ¢. Projected Terminal Population.

: (1) AUTODIN I Terminals. The number of access 11nes

r connected to AUTODIN I ASCs has remained relatively constant at

i_ ; approximately 900 in CONUS and 500 overseas for the period 1970 to

E G 1978. Adjusting for dual connection of terminals and the estimated

C

overseas. In the near-term the trend toward relocation of terminals
behind AMPEs is expected to offset any increases in user requirements
for additional terminals. Therefore, the projected 1AS AUTODIN 1
subscriber population throughout the mid-term is estimated at 800 in
CONUS and 400 overseas. Additionally, the IAS will ultimately serve
today's AMPE remotes.

(2) AUTODIN II Terminals. The number of terminals
(exclusive of AUTODIN I) and host computers connected to AUTODIN II
PSNs by 1982 is estimated to be approximately 1300 and 150
respectively, based on current validated DoD user requirements
(Reference e). The rate of growth in AUTJDIN II terminals and
computers connected to the network beyond 1982 is dependent on many
factors including: user data processing requirements; growth of
distributed processing use in DoD; network service offerings; and
DoD/MILDEP/Agency policy. For the purpose of this analysis, it is
assumed that all validated DoD user requirements for AUTODIN II
service identified by 1962, will be satisfied by the initial
operational system. Therefore, it is unlikely that a significant
number of new requirements will be tdentified and validated in the
1983-1988 time period immediately following the AUTODIN II
implementation. For these reasons, a modest growth rate is
anticipated for this period. The projected 1988 AUTODIN Il total
terminal/host population based on this growth rate is approximately
1800 terminals and host computers.

d. Projected AMPE and 1-S/A AMPE Population. During the mid-term
time period, most of the current AMPE equipments installad between
1970 and 1980, will reach the end of their useful 1ife. The new
Inter-Service/Agency AMPE will be used to replace these AMPEs, as
well as to meet new AMPE requirements. However, since the [-S/A AMPE
is capable of supporting all service/agency users, at all levels of
security, a number of current AMPE sites can be consolidated through
Joint use of a single I-S/A AMPE. In order to project the total AMPE
and [~S/A AMPE population in the mid-term IAS, an analysis of current
and planned AMPE sites was performea (See Appendix A). Results of
this analysis are summarized in Figure 7. As {llustrated in this
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figure, total population of AMPE/1-S/A AMPE sites will peak at
approximately 112 in 1984 and eventually settle to less than 110 in
1988. It should be noted that this represents approximately 30% less
than the number of AMPE sites required if the curreat AMPE programs
were extended at even a modest rate of growth. In addition, the
actual number of AMPE installations in the mid-term wil)l De based
upon many factors not considered in this analysis, such as specific
sorvico/agoncy operational and survivability requirements. The
results of this analysis are, therefore, intended only to support the
architecture definition process and are not proposed as a DCA
replacement/consol idation policy.

e. Services. The mid-term IAS will provide a full range of data
services to most subscribers. These services will include the basic
narrative/record services currently provided by the AUTODIN I system,
the new computer oriented services defined for the AUTOOIN Il system,
and several new data services, patterned after the ARPANET
capabilities that have demonstrated a high degree of user acceptance.
As part of the IAS architecture definition process a number of basic
services were identified and defined sufficiently to be considered
valid requirements. It {s anticipated that additional services will
be defined throughout the near-term based on user experience with the
AUTODIN Il system and evolving data needs. The basic IAS mid-term
service requirements can be organized into seven categories described
in the following subsections. ;

(1) Narrative/Record Message Transfer. This service
includes the secure user-to-user transfer of message traffic provided
by the current AUTODIN I System. Using this service a user in the
system (properly equipped and within appropriate interest community)
may transmit narrative/record traffic to one or more other users.

The major service features provided by the network are message
accountability and retrieval, multiple/collective address routing,
and code and format conversions. This service will be available to
all IAS subscrivers in some form.

(2) Narrative/Record Message File Retrieval. This service
provides storage of message traffic on-line for retrieval upon
request from users. Narrative/record messages passin? through the
network are automatically stored for a prescribed period of time.
Other data such as standard forms may be also stored by a user for
Tater recall. The nodal elements which contain the message files
perform the processing to store messages, control access to the files
and remove messages from the file at user direction or time
expiration. The service is presently provided in various forms by
some AMPEs in the current AUTODIN 1 system, and will be provided to
a1l narrative/record subscribers of the IAS.
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(3) ADP Transaction Transfer. This service provides both
secure and nonsecure interactive, wor{/ns?onu and bulk data
transfer as presently defined for the AUTODIN II network. No message
gmossing functions or accountability are provided by the network.
raffic entered into the network contains segment leader information
and is routed through the network on a packet basis. Only packet or
segment in-transit storage is provided. This service will be
available to computer oriented IAS subscribers.

(4) Privacy Service. This service is equivalent to the
present AUTODIN I Limited Privacy Service. The traffic is handled as
normal narrative/record traffic except that no permanent history or
retrieval storage s retained in the system. The service will be
available to narrative/record subscriders. (This type of privacy is

inherent for ADP transactions since no record of that traffic s
retained in the system.)

(S) Informal msar Exchange. This service allows for the
exchange of informal or unofficial information among users. It is
similar to narrative/record message transfer except 1imited network
functions are provided. An abbreviated, simplified format s used
and, therefore, no format conversion is provided, i.e., only

in-transit storage is provided. The service is available to all IAS
subscridbers.

(6) Mailbox Service. Mailbox service allows a user to send
messages to a storage location in the network for subsequent
retrieval by the addressee. Mailbox service is an augmentation to
the informal message exchange service.

(7) Oata Teleconferencing. This service allows a conference
to be conducted among network subscribers using teletypewriters,
CRTs, or similar terminal devices. Conferencing may be simultaneous
(conference members exchange transactions on a real-time basis) or
delayed (members enter and retrieve transactions at their own
convenience). A transaction may be addressed to the conference or to
any member of the conference. A network element will contro)l the
conference, store conference transactions and respond to requests for
conference data or status information from the members. The data
teleconference service is an augmentation of the informal message
exchange service and will be available to most subscribers.

f. Functions. An important aspect of the mid-term architecture
definition process is the identification of network functions and the
allocation of these functions to appropriate network elements. As a
first step in this process, an analysis was performed in order to
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identify existing AUTODIN I, proposed AUTODIN II, and new functions
necessary to support future IAS network services. As a result of
this analysis 81 specific functions were identified. In order to
simplify future discussions of the functional allocation process, it
is convenient to categorize these functions as follows:

0 ASC Terminal Support Functions - functions performed by ASCs
to assist terminal-to-terminal message exchange, e.g., format
validation, format/code conversion, accountability, and
message storage and retrieval

0 ASC Network Functions - functions performed by the ASCs to
accomplish routing of messages through the system, e.g.,
multiple/collective address routing, message control block
(e.9., Tooping control), CARP routing, and precedence
processing

0 PSH Network Functions - functions performed by PSNs to
accon::ish routing and control of data flow through the
netwo!

0 New Network Functions - functions necessary to provide new IAS
services, e.g., teleconferencing and mailbox

0 Subscriber Termination - provision of network-access to
subscribers. Includes physical, electrical and iink protocol
interface. Does not include provision of network services

0 Tactical/Allied Interface/Gateway - interface includes
physical, electrical and 1ink protocol(s); gateway includes
routing functions and support functions (e.g., protocol/format
conversion).

As part of the detailed technical analysis performed in support of
the IAS architecture definition, the 81 IAS functions were mapped
into the general service categories identified in the preceding
subsection. In addition, for each alternative architecture, these
functions were allocated to the network service elements associated
with the alternative architecture. The results of this analysis for
the preferred architecture are discussed in Section III of this
report.

g. Available Mid-Term Elements. As noted earlier the network

elements used in the mid-term IAS must be based upon available
technology in order to permit an I0C of 1983-1988 for critical

32




PRI W
. . . .

£

) — f—f\ ——
| . 4 .o . .

-~
p—— -r-\-—q'
. . - .

s R e DR s

network services and to permit the rapid replacement of existing AMPEs
and ASCs. Candidate elements for the mid-term [AS, therefore,
include those elements of the near-term [AS architecture that can be
retained th the mid-term as well as new elements that could be
developed in time for the mid-term. The candidate IAS elements and
their characteristics are identified in the following subsections.

(1) Elements Retained from the Near-Term. The following

network elements, implemented prior to or during the near-term will
be in use in the Mid-Term IAS:

Packet Switch Node (PSN). The PSNs installed in CONUS
and overseas under the AUTODIN II program will be available in the
mid-term time frame for use in the IAS backbone. Based on current
traffic projections, the PSNs installed in the near-term should be
sufficient to accommodate the total IAS busy hour traffic. The need
for additional PSNs to be installed during the mid-term in order to
support expansion into the far-term and/or growth in the network will
be based upon user acceptance and experience with the initial
operational network.

Automated Message Processing Exchange (Near-Term I-S/A
AMPE, AMME, LOMX/NAVCOMPARS, AF AMPE, Streamliner). As discussed
earlier in this section, most of the MILDEP/Agency AMPE equipments
will reach the end of their useful service life during the mid-term
and will be replaced by standardized Inter-Service/Agency AMPEs. The
MILDEP/Agency AMPES are therefore, not considered principal network
elements for the Mid-Term IAS. (Those MILDEP/Agency unique AMPEs
retained in the mid-term will be treated the same as other large,
automated AUTODIN I terminals in the IAS).

AUTODIN Switching Center (ASC). As discussed in Section
[, a principal objective of the Mid-Term IAS Architecture is the
closure of the existing ASCs both in CONUS and overseas. Therefore,
ASCs will be retained in the Mid-Term lAS Architecture only as
required to facilitate smooth and orderly transition.

Subscribers. AUTODIN I and AUTODIN [I type terminals
and AUTODIN II host computers will be supported through the mid-term.

(2) New Elements Available for the Mid-Term IAS. As part of
the architecture definition process a set of generic network elements
that could be developed and implemented in the mid-term frame have
been defined by DCA:
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Central Service Facility (CSF). The CSF is a postulated
new centralized network service element that would perform necessary
user support functions and/or network functions to accomp)ish message
delivery and provide needed user services. The CSF is accessed via
the backbone network and does not directly terminate subscriber
equipments. The Central Service Facility would connect to the
network via the PSNs thmgh an AUTCIIN II host computer (Mode VI
8SL) interface. The specific functional capability of the CSF is
dependent upon the architectural alternative selected.

Inter-Service/Agency AMPE (1-S/A AMPE). This new
element s postulated as a standardized replacement for the existing
MILDEP/Agency AMPEs. It would provide a complete set of agreed upon
common Service/Agency AMPE functions and have provision for
accommodating a 1imited number of user unique functions. In
addition, the I-S/A AMPE would include additional capabilities that
permit it to function in the network independent of other network
service elements for most simple message exchange transactions. The
I-S/A AMPE would, therefore, be less dependent upon intermediate
service element processing than the current AMPEs are on the ASCs.
The 1-S/A AMPE will terminate character oriented terminals of both
narrative/record and computer data character oriented users in both
standard and user unique modes and will connect to the network
through a PSN, an enhanced I-S/A AMPE or both. The I-S/A AMPE will
be modular in both hardware and software such that great flexibility
will be available to the Services and Agencies in tailoring the 1-S/A
AMPE for each installation. Thus, number of terminations, throughput
and user unique capabilities can vary from site to site. The basic
functional capability of the I-S/A AHPE is essentially independent of
the architectural alternative selected.

Enhanced Inter-Service/Agency AMPE (1-S/A AMPE(E)).
This new element is postulated as a network service element that
will be derived from installed I-S/A AMPEs through modular
expansion of software (and i{f necessary hardware). The 1-S/A AMPE
would, therefore, include all of the functions of an 1-S/A AMPE as
described above and replace a normal 1-S/A AMPE in the network at
selected locations. In addition, the enhanced I-S/A AMPEs in the
network would provide the additional network functions needed to
allow phase out of remaining ASCs and provide new functions
allocated by the architecture. The I-S/A AMPE(E) would terminate
both narrative/record and computer data oriented users and connect
to the network via an AUTODIN II, host computer (Mode lV)
interface. The I-S/A AMPE(E), 1ike the I-S/A AMPE, will be modular
and thus provide the Services and Agencies great flexibility in
tafloring the I-S/A AMPE(E) to meet site requirements. The full

functional capadility of the 1-S/A AMPE(E) depends on the
architecture alternative.
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Common Family of-AUTODIN Terminals (CFT). A new family
of terminal equipments is being-defined by OCA as part of the IASA
program. This common family will include a full range of terminals
from simple ulet{p«riur to highly automated user terminals. The
functional capabilities of these terminals will be defined on the
basis of user requirements and are independent of the architectural
alternatives selected.

h. Element Roles. It should be noted that not all of the
candidate architectural elements are utilized in al) architectural
alternatives. In addition, the roles of some elements are
dependent upon the architectural alternatives in which they are
used. Finally, as noted above, the specific functional capability
of each element is, in many cases, dependent upon the architectural
alternative. The next section of this report describes the
alternative architectures that were considered for the mid-term IAS
architecture.

5. ALTERNATIVE MID-TERM ARCHITECTURES

In order to insure that all potential mid-term architectures were
considered, a number of candidate architectures were identified as
part of the technical analyses performed in support of the IAS
architecture definition. The set of candidate architectures was
generated through a sequential decision tree approach based on three
major architectural decisfon levels:

0 Selection of an element set from among the available candidate
elements discussed in paragraph 4

0 Allocation of functions among the selected element set

o Consideration of specific configuration/connectivity options
w:thin t!)n architecture (e.g., dual/single homing of nodal
elements).

The candidate definition process resulted in the identification of
23 candidate architectures. Upon analysis of the characteristics
of the candidate architectures, it was determined that all
candidates could be organized into three major classes. Further,
it was determined that within each major class the differences
between architectures were not sufficient to significantly impact
the potential cost and/or performance of the resultant system
design. Therefore, three final architectures were selected for

“ evaluation by choosing the most representative and/or desirable

candidate from within each major class. These three final
alternative architectures are described in the following
subsections. It should be noted that all three
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architectural alternatives utilize the packet switched node (PSN) as

the principal backbone switching element and the Interservice/Agency 1
AMPE (1-S/A AMPE) as the principal access area message processing and

communications concentrator element. In addition, all three '
alternative architectures are designed to provide the required IAS -
user and network services and functions defined in Subparagraphs de J
and 4f respectively.

a. Alternative ! 'ﬂ

(1) General. This alternative represents a centralized
architecture with little or no hierarchical structure in the access ~-‘4
area. All network and user services in this alternative are
provided from a relatively small number of service elements connected Ve
to the backbone and accessed via the network.

(2) Element Set. In addition to the PSN and I-S/A AMPE, .ﬁ
this architecture utilizes the Centralized Service Facility (CSF)
as the major network element. j “\H

(3) Functional Allocation. As the only available network
service element, the CSF in this architecture will contain all -
functions required to support the network and user services. The
2 CSF will, therefore, include the ASC replacement functions as well ..if
b as any new network functions. As noted earlier, the CSF will not
terminate subscribers. %

(4) Configuration/Connestivity. The backbone in this =1
alternative will consist of PSN switching nodes and CSF service 9
nodes. The CSF will be dual connected to PSNs for survivability j:
L. as well as to minimize service access delay. The access area in
this alternative will include I-S/A AMPEs and user terminals. In
general, computer data users and host computers will be connected
directly to PSNs. Narrative/record users will, in general, be Q
connected to the back side of the I-S/A AMPEs. P

to-user and user-to-host computer traffic will be routed directly

from source to destination via the PSN. All traffic requiring

terminal support or network service (e.g., multiple address, format

conversion) will be routed through the nearest available CSF for

intermediate procusin?. Back side message routing and local o
o terminal support functions will be provided to narrative/record

users connected to the [~S/A AMPEs. A1l new [AS network functions )
(e.g., teleprocessing, mailbox) will require connection through %
the PSN network to the nearest available CSF.

C (5) Operation. In this architecture most simple user- i
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b. Alternative II.

(1) General. This alternative represents a distributed
architecture in which user and network services are provided from a
common access area element. This results in a very flexible
structure in the access area with services accessed both directly
and via the backbone network. In addition, this architecture
provides the maximum degree of commonality among network elements.

(2) Element Set. In addition to the PSN and I-S/A AMPE
this alternative utilizes the enhanced [-S/A AMPE (I-S/A AMPE(E))
defined in Section 4q.

{3) Functional Allocation. The 1-S/A AMPE(E) provides
all terminal support and network functions in this architecture.
In this alternative the [-S/A AMPE(E) replaces the current ASCs
and also provides the basis for all new network services.

(4) Configuration/Connectivity. In this alternative the
backbone consists of the PSN network. The access area in this
architecture consists of the user terminals, [-S/A AMPEs and
[-S/A AMPE(E)s. The I-S/A AMPE(E) will be connected directly to
the PSN with dual connection in most cases for survivability. In
general, the I-S/A AMPE will be connected to both a PSN and an
I-S/A AMPE(E). This will provide increased survivability and allow
optimal traffic routing for access to needed services. Host
computers in this architecture will be connected directly to PSNs.
A1l other subscribers may be connected either to PSNs, I-S/A AMPE(E)s
or [-S/A AMPEs.

(5) Operation. Most computer data traffic in this
architecture will flow directly from source to destination through
intermediate [-S/A AMPEs, I-S/A AMPE(E)s and PSNs. Narrative/record
traffic will generally flow through an intermediate I-S/A AMPE(E)
and will, therefore, receive necessary terminal support and network
service processing en route. All network subscribers will access
new network services (e.g., teleprocessing, mailbox) from the
nearest available I-S/A AMPE(E).

C. Alternative III

(1) General. This alternative represents a hybrid
architecture between the centralized structure of Alternative I
and distributed structure of Alternative II. In this architecture,
some services are provided by a centralized backbone service
element and some services are provided by a distributed access
area element.
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(2) Element Set. In addition to the PSN and 1-S/A AMPE
this architecture employs both a Centralized Service Facility (CSF)
and an [-S/A AMPE(E). .

(3) Functional Allocation. In this alternative the ASC
replacement functions (both terminal support and network service)
are allocated to the I-S/A AMPE(E) located in the access area. The
functions necessary to provide new network services are allocated
to the CSF located in the backbone.

(4) Configuration/Connectivity. The backbone in this
alternative consists of the PSN network and a small number of CSFs.
The CSFs are dual connected directly to the PSNs for survivability
and minimum access delay. The access area in this alternative
includes subscriber terminals, [-S/A AMPEs and I-S/A AMPE(E)s.

The access area connections in this architecture are similar to
those in Alternative II. :

(5) Operation. The operation of this alternative is
strongly affected by the separation of traffic support functions.
Depending on the type of traffic in a particular transaction, the
data flow may be either directly from source to destination via
the PSN backbone network or, depending on the services required,
through the appropriate backbone or access area service element.
Traffic routing and data flow in this alternative are therefore
somewhat more complex than in the other two alternatives.

d. Summary. The basic configuration, nodal element types, and
functional allocation for the three alternative architectures are
summarized in Figure 8. This figure presents a greatly
simplified representation of each architecture. As discussed
earlier in this section, these three alternatives represent the
three major classes of architectures applicable to the IAS mid-term.
Each of these architectures provides the required mid-term IAS
services and functions and is consistent with the constraints and
anticipated operating environment of the mid-term. In addition,
each of these alternative architectures represents a significant
departure from the Near-Term IAS Architecture described in
Section II, paragraph 1.
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6. EVALUATION OF ALTERNATIVES

In order to determine the preferred Mid-Term IAS Architecture,
the three alternative architectures described in Paragraph § were
evaluated with respect to both technical and cost factors. This
evaluation was bated on a series of quantitative and qualitative
technical analyses performed in support of the IAS architecture
definition. In order to provide a high degree of confidence in
the final results of the evaluation, the general approach to
alternative evaluation was based on the following guidelines:

o Evaluation on the basis of comparative/relative performance
vice absolute performance estimates

o Application of quantitative analytic techniques wherever
possible and appropriate

0 ‘Consideration of 211 relevant factors in subjective/
qualitative analyses

o Careful documentation of factors considered and basis for
subjective decision

0 Thorough review of analysis methods and results by
cognizant DCA/DCEC personnel

Since the eventual performance of any system is difficult to
measure at such an early stage of architectural definition; anu,
since detailed system performance requirements based on future
user applications/needs cannot be specified until much later in
the system definition/design cycle; and since each alternative
architecture is capable of meeting the anticipated future
performance requirements through design tradeoffs within the
state-of -the-art; the differences between alternative architectures
were, in many cases, measured in terms of the difficulty or
complexity of meeting performance objectives in given areas based
on inherent architecture characteristics. Examples of such
characcteristics are:

0 The number of nodal and transmission delays that must be
encountered from user to user/service element

o The number of different nodal elements contained in the

network and the degree of commonality among elements
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o The number of operations required to complete a message
transfer including intermediate processing

0 The number of elements available/required for user
connection/service access.

The technical analyses performed in this evaluation process are
documented in Appendix B, C and D. The next subsection describes
the evaluation criteria used in these analyses.

a. Evaluation Criteria. Five major evaluation criteria were
used for the evaluation of alternative architectures. Within
each criterion anywhere from 4 to 10 subcriteria were considered.
Within each subcriterion, a number of factors were considered.
The following paragraphs define each major criterion and identify
the subcriteria and factors considered in the evaluation.

(1) Operational Effectiveness. This criterion addresses
the relative efficiency and effectiveness of an architecture for
providing the required functional capability. The subcriteria
used in this category were speed of service, user motivated
interfaces, transmission efficiency, system motivated functions,
security and adaptability to overseas. The factors considered in
the subcriteria were: speed of service by traffic type (e.g.,
interactive, query/response, key distribution, mailbox);
interface complexity for access to and interaction with network
services; transmission overhead by network function (e.g.,
addressing, normal routing, CARP routing, flow control, error
control, system control); complexity of system motivated
functions (e.g., system control, accountability); ability to meet
security objectives; ability to support mobile terminals, ability
to utilize mobile/transportable elements based on element size
and potential user impact; risk of overseas deployment associated
with PSN, CSF, [-S/A AMPE(E) and size of CONUS/overseas trunks.

(2) Flexibility. This criterion measures the ability of
an architecture to accommodate change. Ten subcriteria were
defined in two major areas, adaptability and expandability.
Adaptability refers to the ability of an architecture to
accommodate changes in the demand or utilization of its planned
capabilities. Expandability measures the ability of the
architecture to accomodate additional requirements, The
subcriteria used include: traffic type adaptability, external
interface adaptability, network service adaptability, subscriber/
traffic distribution adaptability, subscriber expandability,
protocol expandability, service expandability, control function
expandability, traffic expandability and external interface
expandability. Other factors considered within these
subcriteria include: the impact of changes in the amount of bulk
versus narrative traffic, secure versus non-secure traffic, PSN
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versus [-S/A AMPE connected subscribers, local versus remote
traffic; the impact of increasing the number and types of
subscribers, 1ink protocols, user level protocols, network level
protocols, and services.

(3) Survivability/Availability/Supportability. This
criterion considers the inherent ability of an architecture to
provide the required service in both normal and hostile operating
environments. The subcriteria defined in this category include:
the effect of nodal/link failures on system operation, the ability
of the architecture to protect against nodal/link failures, the
ability of the architecture to recover from failures and the
supportability of the architecture. The factors considered within
this criterion include the potential loss of service and access,
the complexity of CARP (source/network), dual homing flexibility,
ability to support redundant nodes, number of elements requiring
support and degree of commonality among elements.

(4) Transition. This criterion considers the ability of
an architecture to evolve from the near-term to and beyond the
specific mid-term architecture. Subcriteria identified within this
area were development risk, user impact, ease of implementation,
and potential for continued evolution. The factors considered
include: hardware and software development risks, continuity/
disruption of service, availability of required elements, extent of
modifications required to existing elements, consistency with
future long-term architectural objectives (e.g., satellite
broadcast backbone, integrated voice and data).

(5) Cost. This criterion measures the potential of each
architecture for reducing the cost of ownership and operation of
the Mid-Term IAS. Major cost elements considered as subcriteria
within this category are transmission costs, nodal element
acquisition cost, and operation and maintenance cost. The cost
factors considered include initial and recurring costs associated
with: backbone trunks and access area communications facilities,
hardware and software investment costs, and personnel support and
training costs.

b. Evaluation Results. Based upon the results of the evalu-
ation process the preferred architecture for the Mid-Term [AS will
be based upon Alternative II. (Also see Section III, paragraph 5
for additional ¢ rison of the alternatives.) This alternative
was determined to be preferred to each of the other alternatives in
three of the five major evaluation criteria including the two
technical criteria which are considered most important for the
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Mid-Term IAS - transition and survivability/availability/

;npportabilit{. A gr‘lnctpal characteristic of this architecture
which led to its selection is the consol idation/integration of
network and user motivated functions into a single service element
based upon the currently planned Iater-Service/Agency AMPE program. |
This consol idation/integration provides significant potential |
benefits in both cost and performance and contributes materially to i
|
1
|

the ease of transition from near-term to the mid-term network
architecture. The preferred architecture as well as the two
alternatives are described in more detail in the next section.
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SECTION III
MID-TERM ARCHITECTURE

1. INTRODUCTION

The preferred architecture for the Mid-Term Integrated AUTODIN
System (IAS) is based on the selection of Alternative II. This
architecture meets all anticipated Mid-Term IAS operationa!
requirements and provides a substantial improvement over the
near-term. The preferred architecture provides significant
advantages over other architectures in terms of transition
capabilities (both for the mid-term and beyond),
survivability/availability/supportability and cost.

The preferred architecture for the Mid-Term IAS is described
fully in the following paragraphs. Alternative architectures are
described in terms of their differences from the preferred
architecture in subsequent paragraphs. This method of presentation
was selected in order to reduce the unnecessary redundancy between
architecture descriptions as well as to highlight the differences
between architectural alternatives. The final paragraph in this
section provides the summary comparison of the three architectures
and the basis for recommendation of the preferred architecture.

2. DESCRIPTION OF PREFERRED ARCHITECTURE

a. Elements. The preferred Mid-Term IAS Architecture will use a
combination of existing and newly developed network elements. The
major elements of the architecture and their application/role in the
architecture are discussed in the following subparagraphs.

(1) Packet-Switched Node (PSN). The preferred architecture
will use the PSN (described in Section II, 1, ¢ (1)) as the backbone
switching element for the Mid-Term [AS. The AUTODIN II PSN will not
require any anticipated modifications to fill this role. As
discussed in Appendix E, the security subsystem (access control and
key variable distribution) can be implemented in a separate host
computer connected to the PSN via the network for ease of transition.
The PSN will, therefore, not be affected by the conversion from )ink
to end-to-end encryption. The PSN of the Mid-Term Architecture will
require the TAC capability to terminate character oriented
subscribers. In addition, the ability of the PSM to terminate
AUTODIN I, Mode I subscribers through use of a predefined segment
Teader (cut-through) will be retained in the Mid-Term. No changes
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are anticipated to the normal routing procedures implemented in the
PSN. New contingency routing schemes will be accomplished in the
preferred architecture within other network elements such as the
:-i/A Mi For further description of the AUTODIN II PSNs, see
eference B.

(2) Inter-Service/Agency AMPE (I-S/A AMPE). The I-S/A AMPE
is used in the preferred architecture as both a local message
processing service element and a communications network front end. A
simplified block diagram of the [-S/A AMPE is {llustrated in Figure
9. As indicated, the I-S/A AMPE will include the same SIP and
TCP functions contained in a PSN TAC and will function as a remote
TAC to the PSN (see PSN subparagraph above). In addition, the I-S/A
AMPE will include THP and terminal control functions needed to
interface AUTODIN II type subscribers, as well as the
store-and-forward processing functions needed to interface AUTODIN I
terminals. In addition to terminating both AUTODIN I and AUTODIN II
type subscribers, the [-S/A AMPE will provide the terminal support
functions (PLA/RI conversion, format validation, etc.) needed to
support user terminals that require such services. In order to fill
its role as a network front end, the IsS/A AMPE will incorporate
network protocols and processing capabilities that will permit most
simple direct terminal-to-terminal/host transactions to take place
without the involvement of other higher level service elements except
the PSN switches. As a result of this capability, the I<S/A AMPEs
will significantly contribute to more efficient use of backbone
facilities and improve survivability. In its role as a network front
end, the I-S/A AMPE will forward traffic from subscribers requiring -
higher level service to the appropriate network service elements.
However, unlike the current system of dedicated "home" service
elements, the [-S/A AMPE will be able to forward traffic to any
element in the network capable of providing the service. This
capability will allow dynamic laod balancing among the higher level
elements (1-S/A AMPE(E)) in normal conditions, and provide a method
of contingency recovery in the event of loss of a service element.
The 1-S/A AMPE will replace all current AMPES but not necessarily on
a one-for-one basis. Because of its standardized
implementation/operation, the [-S/A AMPE will satizfy all
service/agency requirements. This will allow consolidation of
current ANPE locations with no reduction in service. Finally, the
I-S/A AMPE will provide the basis for network expansion through
upgrade of installed 1-S/A AMPEs to enhanced I-S/A AMPE(E)
configurations. Based on a modular transportable software
development approach, it is anticipated that any I-S/A AMPE can be
converted to enhanced status after installation. The I-S/A AMPE
family of equipments 1s, therefore, the key to both implementation
and continued evolution/growth of the IAS network.
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{3) Enhanced Inter-Service/Agency AMPE (1-S/A AMPE(E)). In
the preferred architecture, the 1-S/A AMPE(E) will fil] two distinct
roles. First, it will function as a normal [-S/A AMPE for its
locally connected subscribers. In this role it will provide local
terminal support and message processing functions and act as the
network front end. Secondly, the [-S/A AMPE(E) will serve as a
network service element. In this role the 1-S/A AMPE(E) will provide
network services to both locally connected and remote access
subscribers throughout the network. As a network service element,
the I-S/A AMPE(E) will support/augment the capability of the lower
level [+S/A AMPE and terminal elements by performing message/data
processing services that require processing and/or data storage
capacity beyond that available in the lower level elements. Typical
services in this category include: special code/format conversion;
message exchange with systems outside IAS; mailbox storage; file
storage, update, and retrieval; telecommunications conference control
and record keeping. Shared network use of these 1-S/A AMPE(E)
capabilities will significantly reduce the processing and storage
requirement of the 1-S/A AMPE and terminal equipments. This in turn
should significantly reduce the total network acquisition and
operating cost to provide a given level of network service. The
1-S/A AMPE(E) will be developed under the same program as the I-S/A
AMPE and will share its basic software modules. The block diagram
contained in Figure 9, therefore, is also applicable to the [-S/A
AMPE(E). The I+S/A AMPE(E) will, of course, include additional
software modules, additional hardware processing and storage
capacity, and additional communications interface hardware/software
As indicated previously, the I-S/A AMPE(E) installations will in many
ga;,: mccuplism by retrofit/upgrade of previously installed

2 S.

(4) Subscriber Terminals. As previously stated, it is
expected that the Mid-Term IAS will have to support all existing
types of AUTODIN 1 and planned AUTODIN 11 terminals. It is also
expected that terminals with additional capabilities will be
introduced in the Mid-Term as part of the Common Family of AUTODIN
Terminals. A!though increased capability in some terminals will not
relieve the network of supporting the remainder of less capable
terminals, 1t can reduce the processing 1oad on the network and
reduce the dependence of the terminals on other network elements. A
summary of anticipated Mid-Term subscriber terminal characteristics
1s shown in Table IV.

b. Configuration/Comnectivity. The basic configuration of
network elements in the preferred architecture is illustrated in
Figure 10. Figure 11 illustrates all generic single
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TABLE IV. ANTICIPATED MID-TERM IAS TERMINAL CMARACTERISTICS

TYPES - A1l AUTODIN I and AUTODIN II types plus common family of
terminals to include more intelligent/capable terminals

p | !
\ m - A11 AUTODIN I and AUTODIN II protocols plus additiomal :
0 unique link protocols (e.g., AMPE user protocols) and new end-to-end ,,
; protocols (e.g., Virtual Message Protocol) I-S/A AMPE-to-I1-S/A AMPE
[© 4
ot CODES » ASCII and ITA#2 (others transparent) i
/ 8
( b |
L. SPEEDS - 45.5 - 56k bps
O
0
ki FORMATS - AUTODIN II Segment Formats, JAINAP 128, ACP 126/127, DOI

¢ 190/103, 00-173
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connectigns (both preferred and alternative) between elements in more
detail. As indicated in this diagram, AUTODIN I type subscribers
(including AMPEs) connected to PSNs will enter messages in AUTODIN I
formats via the PSN TAC and all of their traffic will be
automatically routed (cut-through) to a designated I-S/A AMPE(E) for
processing. Since the PSNs do not process the AUTODIN I Header
containing precedence and security format elements, all cut-through
traffic will be handled at the highest level precedence and security.
For this reason, direct connection of AUTODIN I type subscribers to
I-S/A AMPEs or [-S/A AMPE(E)s is preferred to PSN connection.

Al though not shown in Figure 11, terminals may be homed either
singly or dually to any combination of the nodal element types, i.e.,
PSN, I-S/A AMPE(E), or I-S/A AMPE.

I-S/A AMPEs may be connected to PSNs or [-S/A AMPE(E)s and
can be dual connected to one or both of those element types. As
discussed previously, I-S/A AMPEs may exchange message traffic
without routing it through an I-S/A AMPE(E). Since some [-S/A AMPE
traffic will require routing to an I-S/A AMPE(E) for service and some
will be routed directly through the PSN backbone, the preferred
connectivity for an I-S/A AMPE will be dual connection to both a PSN
and an 1-S/A ANPE(E). Depending on the specific communities of
interest served by an 1-S/A AMPE and the proportions of traffic
types, it will be possible to connect (singly or dually) an I-S/A
AMPE to either one of those 2lement types.

[-S/A AMPE(E)s wil) access the network directly via a PSN.
They will normally be dual connected to PSNs for survivability.

Tactical and allied system interfaces in AUTODIN I subscriber
modes will have the same connection options as AUTODIN terminals, and
for the same reasons, connection of AN/TYC-39 and NICS TARE relays to
an [-S/A AMPE or I-S/A AMPE(E) is preferred. The interface between
I-S/A AMPE and 1-S/A AMPE(E)s will be Mode VI.

I-S/A AMPEs will not normally be directly interconnected, but
for contingencies may connect using Mode I or Mode VI protocol. The
interconnectivity of all network elements is summarized in Figure 12.

The connectivity options offered by the architecture allow
flexibility for overseas deployment. In general, the backbone IAS
network will be extended by locating PSNs overseas. For transition
purposes, however, the required services can also be provided to
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overseas users before deploying PSNs overseas by connecting overseas
1-S/A AMPEs and/or 1-S/A AMPE(E)s directly to conus PSNs.
Alternatives for overseas implementation are further discussed in
Section IV, TRANSITION.

C. Protocols. The implementation of the preferred Mid-Term
Architecture will require the development of at least one new network
level protocol. This protocol, called the Virtual Message Protoco!)
(VMP) will support direct exchange of message information among [-S/A
AMPES and between 1-S/A AMPEsS and [-S/A (E)s connected via the
PSN backbone. Additional network level! and 1ink level protocols may
be identified in the process of further defining the Mid-Term network
services and operating procedures. However, these new protocols will
be implemented only in the new IAS Mid-Term ¢iements. No new
protocols are required in existing elements to support the preferred
architecture. This is a significant consideration in the
evolutionary development of the Mid-Term IAS network

The anticipated link and network level protocols and their
use in the preferred architecture are discussed further in the
following subparagraphs.

(1) Link Protocols. The link level protocols anticipated
between Mid-Term elements are-summarized in Fiqure 13.

(2) MNetwork Level Protocols. The Mid-Term Architecture
makes use of the protocol layers defined for AUTODIN II. The new IAS
elements, the [-S/A AMPE and 1-S/A AMPE(E), will operate through the
network using host-type protocols, i.e., they will employ the Segment
Interface Protocol (SIP) and Transmission Control Program (TCP)
defined in Reference B. In addition, they will use a Virtual Message
Protocol (VMP) for exchanging message traffic through the packet
network. The VMP will include furctions necessary for routing and
accountability of narrative/record traffic (most of which are
presently provided by the ASCs), such as message acknow)ledqements.
rejections, cancellations, service message generation, and message
control dblock functions. The network level protocols required by the
Mid-Term [AS Architecture are defined in the following subparagraphs.

Switch-to-Switch Protocols. Switch-to-Switch protocols
are defined for AUTODIN II PSNs to accomplish routing, accountabilfity
and flow control between local and source/destination packet
switches. These protocols are not changed by the Mid-Term
Architecture.

TS
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Figure 13, Preferred Architecture Link Protocols
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Host-to-Switch Protocol. The protocol used between PSNs =~
and AUTODIN Il hosts and between PSNs and I-S/A AMPEs and I-S/A {
AMPE(E)s is the Segment Interface Protocol (SIP), accomplished il
through the exchange of binary segment leaders.

-
¥ Host-to-Host Protocols. Host-to-Host protocols refer to o
the general set of protocols used between host computers or automated

wessage exchanges communicating through the network. They include o=
the Transmission Coatrol Protocol (TCP) and other host-specific i
protocols. The I-S/A AMPEs and 1-S/A AMPE(E)s will use the TCP for
communicating through the network with host computers, other [-S/A =
c NAPEs and ]1-S/A AMPE(E)s, and PSN Terminal Access Controllers (TAC). 14
In addition, the [-S/A AMPEs will use the new Virtual Message '
Protocol (VMP) for exchanging narrative/record traffic among
themselves and with other hosts or automated message processing -
facilities which employ the VMP protocol. |

o e

C Terminal-to-Host Protocols. Terminal-to-Host protocols 2
refer to the general set of protocols which allow terminals to !

interact with hosts or message processing elements. The standard o

AUTODIN II Terminal-to-Host Protocol (THP) will be used in the ‘

Mid-Term Architecture for this purpose. The THP supports terminal- ‘
to-terminal and terminal-to-process transactions by making the *

various terminals and processes appear as similar as possible to |

users. These transactions require interaction between source and :
destination THPs and between the THPs and the terminals and host i

processes. In AUTODIN II, the THP is implemented in host computers %
|

|

{

- ——————————————

! and PSN TACs. Since the I-S/A AMPEs and the [-S/A AMPE(E)s will
| provide a TAC capability for AUTODIN II type subscribers, they will \
r also implement the THP. The elements which directly terminate (

) v subscribers must also incorporate terminal handlers, or terminal .
control protocols tailored to the characteristics of the specific t
terminals. j:

‘ User-to-User Protocols. User-to-user protocols are the q
procedures effected between end users of the network (where the end

” users may be terminal/system operators or software processes) through f
exchange of control information and message format. The packet -
switch network and the protocol levels described above are
transparent to the user-to-user protocols. User-to-user protocol
includes such functions as user interaction with a host software ;

c process and end-to-end security functions. Message format

- instructions for message distribution and handling by 1-S/A AMPESs, )
1-S/A AMPE(E)s, AMPEsS, and terminals, such as transmission control/
release codes, office symbols, flagwords or references are also
considered within the class of user-to-user protocols for the .
purposes of this protocol definition. |
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Figures 14 and 15 show examples of the application
of the classes of protocols described above. Figure 14 shows the
primary layers of protocols required for a transaction between an
I-S/A AMPE connected AUTODIN II type terminal and a PSN connected
host computer. (Additional protocol layers exist which are not shown
in this and other diagrams, such as originating terminal to
destination host and originating host to destination PSN. Also not
shown are 1ink level protocols.) In this example, the TAC equivalent
functions in the I-S/A AMPE provide host level protocols.

Figure 15 shows the network protocols for an AUTODIN
I type transaction between 1-S/A AMPE or I-S/A AMPE(E) connected
subscribers. In this case the Virtual Message Protocol (VMP) is
employed between the [-S/A AMPEs or 1-S/A AMPE(E)s to control the
exchange of narrative/record messages through the network. A
user-to-user level protocol is shown between the 1-S/A AMPEs or I-S/A
AMPE(E)s which includes message format processing such as
distribution instructions. The THP used for AUTODIN Il type
transactions does not apply in this case.

d. Functional Allocation. The allocation of functions to
network elements in the preferred architecture is summarized in
Figure 16. In order to illustrate the evolutionary transition
required from the near-term to the mid-term, Figure 16 includes
the current near-term AUTODIN elements and illustrates their
functional capabilities. As noted in Section ll, the functions
required for the basic AUTODIN I narrative/record message transfer
service can be generally categorized as subscriber support functions
(e.g., code and format conversion, message retrieval) and network
functions (e.g., multiple/collective routing). In the preferred
architecture, the subscriber support functions are allocated to the
[-S/A AMPE because they are most effectively performed at a point
near the subscribers, and because many of these functions are already
performed in the existing AMPEs. In addition, the [-S/A AMPE 1s also
assigned the AUTODIN II terminal access functions and a Mode VI
host-type interface to the PSN both to provide flexidility for
subscriber termination to the network, and to ensure an efficient,
potentially high speed, network access. In this architecture, the
AUTODIN I network (ASC replacement) funciicns as well as the
functions required to support new [AS services are allocated to the
I-S/A AMPE(E). Since the I-S/A AMPE(E) {s a modular enhancement of
the I-S/A AMPE, 1t also has all the capabilities of the [-S/A AMPE.

During the mid-term, the IAS Architecture must support both
1ink encrypted and end-to-end encrypted users. For link encrypted
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