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THE HUMAN PERFOR MANCE CENTER

DEPARTMENT OF PSYCHOLOGY

The Human Performance Center is a federation of research
programs whose emphasis is on man as a processor of information.
Topics under study include perception, attention, verbal learning and
behavior , short - and long-term memory, choice and decision proc-
esses, and learning and performance in simple and complex skills.
The integrating concept is the quantitative description, and theory,
of man’s performance capabilities and limitations and the ways in
which these may be modified by learning, by instruction, and by task
design.

The Center issues two series of reports. A Technical Reportseries includes original reports of experimental or theoretical
studies, and integrative reviews of the scientific literature. A Mem-orandum Report series includes printed versions of papers presentedorally at scientific or professional meetings or symposia, methodo-logical notes and documentary materials, apparatus notes, and ex-ploratory studies.
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Abstract

One of the most crucial aspects of most multidimensional scaling

procedures is that the lowest-stress configuration is the output

produced. Unfortunately, little is known about the uniqueness of

a configuration generated from fallible data, yet this affects the

interpretation of the spatial output. It is possible, however, to

examine the uniqueness of a scaled solution by constraining the

configuration to conform to a particular psychological model. A

multidimensional scaling program, CONSCAL, which will allow the

imposition of such constraints, is proposed. . The implications of

this approach for interpreting scaling outputs and for model testing

in general are discussed.



Constrained Nonmetri c Multi dimensional Scaling

Multidimensional scaling algori thms yie ld spatial representations in which

the order of the scaled interstimulus distances matches, as closely as possible,

the order of observed interstimul us dissimi larities . In most multidimensional

scaling programs, the criterion for ‘1as closely as possible ” is the minimi zation

of stress or some other index of goodness-of-fi t ( Kruskal, 1964a) . The major

goal of all scal ing, however , is to reveal latent structure in data. There fore ,

interpretability of scaled confi gurations is the paramount conside ration. By the

criterion of interpretability , a procedure that only minimi zes stress may be

Inadequate since a minimum—stress configuration may not be the most meaningful

or interpretable. This is especially true for nonmetric multidimensional scaling,

in which statistical guidelines are generally ad oc.

In some instances it is possible to enhance the interpretability of a

minimum-stress configuration by systematically alteri ng it. Though there will

often be a concomitant increase in stress, selection of the more interp retab le

rather than the minimum-stress configuration may be justified.

We propose a method for nonmetri c mu l ti dimensional scaling called CONSCAL ,

which constrains a configuration to satisfy a prespecified interpretation . This

permi ts a comparison of the stress value obtained in this way wi th the minimum

stress value (obtained by an unconstrained scaling) . Such a compari son provides

some indicati on of how well the prespecified interpret3tion characterizes the data.

• Constrained Multi dimensional Scaling (CONSCALJ

Interpreting each dimension of a multidimens ional configuration Is

conventional ly done by comparing the obtained ordering of stimul i along that

dimens ion to unidi mensional scale values for those stimuli. These theoretical ly-

or experimentally-derived scale values may also be used to constrain the
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configuration. This is important, since a configuration satisfies an interpre-

tation whenever the ordering along a dimension exactly matches the accompanying

scale values . Therefore, when the coor di na tes of the po i nts are cons tra ine d, an

interpretation is forced upon a configuration . In CONSCAL , the coordinates may

be constrained in a specifi ed order along one or more dimensions . All configura-

tions satisfying these constraints are called feasible solutions .

One way to cons tra i n a solu ti on is by us ing an external penal ty func tion.

In this method , an iterative stress—minimizing procedure may initially generate

a non-feasible confi guration. This minimum-stres s configuration , however , w i ll

be assessed a penalty so that a feasible configuration will tend to be generated

in the next iteration.

CONSCAL uses an al ternative approach . A non-feasible configu ration may be

generated during an iteration , but unlike the penalty function method , the

coordinates of points in the configuration , X, are al tered to form a feas ible

solu tion before the nex t itera tion. The procedure can be imp l emen ted by modifyin g

an itera tive mul ti di mens i onal scal ing program , such as KYST or MDSCAL (Kruskal,

l964a), to use a two-step procedure: 1) a method such as the gradient method

(Jacoby, Kowalik, & Pizzo, 1972) moves the points into a lower-stress configura-

tion , and 2) points are moved to conform to the ordering constraints . The two

steps al terna te in each itera tion un ti l there is no improvemen t in stress, only

al ternation between two configurations - one produced by each half of the

procedure.

There are many feas ib le con figura tions , so it is necessary to speci fy a

function from a non-feasible coordinate matrix, X, to a feasible coordinate

matrix, X .  We use a function mapping X into the feasible X’ that minimizes the

sums of the squared distances from X. This is equivalent to finding X’ik
coordinate values that minimize

z(X ik -X’ ik
)2
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for all dimensions k. An algori thm developed by Kruska l (1964b , p. 128; see

also van Eeden , 1957; Bartholomew , 1959 ; Miles , 1961) is used in step two to

move the X’ik ’s i nto a spec ifi ed order (one produc i ng a feas ible X ’) .

Kru skal ’s monotone regression , as applied to interpoint distances , has two

options for resolv i ng ties , known as the pri mary and secondary approaches. In

the primary approach , tied inter-item dissimilarities need not resul t in equal

interpoint distances , while in the secondary approach , equal dissimilarities

must result in equal interpoint distances . In CONSCAL , these two options are

also available when speci fying the monotone order of projection onto the axes:

the primary approach is called weak dimensional monotonicity , and the secondary

approach is called semi-strong dimensio nal nionotonicity . In both , if the coordinates

Xjk on a dimension k are constrained by scale value ~~ then the following is

required:

if c.~ > c,~, then Xik > Xjk.

Weak dimensional monotonicity makes no additional requirements (note that c.~
= c~ does not restrict the ranks of X~ and Xjk). Semi-strong dimensional

monotonicity makes the stricter requirement that:

if c.~ 
= ~~ then ~~ = Xjk.

Semi -strong dimensional monotonicity is usually used for scaling stimuli in a

factor ial exper imen tal des ig n , since al l  tied values of the inde pen dent var iab les

used to create the factorial design are usually assumed to have the same coordinate

values . However , when hypothesized psychological variables speci fy the order of

projection onto the axes, weak dimensional monotonicity should usually be used.

( For example , when two stimuli elicit category estimates of 6 on a 1 -to-lU scale,

there is little reason to believe that they are psychologically equivalent.)

The CONSCAL program also permits the testing of one nonlinear-const raint

model in particular - a radex model . In this model (Levy & Guttman , 1975), the

relative location of each point is constrained according to ordered distance

-

~ 

-. ~~~~~~~ • • • - - ~~~~~~~~~~~~ .~~r - ~~~~~~~- - - -~~~~~ -
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from an or igi n an d orderea an gu i~r di splacement from an arbitrary vector starting

at the ori gin. Since there ate Iwo relevant rank orders that locate each point

in a polar coordinate two-dimensional subspace , the CONSCAL p rogram uses the

Kruska l monotone regression on both orders to obtain a feasible confi guration.

An Application: Multidimensional Scaling of Ellipses

The following examples come from a study of the interactions among dimensions

of stimulus variation in the perception of ellipses (for a theoreti cal discussion

see Pachella, Somers, and Hardzinski , in press). We were interested in the

ability of the following dimension pairs to characteri ze the judged similarities :

physical area and physical eccentricity , judged area and judged eccentricity , or

judged length of major and minor axes.

A factorial design with four equally spaced levels of area crossed wi th four

equally spaced levels of eccentricity was employed in constructing the stimuli.

The area of the lar gest ell ip se was in a 3:1 ra ti o to the smalle st, and the
• eccentricity of the most eccentri c was in a 1.66:1 ratio to the least eccentric.2

Black-on-white slides were made of these sixteen ellipses. All ellipses were

presented with major axis hori zontal .

Four subjects made dissimilari ty judgments on a 10-point category scale for

all possible pairs of ellipses. The entire set was presented three times, in a

different random order each time , and the judgments were averaged for each sub-

ject. In another session , subjects made category estimates , on the same 1-10

scal e, of the following properties of each ellipse: area , eccentricity , length

of major axis , and length of minor axis. The order of these four tasks varied

among subjects. Six judgments were made of the four properties for each of the

16 ellipses (384 judgments total), and the judgments were averaged for each

subject in each task.

Unconstrained multidimensional scaling of the dissimilarity judgments showed
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Table 1

Stress Values for Configurations with and
without Constraints, for Four Subjects

Confirmatory DT RR JL TM

A. Unconstrained .131 .056 .087 .070

B. Weak Physical Area .136 .058 .089 .074
Physical Eccentricity

C. Semi-Strong Physical Area .155 .095 .109 .096
Physical Eccentricity

D. Weak Psychological Area .163 .072 .093 .082
Psychological Eccentricity

E. Semi-Strong Psychological Area .174 .076 .100 .085
Psychological Eccentricity

F. Weak Psychological Major Axis .167 .186 .107 .089
Psychological Minor Axis

G. Semi-Strong Psychological Major Axis .174 .218 .113 .090
Psychological Minor Axis

H. Semi-Strong Physical Eccentricity .145 .081 .096 .079 

- 

-

- - ---
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generally good fits for all four of the subjects in two-dimensional Eucl i dean

space. One configuration (subject DI) had a stress of .131 and the other

subjects’ configurations had stresses ranging from .056 to .087. We were

reasonably confident that l ocal minimum problems were being avoided because

starts from either random or “hypothesized best fit” (area by eccentricity

factorial design) configurati ons resul ted in virtually i dentical stress values

and confi gurations. For two subjects, a third dimension was added, but this made

l ittle difference in stress, and the extra dimension was uninterp retable.

In all four cases , clearly interpretable dimensions of area and eccentricity

were present. There were a few minor deviations from the hypothesized orderings

alon g the dimens ions , as can be seen in Fi gures 1-4, and one major reversal of

area levels within the smallest eccentricity level in the highest-stress

confi guration (DI, Figure 4). One question that cannot be answered using

traditional stress-minimizing techniques is, how meaningful are such reversals?

Insert Fi gures 1-10 about here

Are they merely noise , or does the subject actually have some anomaly in his or

her cognitive structure? One way we can try to answer this is to use a con-

strained mu l ti dimensional scaling analysis.

As can be seen in Table 1, constraining the configuration to fit the

factorial design according to which the stimul i were constructed causes increases

in stress from about .O2- .04 for each su bject, indicating that this model does

Insert Table 1 about here

reasonably wel l for all four subjects. In fact, the configuration with the major

reversal (DT , Figure 4) shows the second-lowest increase in stress--only .026.

Even wi thout a statistical analysis , this would seem to indicate that even though

4 . her deviations from the model appeared to be more sys tematic than those of the

— _ _
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other subjects, they seem to be no more important.

• Comparing judged area and judged eccentrici ty with physical area and physical

eccentricity produced litt le di fference in either stress values (s ee Tab l e 1) or

configurations (see Figures 5 and 6). One woul d naturally expect the factorial

design , with strong monotonicity (see Figure 7), to produce higher stress than

any of the other model s because of the large number of ties which must be

satisfied. These resul ts indicate two things : (1) subjects ’ scaling of area

and eccentricity are reasonably veri dical (which is not particularly surprising) ,

and (2) models based upon dimensional combinations of physi cal versus judged

area and eccentrici ty are for the most part interchangeable, with preference

perhaps going for the factorial design model because of its greater simplicity .

Compari ng judged area-eccentricity to judged major axis-minor axis models

proved more interesting. For three of the subjects , the area-eccentricity and

major axis-minor axis models were approximately equivalent in terms of stress ,

and produced highly similar confi gurations (compare Figures 3 and 8, for exam ple) .

However , for one subject, there was a dramatic di fference in stress between area -

eccentricity and major axis-minor axi s configurations. For RR , at least, even

though the two models are physically equivalent , they are not psychologically

equivalent (compare Figures 5 and 9). This comparison also shows that there can

be dramatic i ndi vi dual di fferences between subjects regarding the applicability

of certain model s even though the confi gurations may appear qu ite similar.

Using confi rmatory multidimensional scaling, it i s also poss ible to cons tra i n

only a subset of the dimensions. This might be especially helpful if one has

strong hypotheses only about some of the dimensions a subject is expected to use ,

but not about all of them. For example , in Fi gu re 10, eccentricity , but not area ,

is constrained .

— •- ---•—- —~-- — — -•-- • __.*-
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Discussion

There is no universally accepted procedure for statistically evaluating the

stres s value of a configuration produced by an unconstrained multidimensional

scaling algorithm. The problem of evaluating the differen ce in stress between

constrained and unconstrained configurations is even more complicated. Young

(1970) has suggested a degrees-of-freedom approach. Using Young ’s terminology ,

in the unconstrained multidimensional scaling of N points in a space of d

dimens ions , there are N (N-l)/2 degrees of freedom of the di ssimilarities and

d(N-l)-[d(d-l)/2] degrees of freedom of the coordinates. Young demonstrates that

i n general , the stress increases with ei ther i ncreases i n the deg rees of freedom

of the dissimilarities (number of points ) or decreases in the number of degrees

of freedom of the coor di na tes.

In certai n cases , such as that of semi -strong di mensional monotonicity with

a factorial design , the degrees of freedom of the coordinates are drastical ly

decreased. For instance , in a four-by-four factorial experimental design , there

are 120, or l6(16-l)/2,degrees of freedom of the dissimilarities . In an un-

constrained multidimensional scaling of the points in two dimensions there are

29, or 2(16-l)-[2(2-1)/2], degrees of freedom of the coordinates. By contrast , a

constrained multidimensional scaling in a two-dimensional four-by-four design

using semi —strong dimensional monotonicity has only 5, or 2(4-l)-[2(2-l)/21,

degrees of freedom of the coordinates . Extending Young ’s anal ys i s, it might be

expected that the stress in the constrained analysis should be much higher than

that of the unconstra ined solution . However, in our analysis of three of the

four subjects we found no large di fferences in stress when comparing unconstrained

and constrained analyses. -This seems to imply that the factorial design is the

best representation of the data.

There are several reasons why the above approach is inadequate. One problem

is that the ordinal—scale assumption of the dissimilarities does not lend itself

—
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to a degrees-of-freedom analysis. Anothe r is that we lack prior knowledge of

the number of parameters needed to characteri ze a constra i ned solution. It is

also unclear how weak dimensional monotonicity and nonf - torial designs could be

interpreted in light of a degrees-of-freedom analysis. A fu rther problem is that

there are no adequate statistics for evaluating stress for constrained , or un-

constra ined , multi dimensional scaling outputs. This , of course, is a p robl em

for multidimensional scaling in general.

Such di fficulties notwi thstanding , constrained multidimensional scaling

offers unique advantages in its new approach to inte rpretation. Some such

advantages can be seen by comparing and contrasting other interp retation methods

with constrained scaling. Of particular interest in this context are other

methods for fixing vectors through the space , such as principal components

anal yses , regress ion methods , and some methods for drawing cross-configuration

comparisons. These interp retation methods fix vectors through the space with an

accompanying goodness-of-fi t measure after a multidimensional scaling algorithm

fixes points in a space and computes the stress. (For a broader discussion of

al tern ative i nterpreta ti on methods , see Noma an d Johnson , 1977).

An example of a method for comparing configurations is PINDIS (Lingoes &

Borg, 1978), which fixes axes through a space by combining configurations across

subjects. The PINDIS method optimi zes two goodness-of-fi t cri teria - one within

each individually scaled confi guration (stress), and another across configurations.

Such a method is potentially susceptible to tradeoffs between these two cri teria.

The val idity of approaches in which one or more configurations are compared may

also be questioned because there might be slight modificat ions of each configura-

tion that would produce vastly different goodness-of-fit measures across

configu rations , and change the group space.

Both principa l components analysis (see Napior , 1972) an d regress ion of

independent vari ables onto the point coordinates (see Chipman and Carey , 1975)

~~
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locate vectors in a fi xed space . In both , there are two goodness-of-fi t measures

optimi zed by the scaling methods . The multidimensional scaling algori thm

minimi zes stress, wh ile the prin cipal components and regression methods maximize

explained variance . There may be a tradeoff between these two optimization

criteria. A confi guration with higher than minima l stress may give ri se to a

better-fitting vector through the space. Alternativel y, using a lower—stress

confi gu ration in a higher dimensionality might change the fit of the vector.

CONSCAL resolves these tradeoff probl ems by perfectly fitti ng the vector throu gh

space before constructing the configuration .

One other method for testing an interpretation of a confi guration may be

the Krantz and Tversky (1975) axiomatic tests incorporating an error theory.

Such tests set limits on the number of axiom violations acceptable, given a model

of random errors. Constrained scaling may also have an advantage over such

axiomatic tests in that estimates can be made of the “importance” of violations

of the ax i oms . In other word s , some violations of the necessary axioms may be

of little psychological interest, since they are an artifact of a particular

ex per imen tal parad igm. If a su bject, for instance , rank orders the inter-stimulus

dissimilarities , he may use an arbitrary rule to break ties . However, a measure-

ment theoretic analysis of such data may result in interpreting this bias as an

important psychological effect. Scaling these data with a constrained multi-

dimensional scaling shows these anomalies to be unimportant, as they contribute

little to the stress.

Using constrained scaling , models of the psycholog i cal attributes determining

a set of responses may be developed and tested by first scaling the dissimilari ty

measures using an unconstrained multidimensional scaling method. From this out-

put confi guration , and from theoretica l arguments , possible interpretations can

then be formulated. By applying constrained multidimensional scal i ng , the rela-

• tive validity of each interpretation may be assayed.
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Despi te its shortcomings , CONSCAL offers a different approach to multi-

dimensiona l scaling by emphasizing the testing and comparing of interpretations.

By permi tting a hypothesis-testing approach , CONSCAL may provide strong support

for a particular interpretation of spatially scaled data since it is not vulnerable

to stress-interpretability tradeoff prob lems. In contrast, conventional multi-

dimensional scaling approaches are exploratory and provide weaker support for

speci fic interpretations . In suninary, CONSCAL determines how the goodness-of-fit

measure is affected when a given model is satisfied , rather than determin ing how

closely the scaled output resembles a hypothesized space. 
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Footnotes

L ~This research was supported by the Offi ce of Naval Research , Department

of Defense, under Contract No. N0014-76-0648 wi th the Human Performance Center,

Department of Psychol ogy , Univers ity of Michigan. The senior author was

supported by a training grant from NIGMS (GM—01231) to the Univers ity of

Michigan.
2area = fl•major~minor

eccentri ci ty = [fminor\2

~
j ~maior/

The area level s were (in arbitrary units): .3, .5, .7, . 9.

The eccentrici ty levels were: .600, .940, .986, .995.
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