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L

I This report documents the results of the first 9 months of simulations
and studies in support of system control and transmission systems for the
Defense Communications Agency, Defense Communications Engineering Center,

I under contract DCA100-77-C-0061.

h § Section 1.0 describes and documents simulations and study results for

! T’ system control of the near-term Defense Communication System. Section 2.0

4 describes and documents the hybrid computer simulation of digital trans-
mission systems and software support. Simulations developed in Sections

.- 1.0 and 2.0 have been made available to the Defense Communications Engi-

2 i neering Center at Reston, Virginia, via remote hybrid computer terminal

| : interface.
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1.0 SYSTEM CONTROL
1.1 Introduction

The effort and results of the System Control Study for the first
9-month phase of Contract DCA100-~77-C-0061 are documented in Section 1.0,
This study is comprised of six tasks oriented toward utilization of simula-
tion techniques for study and development of control algorithms, real-time
human controller interaction, and evaluation of controller displays and
alternative control techniques for the near-term Defense Communications
System (DCS).

The first phase of the contract addresses Task 1 - Specification of
Controller Task and Performance Requirements, Task 2 - Specification of
Experimental Design Parameters for Network and Traffic Control Simulations
and Studies, and Task 3 - Human Controller Oriented Simulations and Studies.
These tasks are primarily associated with human engineering aspects of sys-
tem control and include both simulation and analysis of the near-term DCS.

Task 1 consists of an analysis of system control functions and infor-
mation flow requirements to define specific roles for the human controller.
Task 2 involves development of a simulation study plan to evaluate param-
eters associated with system control functions and controller requirements
defined in Task 1. Both Tasks 1 and 2 involve enhancement of the Martin
Marietta network simulator to include interactive controller capability and
near-term DCS system control and overseas network functions. Task 3 imple-
ments the simulation study plan developed in Task 2 and results in recom-
mended display and control designs for near-term DCS human controller func-
tions.

Area Communications Operations Center (ACOC) network controller func-
tions are described in sectfon 1.2, capabilities and deficiencies of the
near-term DCS configuration are analyzed in section 1.2, data base require-
ments are discussed in section 1.3, and controller display designs are pre-
sented in section 1.3. As part of Tasks 1 and 2, extensive enhancements
(section 1.5), have been made to the network simulator that was developed
under Contracts DCA100-74-C-0039 and DCA100-75-C-0058. In Task 3, display
and control designs have been developed for support of the ACOC controller
in the near-term DCS and are described in section 1.3. Section 1.4 presents
baseline Overseas AUTOVON and controller scenarios which demonstrate con-
troller displays and control sequences,




1.2 Near-Term DOCC Configuration

This section discusses the configuration of the present Defense Com-
munications Agency Operations Control Complex (DOCC). The current infor-
mation flow concept is outlined and specific recommendations presented for
i upgrading network control equipment and procedures with emphasis placed on
the Area Communications Operations Center (ACOC) functions.

| 1.2.1 System Control in the Defense Communications System (DCS)

Since the overseas DCS is a complex communications network comprising
many interrelated subsystems, a coordinated method of real-time performance
assessment and control is essential for ensuring reliable transfer of infor-
‘ mation throughout the network. DCS system control is designed to provide
the means by which the various DCS subsystems are operated under a common
control system for the purpose of allocating available network resources to
achieve maximum end-to-end performance (as compared with predetermined per-
formance criteria) under normal and stressed operating conditions. Typical
| network stresses consist of variation in traffic distribution or intensity
| and equipment outages or disruptions from natural or man-made causes. Exer-
cising effective network control entails the collection of meaningful system
performance data, processing and display of data, decision-making through
analysis of data, implementation of control actions, and evaluation of net-~
work response. The basic operational concept for near-term system control
is decentralized control with centralized management; i.e., control actions
are implemented at the lowest level that effectively alleviates the stress,

g | and network management directives originate at higher control and support
centers. This structure assumes minimum control implementation delay and
maximum survivability. Control limitations or restrictions are imposed by
near real-time directives issued at higher level control centers to provide
high network visibility and coordination by system control functions. This
facilitates optimum utilization of all available network resources and pro-
vides the greatest likelihood of survival for critical traffic.

‘'The fundamental hierarchical near-term system control structure consists
of five levels of responsibility. The highest level is the Defense Communi-
cations Agency Operations Center (DCAOC), which provides long-term and pre-
dictive management functions for the worldwide DCS. The second level is
occupied by the Area Communications Operations Center (ACOC), which provides |
I near real-time resource allocation and network control functions. This U
| second level is the principle intratheater coordinating element for inter-
network control. The Regional Communications Operation Center (RCOC) pro-
vides a function similar to the ACOC for smaller subnetworks. The Facility
Control Office (FCO) is responsible for sector level coordination. The nodal
| control element is the Technical Control Facility (TCF), which is responsible

{ for real-time traffic and routing control under restrictions imposed by the ﬂ
| FCO. The station-level elements are responsible for monitoring and control- -
ling the switch and transmission equipment to ensure maximum resource avail-
ability. Specific functions of the system control elements are considered
b S in the following paragraphs. Most of these functions are currently imple-
: mented or are proposed for the near-term system control.
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1.2.1.1 Worldwide System Control Functions

The Defense Communications Agency Operations Center (DCAOC) is the top
level of the DCS system control hierarchy. Its crucial roles involve network
management and long-term traffic analysis and system upgrade. These roles
are summarized as follows:

1 Coordination of worldwide services

2 Direction of subordinate theater-level control actions

3. Analysis of data base for trend analysis and control
effectiveness evaluation

4 Prediction of worldwide traffic and network anomalies with con-

tingency planning to alleviate resulting disturbances

5 Predictive analysis to assure timely and appropriate upgrade of
DCS facilities.

The DCAOC is also responsible for designing temporary network reconfig-
urations in anticipation of predictable events. The DCAOC functions may also
include trending analysis and traffic demands on seasonal and predictive
bases to ensure appropriate network upgrading and seasonal resource alloca-
tion. Since the DCAOC is responsible for long-term analysis and planning,
real-time data base acquisition is not necessary. Therefore, it is antici-
pated that data base update will occur at most daily, and only through the
several ACOCs. However, complete traffic, transmission system routing, and
control statistics probably will be made available to the DCAOC for con-
secutive intervals of time to permit evaluation of perturbation effects and
control effectiveness. The specific interval is subject to evaluation, al-
though the range of from 10 minutes to 1 hour appears appropriate considering
current traffic levels of the DCS networks. Processor requirements at the
DCAOC will include extensive statistical analysis for traffic and control
evaluation and prediction. Considerable medium-fast access storage capa-
bility will alsc be required to store the raw and refined data base. A com-
prehensive simulation of the DCS and its subsystem also may be considered at
DCAOC for evaluation of potential network upgrades and for development of
crisis-oriented contingency plans.

Since DCAOC operations generally preclude real or near real-time con-
siderations, these operations need not be directly implemented in the DCS
simulator. Rather, potential DCAOC management, contingency, and upgrade
decisions can be eva2luated using the simulation with projected traffic data,
contingent stress, and/or control directed policies.

1.2,1.2 Theater Level System Control Functions

The Area Communications Operation Center (ACOC), as envisionecd in the
near-term system control concept for the DCS, provides near real-time data
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analysis, fault isolation, and control for the principal DCS networks AUTO-

VON, AUDODIN, and AUTOSEVOCOM) in coordination with common-user facilities

(DEB and DSCS) at the theater level of operation. ACOCs are currently oper-

ational for the European, Pacific and Western Hemisphere theaters. In the

Pacific, some ACOC functions are divided among Regional Communication Opera-

tion Centers (RCOCs) to alleviate problems associated with the large geo-~

graphical area involved. Principal ACOC/RCOC functions are summarized as <
follows:

1 Direction and coordination of traffic, routing, and allocation con- i}
trol actions for sector levels of responsibility

2 Real and near real-time monitoring and analysis of theater, sector,
and nodal status

jw

Coordination of fault isolation and restoral activities affecting
multiple sectors

4 Coordination with common user equipments within theater of respon-
sibility
5 Assumption of lower level system control responsibilities as neces-

sary to assure system control survivability in a degraded system
control environment.

Although current ACOC/RCOC functions for AUTOVON, AUTODIN, and AUTO- i
SEVOCOM subnetworks tend to be isolated and distinct, the potential incor- }
poration of common~user facilities, such as represented by the Digital
European Backbone (DEB) and Defense Satellite Communication System (DSCS),
make integration of these network functions necessary. Integration of
system control functions also should serve to enhance system control sur-
vivability by providing additional paths for information flow in a degraded
system control environment.

Since near real-time analysis and control are vital functions of the
ACOC under the near-term system control concept, timely data base informa-
tion flow is essential. It is anticipated that a complete traffic data
summary on a short-term interval (5 to 15 minutes) will be required. Sys-
tem control information channels should be available from attendant FCOs
and also from the nodal elements to provide redundancy for network survival.
Directive flow paths also should be made available to each FCO and nodal
element in the associated theater or subtheater. To enhance network sur-
vivability, each ACOC/RCOC should be capable of assuming the essential func-
tions of one or more FCOs. In the Pacific, the ACOC also should be capable
of assuming the responsibilities of one or more RCOCs, and the RCOC should
be able to control coordinate theater level functions in the absence of
ACOC directives.

f
|
]

o
-LJ T Y e T ot [ SRS N s S s




1.2.1.3 Sector Level System Control Functions

i i The primary functions of the sector level element, the Facility Control
4 Office (FCO), are as follows:

! l. 1 Coordination and direction of control actions at nodal levels of

§ responsibility

i

3 2 Monitoring and analysis of real-time status of nodal and station

; elements
i! 3 Direction and coordination of fault isolation and restoral activities
f I within the area of responsibility
,é 4 Direction of traffic, routing, and allocation control for nodal

1 T elements under directives and limitations imposed by higher levels

; P of authority

i T 5 Processing of nodal and station level data base with forwarding to

¥ | il ACOC/RCOC

6 Receiving and acting upon directives from ACOC/RCOC

7 Coordination with common-user equipment within sector of responsi-
bility

[
|

Coordination of data base management and control directives with
adjacent sector elements as necessary to ensure system control sur-
- vivability in event of ACOC/RCGC failure

9 Assumption of adjacent FCO responsibilities in event of adjacent
| . FCO failure.

; ]: The FCO processes traffic and equipment data bases and forwards both
; raw and refined traffic, routing, control, and equipment status to the asso-
ciated ACOC or RCOC. It is responsible for directing and coordinating fault
: isolation and restoral of failures within its operational boundaries. It is
L § also responsible for directing and coordinating control actions between nodal
! elements within the constraints of directives and restrictions issued from
! higher levels of responsibility. The FCO, under higher level direction, also
coordinates allocation of common-user facilities within its sector of re-
sponsibility.

.\.
s  — V-'
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Limited intersector communication and coordination capability should
exist at the FCO to enhance DCS survivability in the event of ACOC or RCOC
failure. 1In addition, each FCO should have the capability of extending its
boundaries of operation to incorporate all or part of adjacent sectors to
{ enhance survivability in the event of FCO failure.

|
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1.2.1.4 Nodal Level System Control Functions

The nodal element of DCS system control is the Technical Control Fa-
cility (TCF) which is responsible for implementation of most system con-
trol functions. Typical TCF functions are:

1 Direction and coordination of real-time routing, allocation, and
traffic control actions to be implemented at station level of
responsibility

2 Coordination with common-user facilities within area of responsibility

3 Monitoring, storage and transmittal of primary traffic, control, and
transmission status data bases

| &

Direction and coordination of fault localization and restoral

5 Implementation of directives from higher levels of system control
responsibility.

Such functions include modification of routing table, access of common-user
facilities, and establishment of thresholds and priorities for restriction
of access traffic. Fault isolation and restoral activities are important
nodal functions because of the proximity of this element to the transmission
equipment. The nodal element responds to directives from higher levels of
responsibility. It also preprocesses the primary traffic, contrcl and trans-
mission status data base for reports to the higher system control levels.

1.2.1.5 Station Level System Control Functions
Station level system control functions involve equipment and channel

status monitoring, maintenance, and restoration. Primary station level
functions are:

1 Equipment and channel status monitoring

2 Restorative and preventive maintenance

3 Equipment fault isolation and restoral

4 Primary traffic and equipment data elements monitoring, with data
base transmittal to nodal element

5 Implementation of directives from nodal system control elements

6 Interface with common-user facilities.

Many fault isolation/restoral functions (such as hot standby insertion
or diversity channel switching) are automatically performed as part of sta-
tion equipment. Traffic control is affected at the station level by sub-
scriber restrictions that respond to current traffic demand and preestablished
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thresholds. Routing table updates are made in response to nodal element
directives.

1.2.1.6 Data Collection and Management Subsystems

The realization of integrated system control and management requires a
complex and coordinated data system subne*work distributed among the hier-
archical elements of the worldwide Defense Communications System. The ac-
crued data base must be accessible upward in the hierarchy for purposes of
intralevel coordination and for long-term management evaluation and planning.
It must be available locally for warning and alarming of trouble conditions
and for use in deriving alternatives or local control actions to relieve
these trouble conditions. It may be accessible laterally for limited intra-
level coordination. Automatic Technical Control (ATEC), Traffic Data Collec-
tion System (TDCS), and Automatic Central Alarm System (ACAS) are included
in the near-term DCS system control structure as special monitoring, data
collection, and processing elements. These subsystems are briefly considered
in the following subsections.

1.2.1.6.1 Automatic Technical Control (ATEC)

The ATEC equipment provides automated assistance to the technical con-
troller in performance of basic operating and maintenance activities. ATEC
primarily supports transmission system maintenance activities through data
acquisition, performance monitoring, and analysis. ATEC processors at the
sector and nodal level will provide additional capability for automation of
transmission, traffic, and network control functions. The prototype ATEC
equipment is currently beginning low rate initial production. Presently the
ATEC system is composed of a number of modular elements making up a Measure-
ment Acquisition Subsystem (MAS). The in-service monitoring set scans voice
channels while in operation and measures such parameters as signal power and
noise. The out-of-service monitoring set makes channel performance measure-
ments that normally require circuit interruption. A separate in-service
monitoring set is the wideband digital test set which allows detailed analy-
sis of digital multiplex bit streams. The DC monitoring set scans digital
channels while in service and measures parameters such as average and peak
distortion and baud rate. An alarm reporting set provides the capability
for remote scanning of equipment alarms and control relay status. Frequency
division multiplex (FDM) baseband signal performance monitoring is performed
by the baseband monitoring set which can extract voice channel signals for
analysis, conduct baseband spectral analyses, and inject test tones in the
baseband. Operational control of the ATEC elements in a particular geo-
graphical area is performed by a Node Control Subsystem (NCS) in which are
embodied certain system control and management information functions. Co-
ordination between Node Control Subsystems is performed by the Sector Con-
trol Subsystem located at a Facility Control Office.

1.2,1.6.2 Traffic Data Collection System (TDCS)

The current TDCS concept provides for automatic acquisition, format-
ing, and transmission of traffic data from the AUTOVON switches to the ap-
propriate ACOC on a scheduled basis. Additional functions include rapid

i




switch memory reload, memory update, and acquisition of short term traffic
statistics summaries. Present monitoring tools such as electromechanical
peg count meters, memory peg count registers, traffic usage recorders (TURs),
3 and service observing sets are inadequate (too slow, inaccurate, incomplete)
to perform effective network management and planning functicns. Meter read-
ings are manually recorded and mailed to DCA headquarters. Memory register
counts are output to punched cards and transmitted to headquarters via

| AUTODIN for processing. TDCS provides the means for automatically collect-
ing traffic data at scheduled 60 minute intervals for up to 2000 items of
usage, duration, and count data. Special data reports may also be generated
and consist of 20 data items selected from the overall 2000 items. These
reports are collected over 15 minute periods and are transmitted via
AUTOVON to the ACOC and may be used in implementing network con' !

actions, Data that may be collected on individual calls include:

| 1 Originating trunk group and trunk
; 2 Terminating trunk group and trunk
; 3 Called number
4 Route digit
! 3 Precedence digit
! 6 Final switch matrix connection time
7 Originating trunk release time
{ 8 Four-wire circuit usage time (between switch and ACOC).

Of prime importance is the capability for rapid switch memory reload.
Loss of switch memory occurs at a switch on the average of once every 24
hours and must be restored from punched cards, resulting in an average of 10
to 30 minutes of switch downtime. The rapid memory reload function provides
for reentry of switch memory data from magnetic tape upon operator request.

1.2.1.6.3 Automatic Central Alarm System (ACAS)

i The ACAS provides near real-time indicators for network equipment status
| monitoring. It automatically scans and senses specific alarm or status indi-
cators at each AUTOVON switch and codes the indicators for transmission to an
! ACOC for update of a display board and stripchart recording of selected data.
; Sensing is accomplished using either threshold detection for a cumulative
] count of a change in a two-state condition for a predetermined number of
‘ ; points, or detection of a change in a two-state condition of a single point.
‘ 2 The display provides ACOC controllers with an indication of AUTOVON switch
tratfic flow, trunk group status, and availability of critical common equip-
! ment. The strip display for each AUTOVON switch controlled by the ACOC con-
. tains the switch cluster display, the out-of-service common equipment display,
B i and trunk status display. The switch cluster display reflects both inter-
‘ i | switch and intraswitch traffic. The component out-of-service display reflects
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availability of critical common equipment such as register sender junctors
(RSJ), multifrequency transceivers (MFX), and touch call receivers (TCR). It
also indicates availability of specific markers, logic, and memory. Failure
of logic systems clock and logic comparison function is also indicated; if
"A" logic system fails, no traffic data can be obtained from the switch and
i1f the logic clock fails, additional calls cannot be processed at the switch.
The trunk status display indicates all trunks busy (ATB) and pilot make busy
(PMB) alarms. ATB alarms indicate 100 percent utilization of voice and spe-
cial grade interswitch trunk groups. PMB alarms monitor those trunk groups
by using a carrier system with a group pilot. One PMB alarm indicates a
failure in one transmission direction, and two related alarms at intercon-
nected switches indicate failure in both directions of transmission. When
both ATB and PMB alarms are present, a carrier is the cause of the ATB con-
dition rather than heavy traffic.

1.2.1.7 Defense Satellite Communications System (DSCS) and Real-Time Adapt-
ive Control (RTAC)

The primary functions associated with the real-time adaptive control of
the DSCS are considered in the following subsections. The hierarchical con-
trol structure of the DSCS includes a worldwide element composed of the Oper-
ations Control Element (OCE), Network Control Elements (NCE), and Terminal
Control Elements (TCE). Projected interaction with DCS system control is
included in the following discussions.

1.2.1.7.1 Worldwide Real-Time Adaptive Control (RTAC) Functions

The Operations Control Element (OCE) of the DSCS-RTAC is responsible
for worldwide management functions similar to that of the DCAOC. OCE func-
tions include trend analysis, contingency planning, long range circuit plan-
ning, and allocation of excess capacity to non-DCS subscribers. Typical OCE
functions include:

1 Management and planning on worldwide basis

2 Coordination with DCAOC

3 Network level performance and status monitoring

4 Near real-time contigency circuit planning

5 Allocation of excess DSCS capacity to non-DCS subscribers.

An important function of the DSCS in the integrated system control
structure will be its co-planning activities with the DCAOC. The OCE also
may be called upon to settle intersatellite conflicts in near real time.




1.2.1.7.2 Satellite Level RTAC Functions

The satellite level RTAC element is the Network Control Element (NCE).
The NCE is the highest level RTAC element with major real-time control re-
sponsibilities and is directly associated with a single active DSCS satel-
lite. Real-time control functions involving both satellite and earth
terminal operations are summarized as follows:

1 Real-time satellite operation
a Satellite signal monitoring
b Power/attitude control

¢ Jamming detection

2 Earth station operations
a Demand access allocation
b Terminal and user monitoring
¢ Power and time slot monitoring
d Terminal and network fault isolation
e Coordination of circuit planning with ACOCs.

Satellite operations include positional and power monitoring and con-
trol, signal monitoring, and jamming detection. Earth terminal operations
include network and circuit configuration, power and time allocations, ter-
minal and network status monitoring, and fault isolation. Demand access
assignment and cooperative interface with ACOCs within the satellite cover-
age are also crucial NCE real-time functions. The NCE must be able to pro-
vide effective real-time satellite management in both normal and stressed
situations.

1.2.1.7.3 Terminal Level RTAC Functions

The Terminal Control Element (TCE) functions involve real-time equip-
ment maintenance and circuit management. The TCE is directly responsive to
the NCE for circuit configuration, and directly reports to the NCE regarding
channel and equipment status. The TCE also provides transmission interface
with other DCS subsystems. Summarized, TCE functions are:

1 Channel quality and status monitoring

2 Equipment status monitoring/fault

3 Channel/multiplex reconfiguration under direction of NCE
4 Coordination with accessing DCS facilities.
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1.2,1.8 DCS Digital Upgrade - DEB

The introduction of long-haul digital transmission systems into the
global DCS network is being accomplished in discrete phases by utilizing
existing and planned digital multiplex and radio equipment as replacements
for the present FDM terminals. Performance monitoring equipment is being
developed that can automatically detect and report the status of the planned
manned and unmanned data terminals.

A pilot program to determine the feasibility of replacing the primarily
FDM transmission facilities with digital facilities is implemented in the
Frankfurt-Koenigstuhl-Vahingen (FKV) transmission link. Operational charac-
teristic data will be accumulated from this project to be used in the develop-
ment of standards and criteria for the future upgrade of other long-haul Eu-
ropean transmission systems. The FKV project is implemented using a modified
Vicom D2 (CY-104) for first-level analog-to-PCM conversion, a second-level
Vicom TDM, T1-4000 with Vicom 4030 hot-standby switch protection, a Vicom
T1-WB1 wideband data terminal, and a Collins Radio AN/FRC-162 transmission
facility.

Further upgrade of the European DCS network will be implemented under
the Digital European Backbone (DEB) program, the first phase of which will
utilize the same digital equipment as the FKV project. Future upgrade of
the DEB system involves the use of the DRAMA equipment consisting of the
TD-1192 first-level PCM multiplexer, TD-1193 second-level TDM, and AN/FRC-163
radio set. These would be used instead of the CY-104, T1-4000, and AN/FRC-162
employed in the present upgrade.

Of particular interest to DCS system control are the improved status
monitoring, fault isolation, and control capabilities inherent with digital
modulation techniques. The inherent capabilities of the digital signal pro-
cessors is further enhanced by their similarity and compatibility with digital
computers.

1.2.2 Information Flow Concept

Reliable and efficient exchange of information among the various levels
in the system control hierarchy is a prerequisite for effective control of
the DCS. 1In this section an overall information flow concept for the near-
term DCS is outlined that relates to the primary functions of the worldwide,
theater, sector, node, and station system control hierarchy discussed in
section 1.2.1. This information flow concept has been used to identify
potential near-term system control limitations and to recommend near-term
DCS upgrades (see section 1.2.4).

The flow of system control information from the station level to higher
system control levels is depicted in Figure 1. Indicated in the figure are
certain functions performed at each system control level on specific types
of information. The forward (F) function indicates that the information is
passed to the next level in the received format. Information passed to
higher levels in the report (R) function, however, is modified by being
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consolidated with other information, processed and refined, and/or reformated
by automatic, semiautomatic, or manual methods. The monitor (M) function
designates information that is monitored by a network controller and/or
processor. Information is stored (S) automatically on disc, tape or printer,
or recorded manually by operating personnel. The process (P) function indi-
cates automatic data processing is performed on the information for fault
isolation, status summaries, or trending analysis. Automatic or manual
analysis of information is indicated by (A), and information utilized for
fault isolation purposes is indicated by (I).

Figure 2 illustrates the flow of information from the higher levels
of the DCS system control hierarchy. This information consists primarily
of directives, requests for data, network configuration data, and fault
assessment data. The forward (F), store (S), and process (P) functions
are the same as those indicated in Figure 1. The directive (D) implemen-
tation function designates the level at which operational direction messages
or requests for data are executed.

1,2.3 Network Controller Responsibilities and Functions

The Senior Network Controller (SNC) at the ACOC plays a vital role in
the operation of the Defense Communication System. He must know at all
times the real-time status of designated communications systems under his
supervision. When a situation occurs that results in degradation or loss
of service to users of the DCS, he must take near real-time action to re-
store service to users by any available means in accordance with established
restoration priorities. To satisfy these responsibilities, the SNC must
perform specific daily functions related to technical direction, coordina-
tion, technical supervision, restoral, fault isolation, status monitoring
and status reporting, as outlined in Table 1. To perform these functionms,
the SNC must:

1 Collect status information via orderwire and critical control
circuits

a Monitor network performance via M~40 terminal (performance
indices, data base alarms)

b Use data switching terminal (DST) to interface, via orderwires,
with switches

¢ Utilize processor equipments, input and output writers, control
consoles, and electromechanical displays to obtain status
information

d Receive status of transmission links, supergroups, groups,

channels, and circuits for operational direction, management,
and record purposes.
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TABLE 1. ACOC SENIOR NETWORK CONTROLLER FUNCTIONS
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Maintain configuration of switched network.

o

L

Specify network/transmission configurations.

1) Specify activation, rearrangement, and deactivation of transmission links,
supergroups, groups and channels (including preactivation circuit conditioning,
testing, and reporting).

Maintain inventory on location, use, and status of switched network resources,

1) Advise appropriate agencies and control levels of operational status of
assigned facilities and systems.

2) Maintain continuous knowledge of facilities available for rerouting.
Supervise addition, deletion, or restoral of switches.

Determine required user service.

Oversee network traffic control operations.

b

lo |a |0

Coordinate changes in transmission system in response to adverse traffic data and
facility disturbances.

Coordinate control actions affecting theater and intersector areas, including speci-
fied services to designated users.

1) Monitor, supervise, and direct restoral and reroute actions within the theater
in accordance with centralized restoral plans.

2) Monitor, supervise, and direct timely actions to correct degradations that
affect facility and system performance and user service within the theater.

3) Coordinate control actions affecting AUTOVON, AUTODIN, and DSCS.

4) Coordinate with local facilities and other ACOCs to isolate and correct inter-
theater transmission link problems.

Direct control actions of subordinate areas (sector levels).
Exercise control of theater level transmission systems.

Authorize and approve activation and deactivation of traffic overload circuits.

Monitor, maintain, and analyze real-time status of stations, systems, and trouble re-
ports under controller's cognizance.

lo* Im

[z}

Supervise accumulation of traffic and performance data for long term planning.

Advise commands/agencies of serious disruptions to their communications capabilities.

Maintain required logs and records and provide data for preparation of pertinent
reports.

Supervise network fault detection, isolation, and restoral.

lo* I

e |o

Resolve conflicting inter-area decisions.

Coordinate fault localization within multiple link configurations.

Coordinate substitution of equipment or channels as necessary for maintenance, iso-
lation of communications faults, or restoral of user service.

Monitor network to assure effectiveness of corrective actions taken.

Compile information and make recommendations regarding equipment malfunctions and
service interruptions.

Schedule operations and maintenance activities for AUTOVON and AUTODIN.
Supervise overall operation of the ACOC.

. suial -

-




ot

2 Analyze status information and make control decisions,
3 Issue operational directives via orderwire and critical control
circuits

a Issue operational direction messages (ODM) - message or tele

phone instructions - to direct actions or request additional
information

o

Follow up verbal ODM with record ODM within 24 hours

Ie)

Initiate instructions to DCS station commanders to ensure ODMs
are brought to the attention of the appropriate element.

1.2.4 Near-Term DCS Upgrades

This section presents recommended upgrades to the near-term DCS that
reflect necessary requirements for effective near-term system control.
These recommendations are based upon study and analysis of the near-term
DCS configuration, information flow requirements, and controller functions
discussed in previous sections of this report. Recommendations are pre-
sented in categories as related to TDCS, data base, and controller aids.

In general, data processing in the DCS system control hierarchy should
be maximized at each level, and only pertinent system control and manage-
ment data necessary for real-time control, restoral, and reallocation of
resources should be forwarded to higher levels. Long-term planning infor-
mation should continue to be mailed or transmitted on an as available basis
via AUTODIN. The DCAOC should continue to function as a nonreal-time con-
trol level, and only in an extreme crisis or emergency should it become
involved in day-to-day traffic and network problems. One possible excep-

tion to this policy would be in the initiation of alternative contingency
plans via AUTOVON in special situations.

1.2.4.1 TDCS Recommendations

As the TDCS is the primary real-time traffic data acquisition element
in the DCS, it should be utilized to a greater extent in maintaining the
system control data base. Currently the traffic data accumulated by the
TDCS is seldom used in real-time system control decision making. Other
than rapid memory reload (RMR), the TDCS does very little to aid the sys-
tem control process other than provide management and planning data more
accurately than previous switch peg count and metering and manual recording
methods. With the implementation of a controller interactive interface with
the TDCS processor via the the Computer Assisted Display System (CADS) or

minicomputer, more effective use of the TDCS system can be achieved. E*

An evident shortcoming of the TDCS is its lack of flexibility in the
gathering of real-time data. A multiplex function should be implemented for
system control so that data from more than on switch can be requested simul-
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taneously by the ACOC. This multiplexed data gathering function would alleviate
the difficulty in obtaining special request data periodically. Another TDCS
shortcoming is that data is not stored in a form readily accessible by a pro-
cessor for performance of data base analysis for system control functions.

To make TDCS more useful for system control, restoral, and realloca-
tion functions, the current software must be updated to allow priorities
to be set for acquisition of traffic data, to allow for periodic reporting
of traffic data on a continuous basis, to forward the periodic reports to
the ACOC for data base updates, and to allow for convenient changes to the
list of parameters in the periodic reports. Also, it should not be re-
quired that a-long report be in progress from a switch to make a special
request measurement,

1.2.4.2 Data Base Recommendations

In the performance of system control, restoral, and reconfiguration
functions in the near-term DCS, acquisition of more data than required to
carry out these functions is as cumbersome as not having enough data. Un-
necessary data acquisition unduly burdens the processors at the various
levels and the transmission facilities, as well as the operating personnel.
A detailed assessment of the entire DCS data acquisition and reporting
system should be made to optimize data acquisition and eliminate nonessen-
tial data. Dedicated special grade lines should be used for data acquisi-
tion (and issuance of operational directive messages) with provision for
changeover to switched lines if a dedicated line failure occurs. The trans-
mission rate on dedicated data acquisition lines should be 4800 baud, with
the capability of switching to lower baud rates if necessary for transmis-
sion over degraded lines. The ACOC has the responsibility of maintaining
a complete data base for all facilities in its assigned area, and oversees
all control, restoral, and reconfiguration functions. The sector maintains
a data base for its assigned area and directs routing changes. It assumes
responsibility for issuing system control directives when communication
with the ACOC has failed. The nodal element maintains a data base for
stations and equipment under its responsibility and originates control di-
rectives only when communication with the sector has failed. The station
level maintains a data base only for restoral of hardware under its juris-
diction.

As discussed in section 1.2.4.1, TDCS currently does not maintain an
adequate data base at the ACOC to allow performance of fundamental network
control functions. With the update to TDCS software previously discussed
and the incorporation of ACAS and ATEC data into a data base accessible by
processors at the ACOC, the primary functions of system control, restoral,
and reallocation can be performed at the ACOC on a near real-time basis.

1.2.4.3 Controller Aid Recommendations

Interface of the network controller with the network data base is
accomplished via the CADS or minicomputer. It is essential that the sys-
tem controller be provided computer-aided assessments of network perform-
ance and a menu of controls and directives which may be initiated via
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terminal keyboard or light pen. Using automatic or semiautomatic fault
isolation techniques a combination of controls and directives based on
traffic, call, and network data can be presented to the controller for
implementation. At each level in the DCS, specific menu options can be
presented to the controller that are dependent on their system control
responsibility in the network. A specific example for use of menu options
is in the Inform System utilized for transmission of short messages via
teletype or CRT. Current procedures require that a separate operating
manual be referred to for information on message formats and destination
codes. An interactive menu can be used to allow use of the Inform System
without reference to a separate manual.

Of crucial importance in the controller/data base interface are dis-
plays that convey meaningful information in an effective manner. Such
displays may combine several measurements to provide the controller with a
quick look at network resources and traffic situations in near real-time.
Several of these displays have been developed and are discussed in section
1.3. An essential part of this display system is a smart terminal with
graphics capability which could use the CADS system interface to access the
data base (also discussed in section 1.3)., A specific example of the use
of this display system i1s in the ACOC SPOT procedures. Currently a link or
station outage is indicated by a 27-character alphanumeric message that
must be decoded by the controller. The use of a topological display of
network status (section 1.3) will greatly enhance the system controller
functions.

At the ACOC another controller aid which would greatly enhance the
performance of network control activities would be a network simulator
running in parallel with actual network operation. The simulator would
allow trial of system control techniques on a noninterfering basis with
the network, and would also serve as a valuable training aid for ACOC and
sector controllers in acquainting them with network control techniques
and typical network responses.

1.3 Controller Aids and Data Base Requirements

Numerous controller position displays and formats have been considered
to aid DCS network controllers in achieving timely system diagnosis and con-
trol implementation. Effective controller displays require elimination of
nonessential data and/or emphasis of critical data. To ensure that these
goals may be realized, it is imperative that the controller has some capa-
bility to format displays dynamically. This capability simply may be to
limit displays to a given sector or sectors that exhibit potential disturb-
ances, and thus eliminate extraneous data from other sectors that display
normal behavior. Similarly, a single node with detailed trunk group status
may be desired for display. Overlay formatting is another means of allowing
controller display flexibility. The controller may request specific detailed
information to be overlaid on ar existing diagram. This information may
include trunk group designation, occupancy status, GOS status, or directional
flow patterns that the controller could successively or simultaneously over-
lay on a topological diagram of the network or subnetwork.
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Threshold type alarm indicators help to draw controller attention to
critical data by emphasizing potential problem areas. This emphasis also
aids in correlation of observed data for timely isolation of the real prob-
lem. With nonuniform traffic patterns, such as exhibited by the European
AUTOVON with CONUS, it is important that alarm thresholds be set to reflect
excursions from normal behavior. European gateway links to CONUS, for ex-
ample, have a normally high blocking rate, so that higher threshold values
for GOS status must be set. That is, alarms should indicate potential or
actual abnormality. In fact, the significance of specific thresholds will
vary according to time of day (busy hour versus nonbusy hour) or according
to recognized network degradations. Once a fault is indicated and interim
action taken, it may be desirable to raise certain thresholds to reflect
the expected interim status.

Graphical displays provide a means of presenting significant amounts
of data in a form easily digested by the human controller. For efficient
and flexible graphical presentations, however, visual display units (VDU)
with special capabilities are desirable. First, the VDU should be capable
of drawing lines anywhere and at any angle. Those terminals that provide
graphics through specially defined alphanumeric characters are generally
quite limited in this capability. True graphic terminals generally allow
excitation of any of the n*m points that define the overall picture.

Also desirable is a graphical overlay capability. For example, a grid
and axis may be drawn and annotated as a background. Subsequently, various
curves may be sequentially drawn, viewed, and removed without the background
being regenerated. In a network topology overlay, link GOS figures may be
periodically computed and new values can replace old ones overlaid on the
VDU. This permits dynamic monitoring of network status. This type of over-
lay capability requires a VDU with a point-by-point memory periodically
accessed to refresh the visual display (usually several times a second).
Data may be dynamically updated by selectively altering portions of the
point-by-point memory.

The flexibility, ease of update, and CPU requirements are further
improved by having a smart terminal, that is, one with some processing capa-
bility and, perhaps, additional memory capability of its own. Smart termi-
nals range from the very limited to the very sophisticated. The Tektronix
4010, which accepts either vector graphic or alphanumeric data, internally
converting to a dot matrix on the screen, is a very limited smart terminal.
The 4010 has no refresh memory, so dynamic overlay capability is very
limited. Other terminals are in themselves minicomputer based, so all
formatting may be accomplished by the terminal. The host computer/VDU data
transfer is bilateral and rapid. The VDU computer processing controller in-
puts and requests the required data base elements through computer-to-com-
puter interface. With this level of smart terminal, very sophisticated
interactive and dynamic displays may be presented with almost no burden on
the host computer.

An additional level of color VDU is also available. The refresh memory
point is a color-encoded byte. The principal disadvantages of color VDUs
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are cost and programming complexity. However, color is an extremely effec-
tive way of displaying time-varying flow and status characteristics. The
use of color encoded controller displays is not discussed further in this
report, but the subject does deserve extended consideration.

The following subsections discuss several candidates for controller
position displays that require various degrees of noncolor VDU sophistication.
While specific controller aid displays are illustrated, the formats are
readily adaptable to various data types at all system control levels. Alarm

emphasis, bar chart, and topological overlay formats are considered in
particular.

1.3.1 Alarm Isolation Displays

As previously discussed, exclusion of excess data and emphasis of criti-
cal items are important criteria for effective controller aids. Figure 3
illustrates a potential option for display of link status that meets these
criteria. Only alarmed states (or, optimally, states at and above a specific
alarm level) are displayed. Nonalarm states are excluded. Potential trouble
spots are highlighted by the multilevel alarm indications, and such indicators
may often be sufficient to direct the controller to subsequent displays or
decisions. Supporting data are presented should the controller require addi-
tional data to isolate problem causes such as abnormal traffic demands or
loss of capacity. Such displays require only alphanumeric display, the
simplest of VDU terminal capabilities.

Similar formats are applicable to source node and source node to desti-
nation node statistics. Link and source node by precedence-level statistics
may also be effectively presented in this format. Figure 4, for example,
illustrates the presentation of alarmed node GOS status at precedence levels
immediate and above. Blockages occurring at the normally nonblocking pre-
cedence levels are particularly significant data for fault isolation.

The alarm isolation format has application at nodal and higher levels
of the system control hierachy. Figure 5 illustrates potential utilization
at ACOC, sector, and nodal levels. The lower level displays are also appli-
cable at the higher level system control stations for detailed inspection
of selected regions or nodes.

1.3.2 Bar Chart and Related Displays

The bar chart presentation of link or node status information is an
effective medium for emphasizing potential trouble areas in a network or
sector. Figure 6 illustrates a link GOS status bar chart that was gener-
ated on a large screen oscilloscope. This display was developed under a
previous contract with DCEC by a multiplexing scheme implemented on an
analog/hybrid computer. Scope updates are rapid compared to associated

time constants, so the controller can dynamically view the changing network
or regional status.
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Figure 6. Link GOS Bar Chart Display




Alarm state emphasis (blinking display) and isolation (exclusion of
bars for nonalarmed states) also have been implemented as controller select-
able options. This type of dynamic display is not feasible with a non-
refreshing VDU since rapid updating is required. Snapshot displays of this
type, however, are readily generated on essentiallv any VDU with vector or
even alphanumeric graphic capability. Network data that can be effectively
viewed in this manner includes link and source nude GOS and preemption
statistics.

Link occupancy and percent utilization lata (a much faster time constant
which definitely requires a refresher VDU) are «ther potentially effective |
displays with this format, although the real time occupancy data is not
normally available at sector or theater levels. These occupancy displays
can be effective at nodes with many connecting links (such as Donnersberg)
where relative load levels may help dencnstrate origins of overload traffic.

Bar chart presentation of normalized status information is a particul-
arly effective method of emphasizing potential trouble locations. Figure 7
illustrates normalization applied to GOS status of links 1 through 12. The
hypothetical link GOS data presented were accumulated over an interval of 1
minute. The vertical axis denotes the expected proportion of samples that
should exceed the associated deviation under nominal network operation.
For example, link 1 is at a level that is normally exceeded approximately
half the time, so that no cause for alarm is indicated. Link 6, however, is
at a level normally exceeded only one of every 100 samples, and is potenti-
ally a critical link. The illustrated dots are an option that allows some
past history information to be presented. Each time the bar chart is updated,
the previous bar is replaced by the single dot. Hence, some past history
is available for illustrating the distribution of abnormal excusions. If
the past history data is presented, however, the controller shpuld be able
to delete it at will. If the controller suspects problems with certain
facilities, such as with link 6 from Figure 7, additional time history
information may be required for proper trending analysis. Figure 8 illu-
strates one such display. Here past history data is chronolgically presented
for links 6 and 7, illustrating a definite trend towards degradation with
link 6 and, while not conclusive, indicating that link 7 status may be de-
grading as a result of link 6 degradation. Such a past histc.'y display re-
quires additional storage and processing capability which may impact pro-
cessor CPU and memory requirements.

The nomalization algorithms also require considerable processor time
and/or prestored normalization functions. Of primary difficulty, however,
is definition of the normalization algorithms or functions. They will be
extremely dependent on the individual network and on the processing inter-
val. Most likely these functions will have to be defined through simulation
exercises. Since these functions represent levels of confidence that the
observed status depicts normal behavior, these or similar type functions
must be determined if the controller is to be able to effectively and timely
correlate observed statistical data with potential network problems.
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1.3.3 Topological Overlays

Topological displays present a new dimension to controller aids -
logical interconnectivity. Typically, stress originating in one portion of
a network will cause observed disturbance in other parts. A multitude of
alarms often masks the real problem. Topological displays can aid the con-
troller in correlating the stress indicators through recognition of con-
centrated or interconnected areas of stress.

This section illustrates three topological overlay formats. The first
is associated with a regional subnetwork, and is appropriate for sector or
theater level control positions. The second is a nodal breakout with
particular benefit to the nodal control position. The third is a route
tracing overlay that could be benefical at any system control level. Each
display illustrated is most effectively implemented within a dynamic format,
where specific callouts are periodically updated. Interactive optionms,
where the controller can quickly change the callout (from total link GOS to

link GOS at a specific precedence, for example) further enhances the topo-
logical format as a controller aid.

Topological displays require considerable software sophistication which
may be a burden on the network processor unless such software functions are
provided by a smart terminal visual display system. Although snapshot type
topological displays have some merit, the dynamic real time overlay updates
can present the data in a much more effective manner. Dynamic updates re-
quire a refreshing type VDU with a matrix memory. For software development
purposes, it is also imperative that the VDU may be addressable in both
vector graphics and alphanumeric modes.

Figure 9 illustrates a topological overlay on a regional basis. The
background display is the region of Donnersberg, Langerkopf, and Schoenfeld
in the European AUTQVON. Link numbers and link GOS figures are presented
in the L/GOS format on the clockwise side of each link, while alarm status
is indicated on the counterclockwise side. Both GOS and alarm status may be
presented dynamically with periodic update.

If smart terminal and dynamic update capability are available, regional
traffic flow information may be very efficiently presented through dynamic
segmentation of link lines as illustrated in Figure 9., Total link capacity
is divided into three segments. The segment closest to each node represents
the relative amount of capacity occupied by incoming traffic. The farthest
segment represents outgoing traffic, and the central segment represents
available capacity. PBX traffic flow to and from the switch are indicated
by the bold lines. Additional overlay information that might be requested
by the controller includes control status information at displayed links
and nodes. This display is most effective if the controller is provided
a menu whereby he may interactively request or delete specific informationm,
and thereby design his display to most effectively serve his immediate needs.

Figure 10 illustrates a nodal breakout display with status and flow
indication similar to the regional overlay. Link 8 (Hillingdon to Donners-
berg) is indicating complete saturation, as only two line segments are shown.
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Figure 9. Regional Overlay with Link GOS and Flow

/ 9 /10 6/7 oou-a
| s 1 \

Figure 10. Nodal Display with Status and Flow
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This format is particularly useful in isolation of anomalies that generate
abnormal traffic flow patterns.

Another potential controller aid is represented in Figure 11 in which
background information is the European AUTOVON theater with satellite and
terrestrial capacities called out. The operator then requests display of
route traces for specific souce/destination nodes, such as for Hillingdon
to Humosa in Figure 12. On a dynamic VDU the displayed routes would be
flashed for emphasis at a period of about 1 second. Alternately, the con~
troller could step through the routes one at a time to display normal routing
sequences. Such displays would assist in the development of alternate
routing plans in stressed environments. This display requires either a
centralized knowledge of nodal routing tables or route tracing capability
through network signalling channels.

It is recommended that regional and sector offices be responsible for
maintaining real time routing table information within their respective
areas of responsibility, and that this information be made available upon
request to lower levels of the system control hierachy. In this manner,

a nodal operator could trace routes through his node to various destinationms,
and could assist in making timely decisions to assure complete logical con-
nectivity in stressed network environments.

1.4 Interactive Network Simulator Scenarios

Overseas AUTOVON baseline scenarios and controller interactive scenarios
performed with the interactive network simulator are illustrated in this sec-
tion and in Appendix C. The controller interactive scenarios depict satel-
lite link reallocation, routing table update, and channel reassignment.

1.4.1 Overseas AUTOVON Baseline Scenario

Baseline runs were made with the interactive network simulator for the
Overseas AUTOVON configuration, as illustrated in Figure 13, and described
in Appendix B. This baseline series illustrates the typical response of
the network over a 2-hour period for busy hour traffic levels, and provides
a standard for validation of the network simulator upon incorporation of
future modifications. Outputs of the interactive network simulator for the
baseline scenario are presented in Appendix C.

1.4.2 Controller Scenarios

Two scenarios in the European theater of operation are presented. Both
center about the Feldberg node. Scenario 1 represents failure of the earth
station at Feldberg that leaves the corresponding gateway with very limited
capacity. Scenario 2 depicts a multiple link failure at Feldberg. Both the
Donnersberg/Feldberg and the Langerkopf/Feldberg links suffer complete fail-
ure. Logically, particular node pairs are isolated and the call-carrying
capacity that connects many of the nonisolated node pairs is considerably
reduced. Reallocation of the satellite capacity is used for restoration of
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service in Scenario 1, while both alternate routing plans and channel re-
assignment schemes. are considered for interim strategies in Scenario 2. 1In
each case, representative behavior is provided for the normal unperturbed
network and for the perturbed network. The behavior improvement that re-
sults from the simulated control actions is documented. In all cases, the
simulated perturbation occurs at 40 minutes into the run, while restoration
of all perturbations and controls occurs at 90 minutes. Each run presents
two hours of simulated AUTOVON data. Control actions are implemented 10
minutes after perturbation.

The scenarios were run in a batch mode at 60 times faster than simu-
lated real time to allow concise presentation of the supporting data. 1In
the interactive mode the controller would switch to a real-time mode while
attempting to isolate and correct the problems. The supporting data and
displays for Scenario 2 demonstrate the process of problem isolation and
control design by the interactive controller. Both stripplot and tabular
displays are presented. For the stripplot displays, the theater-level and
link grades of service displays present data accumulated over successive
10 minute windows, with data plotted each minute. For a given 10-minute
window, therefore, the first plotted value represents 1 minute of accumu-
lated data, while the last plotted value represents an accumulation of 10
minutes. Percent utilization figures are updated each second. All times
are presented in simulated time scale. Tabular displays also are windowed,
presenting data accumulated over the previous 10 minutes. Both scenarios
are executed with the updated European network model (described in Appendix
B) and with up to five reattempts per block call. Link and node designa-
tion numbers are presented in Figure 14. This figure also displays the
nominal allocation of terrestrial and satellite voice channels within the
European theater,

1.4.2.1 Scenario 1: Earth Station Failure

In Scenario 1 the failure of the earth station at Feldberg results in
the Feldberg/Conus gateway link being reduced from its 47 satellite and
terrestrial trunks to its 8 terrestrial trunks. A comparison of Figures
15 and 16 shows both immediate and priority subscribers seriously affected,
but routine service only moderately degraded. This is due to the precedence
distribution of the gateway traffic which is very heavily weighted at the
immediate and priority levels. All gateway links become extremely saturated
as a result of the alternate routing attempts among the gateway links. Fig-

~ure 17 illustrates the effects resulting from reallocating satellite

capacity at the alternate gateway switches of Hillingdon and Mt. Vergine,
which receive additional allocations of 20 and 19 voice channels, respective-
ly. As demonstrated in this figure, network grade of service is essential-
ly returned to normal soon after reallocation is implemented. Restoration

is possible because of the alternate gateway routing capability.
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1.4.2.2 Scenario 2: Multiple Link Loss

Scenario 2 demonstrates the interactive control process involving iso-
lation of problem areas and design of control action to reduce network de-
gradation. The perturbation consists of complete fajlure at time 40 minutes
of the Donnersberg/Feldberg (14) and Langerkopf/Feldberg (10) logical links.
The behavior of the theater-level grade of service indices and of signifi-
cant links is presented in Figures 18 and 19 for normal and perturbed net-
works, respectively. Although normally the immediate precedence traffic
essentially is nonblocking, the failure of links 10 and 14 logically iso-
lates several node pairs to result in a significant immediate call blockage.
Lower precedences also experience elevated GOS values. Figures 20 and 21
illustrate several controller position displays that are useful for locat-
ing trouble locations, and in helping to formulate effective control direc-
tives. Figure 20, a 10-minute windowed display, presents typical normal
busy hour statistics, while Figure 21 provides similar statistics viewed
10 minutes after the perturbation. Following are results from distressed
network displays as compared to normal behavior:

1 Twelve percent of immediate (2) blockage and elevated blockage occurs
at the lower precedences

2 Total blockage of links 10 (Langerkopf/Feldberg) and 14 (Donnersberg/
Feldberg) occurs due to link failures

3 Decreased blockage on link 2 (Conus/Feldberg) indicates loss of sig-
nificant amount of gateway traffic through Feldberg
4 Greatly elevated blockage at source nodes 3 (Feldberg), 4 (Langer-

kopf), and 8 (Donnersberg) indicates potential losses of logical
connectivity in this region.

The controller displays strongly suggest that the majority of the observed
immediate traffic blockage is due to lack of any logical paths connecting
Feldberg, Donnersberg and Langerkopf. Routing tables (Appendix B) reveal
that Feldberg is isolated logically from Donnersberg and Langerkopf with
links 10 and 14 out of service. A probable solution is to generate and
implement routing tables updates at selected switches to restore sufficient
logical connectivity to handle at least the majority of the immediate prece-
dence traffic. This is not a trivial task. To provide the connectivity
without causing '"ring-around-the-rosy'" conditions, tables at Donnersberg (8),
Langerkopf (4), and Feldberg (3) were revised, and selected alternate paths
were removed from Schoenfeld (7), Humosa (9), and Mt. Pateras (11). The
controller interaction sequence with resulting routing table updates is

“1llustrated in Figure 22. Figure 23 demonstrates the effectiveness of this

control when implemented at 10 minutes following the link failures. Immedi-
ate precedence blockage is reduced from about 15 percent to about 5 percent.
Total network blockage is reduced from about 25 percent to about 12 percent.




SILANIW ~ 3WIL SILANIW ™ IWIL

09

asuodsay InoH Asng TeWION :Z OTIBU3DG °QT 2and13 M

[9) 02 0 021 oot 08 09 Ot 02 0

T

| D e Aeas et G (Maad iR jase. .

v ' '

~——+7—00

=S====-—=====- ‘ i ] SSEsis E
=== ~509 81 INT" s =40 = T T 0 4
1 === - = = = # == =
= = = i = 1
s == et = EE

=00

peowe
9008
o
o
"
|

7 Fr 0

l
1

T = EEEEE E: =10
==t 3 -1

0°1

= e e e s e
s = = =
RENRIN===c==S===sSgll= - ———= == =gU
==SS=S=S= S =E==== ===
—=——Sc——--c--——>->>==cccC—si=N —__—-_ ==—S=_"Sc-c=-°:
E & D ¥ —ihlLlL‘Lr!L[![lM,\lrLll‘rlrnriLu (VSR (R TR W T LDM R T 3 .1. .T... n.v & % ._. .I...... YT, .ﬁ
T o s ————e —~-




asuodsay [ei103Say PUE UOTIBQINII3J :7 OTIBUSDS ‘6T 2Indyg

SILANIW  “IWIL
09 oy 02 0 0zt

SILANIK ™ 3IWIL
00t 08 09 o

+

4

; S ) e e e #Huho.o
==== EEEEE S=SE IWN‘ =EEESESEE
== s = - eSHINRE (EERSSEREE E

=== = = = ==
j===—° : - EE==s S smem T T
B e m e U ‘ R

=E=E==S = e w“ EEREEEEEEEEE N

.‘.O.ﬁ : 3

r B S Y B S (R R R (R T e PR A R B P B e |
E = 3 = = e == Aui‘,Q.Q
& § e
=S N EEEs i
M\ B == & ‘:\..
5 == EE== “ S0

0°1

-+
b

0°0

=i =F . == T 771717

= — | "S05 3oN303034d IVIGIWT | | | i1

== O.ﬂ

+

P’

[t ] prom———
C— et

= b

e 8 | 8

= 100
1 ] . » . > . » . » > . » , - - Pv{H\\‘ 'WIM\ITM H- : Hl-.!TH \h\. >- i ﬁ

- B Lo Al A SR




Al st

871

e

xxxsx 03408
*\CCUMULATED TOTAL NETWORK STATISTICS%
ATTEMPTS BLOCKS COMPLETE PREEMPTED BL/ATT PR/COM

41

830

*xxkx 03402

Oxsxx%

Oxxxxx

IR

104 0,0471 0,1253

*ACCUMULATED NETWORK PRECEDENCE STATISTICS=*
PREC ATTEMPTS BLOCKS COMPLETE PREEMPTED BL/ATT PR/COM PREC
0 0 0 0 0 0,0000 0,0000 0
1 4 0 4 0 0,0000 0,0000 1
2 232 [V} 232 0o 0,0000 0,0000 2
3 221 12 209 49 0,0543 00,2344 3
4 414 29 385 55 0,0700 0,1429 4
*kktx 03402 O%xxxx
*ACCUMULATED LINK/PRIORITY GOS STATUS
LINK A TOTAL PO Pl P2 P3 P4
BLCK/ATTM=X XX BLCK/ATTM BLCK/ATTM BLCK/ATTM BLCK/ATTM BLCK/ATTM
1%x» 170/ 300=0.57 0/ 0 1/ 1 85/ 153 S4/ 95 30/ 51
2 % 205/ 427=0.48 0/ 0 1/ 4 96/ 212 71/ 147 37/ 64
3xxx 173/ 208=0,.83 0/ 0 1/ 1 89/ 108 51/ 62 327 37
4 0/ 59=0.,00 0/ 0 0/ 0 0/ 29 0/ 16 0/ 14
5 0/ 51=0,00 0/ 0 0/ 0 o/ 17 0/ 21 o/ 13
[ 0/ 50=0,00 0/ 0 0/ 0 0/ 26 0/ 13 o/ 11
7 3/ 60=0,00 0/ 0 G/ 0 o/ 17 0/ 8 0/ 35
8 x 28/ 61=0.46 0/ 0 0/ 2 9/ 19 5/ 17 14/ 24
9 0/ 35=0,00 0/ 0 0/ 0 0/ 12 0/ 9 0/ 14
10 11/ 148=0,U7 0/ 0 1/ 3 1/ 49 1/ 42 8/ 5S4
11 U/ 96=0,00 0/ 0 0/ 0 o/ 39 0/ 3% 0/ 23
12 v/ 20=0,00 0/ 0 0/ 0 0/ 6 0/ 2 0/ 12
13 0/ 27=0,00 0/ 0 0/ 0 0/ 1 0/ (3 0/ 20
14 19/ 179=0.,11 0/ 0 (\4 3 Sz S8 3/ &6 11/ 72
15 0/ 29=0,00 0/ 0 o/ 0 0/ 6 0/ 7 0/ 16
16 0/ 9=0,00 0/ 0 0/ 0 o/ 1 0/ 3 0/ 5
17 0/ 106=0,00 0/ 0 0/ 1 0/ 5 0/ 16 0/ 84
18 0/ 52=0.00 o/ 0 o/ 1 0/ 15 0/ 15 os 21
19 1/ 50=0,02 0/ 0 0/ 0 0s 10 0/ 16 1/ 24
20 1/ 26=0,.04 n/ 0 o/ 0 0/ 8 o/ S i/ 13
21 0/ 47=0,00 0/ 0 o/ 0 o/ 9 0/ 18 0/ 20
22 16/ 55=0,29 0/ 0 0/ 0 1/ S 0/ 5 15/ 45
23 0/ 31=0,00 0/ 0 0/ 0 0/ 1 0/ 6 0/ 24
24 2/ 43=0,05 0/ 0 o/ 0 0/ 2 0/ 10 2/ 31
25 0/ 25=0,00 0/ 0 0/ 0 0/ 3 0/ 4 0/ 18
26 7/ 26=0,27 0/ 0 0/ 0 1/ 2 1/ o Sz 19
*xxxx 01402 O#x»xxxx
*ACCUMULATED SOURCE NODE NETWORK STATISTICS=*
NODE ATTEMPTS BLOCKS COMPLETE PREEMPTED BL/ATT PR/COM NODE
1 129 10 119 31 0,0775 0,2605 1
2 68 -] 63 10 0.,0735 0,1587 2
3 134 6 128 12 0,0448 0,0938 3
4 140 6 134 16 0,0429 0,1194% 4
5 47 0 47 3 0,0000 0,0638 5
6 48 1 47 10,0208 0,0213 6
7 39 e 37 3 0,0513 00,0811 7
8 120 6 114 17 0,0500 0,1491 8
9 69 3 66 6 0,0435 0,0909 9
10 38 0 38 1 0,0000 0,0263 10
11 39 P 37 4 0,0513 0.1081 11
Figure 20. Preperturbation Displays
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xxkxs 03150% O%sxxx

= *ACCUMULATED TOTAL NETWORK STATISTICS*
! ATTEMPTS BLOCKS COMPLETE PREEMPTED BL/ATT PR/COM
am 921 210 711 109 0,2280 0,1533
{ *ekx% 0050 Oxxxxx
q *ACCUMULATED NETWORK PRECEDENCE STATISTICS*
PREC ATTEMPTS BLOCXS COMPLETE PREEMPTED BL/ATT PR/COM PREC
! 0 0 0 0 0 0,0000 0,0000 0
| 1 5 0 S 0 0,0000 0,0000 1
| 2 268 32 233 20,1208 0,0086 2
| 3 216 44 172 34 0,2037 0,1977 3
| 4 445 134 301 73 0,3080 0,2425 4
xxxx% 0350 Oxwxxx
| '[ «ACCUMULATED LINK/PRIORITY GOS STATUS
! LINK A TOTAL PO P1 P2 P3 PY
: BLCK/ATTA=X XX BLCK/ATTM BLCK/ATTM BLCK/ATTM BLCK/ATTM BLCK/ATTM
{ 1%% 213/ 326=0.65 0/ 0 3/ 4 113/ 186 62/ 84 35/ S2
! I 2 41/ 314=0,13 6/ 0 1/ 3 217 166 13/ 94 6/ 51
3sxx 205/ 259=0.79 0/ 0 4/ 5 118/ 152 S4/ 65 29/ 37
4 0/ 960,00 07 0 0o/ 2 0o/ 21 0/ 18 9/ 15
i 5 34/ 127=0.27 0/ O 0/ 0 17/ 65 10/ 37 7/ 25
| 6 0/ 29=0,00 0/ © o/ 1 0/ 16 0/ S or 7
| T 7 0/ 58=0.00 0/ 0 0/ 1 0/ 14 0/ 15 os 28
' 8xx 52/ 102=0.51 0/ O 1/ 4 23/ 54 15/ 25 13/ 19
9 7/ 42=0,17 or ¢ 17 1 3/ 15 27 9 1/ 1T
10%%% 322/ 322=1,00 0/ © 0/ 0 119/ 119 90/ 90 113/ 113
L 11 24/ 112=0,21 0/ 0 1/ 3 13/ 52 2/ 24 8/ 33
: 12 0/ 342,00 o/ O o/ o0 0/ 10 0/ 6 0/ 18
i P T 13 0/ 37=0,00 or O 0/ 0O 0/ 11 0/ 10 0/ 16
: 14xx%x 344/ 344=1,00 o/ 0 3/ 3 119/ 119 85/ 85 137/ 137
g =5 15 2/ 35z0.06 0/ 0 0/ 0 0/ 5 0/ 5 27 25
16 4/ 19=0,21 o/ 0 o/ o oy 1 o/ S %/ 13
1T 17 0/ 161=0,00 0/ © 0/ o 0/ 19 0/ 35 0/ 107
i 18 ¢/ 101=(,00 0o/ 0 0/ 1 Cs 52 0/ 19 0/ 29
19 0/ 5%=0,00 0/ 0 0/ 1 0/ 16 0o/ 10 0/ 28
20 5/ 19=0,.26 0/ 0 0/ 0 1/ 2/ S 27 10
T 21 0/ 53=0,00 0/ 0 0o/ 1 0/ 14 0/ 12 0/ 26
4 22 * 23/ 67=0,34 G/ 0 17 1 0/ 2 8/ 22 14/ &2
23 9/ 40=0.23 0/ 0 0/ 0 1/ 6 or 7 8/ 27
24 2/ 30=0,07 0/ 0 0/ © 1/ 2 oy 8 1/ 20
T 25 4/ 47=0,09 0o/ 0 0o/ 0 1/ 5 1/ 8 27 34
»l 1 26 2/ 33=0.06 o/ O 0/ © o 3 o/ 8 27 22
! ,
; sxxs% 0:50: Ossexx
] ! *ACCUMULATE) SOURCE NODE NETWORK STATISTICSs
' I NODE ATTEMPTS BLOCXS COMPLETE PREEMPTED BL/ATT PR/COM NODE
| Y 1 157 20 137 34 0,1274 0,2482 1
| v 2 39 6 53 12 0,1017 0,.2264 2
| ] 130 69 65 7 0,5000 0,1077 3
| 4 154 5% 79 16 0,4104 0,2025 4
§ ) 5 48 0 48 5 0,0000 0,1042 5
: | 6 65 6 59 13 0,0923 0,2203 6
: 1 7 4z 2 41 1 0,0465 00,0244 7
( [; 8 122 51 71 6 0,4180 0,0845 8
: 9 57 1 56 7 0,0175 0,1250 9
{ 10 53 2 51 10,0377 0,0196 10
! [, 11 53 2 51 7 0.0377 0,1373 11
]
i

Figure 21, Postperturbation Displays
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*CONTROL IMPLEMENTATIONx®

ENTER NEGATIVE WUMRER TO QUEUE AND POSITIVE NUMBER TO IMPLEMENT THIS AND

OTHERQUEUED COUNTROLS
TO RESET ALL CONTROLS

FOR DESTINATION CODE CANCELLATION

FOR LINE LOAD CONTROL

FOR LINK DIRECTIONALIZATION
FOR LINK ACCESS BY PRECEDENCE
FOR PRIMARY ONLY OR LIMITED ROUTING

TO ALTER ROUTING TABLE

TO RESTORE NOfINAL ROUTING TABLE
TO IMPLEMLNT GUEUEL CONTROULS

TO DELETE QUEUE

TO TERMINATE CONTROL INPUT

ENTER CONTROL TYPE
*INPUT DATAx7

RES
occ
LLc
LDR
LAP
PRO
ART
RRT

TYPE
TYPE
TYPE
TYPE
TYPE
TYPE
TYPE
TYPE

N FE WO

OR
OR
OR
OR
OR
OR
OR
OR

-1
-2
-3
-4
-5
-6
-7
-8

-99

TYPE A BLANK

«ALTER ROUTING TABLE FROM NODE *NS* TO NODE *ND* WHERE *NI® AND *SI=*.
WHERE I=1.MPPN+ARE RESPECTIVELY TANDEM NODE AND SPILL

INDICATOR FOR THE I-TH PATH CONNECTING *NS* AND *ND=
THEN I-TH PATH WILL BE LEFT UNCHANGED.

IF(NI.LT.0)

ENTER BLANK LINE TO TERMINATE

TYPE: NS NO NT1
*INPUT DATA*3 4
TYPE: NS ND NT21
«INPUT DATAxS 8
TYPE: NS ND NT2
=« INPUT DATAxY4 3
TYPE: NS ND NT1
=INPUT DATAxS 3
TYPE: NS NO MT1
=INPUT DATA%xS 4
TYPES NS NUD MT1 S1 NT2 S2
«INPUT DATA®S 8 8 1 10 1
TYPE: NS ND NT1 S1 nNT2 S2
«INPUT DATA%7 4 4 1 8 1
TYPE: NS HD NT1 S1 NT2 S2
=INPUT DATA%7 6 2 1 4 1
TYPE: NS ND NT1 S1 NT2 S2
=INPUT DATAxg 3 5 1 10 1
TYPE: NS ND MNT1 S1 NT2 S2
=INPUT DATA%Y 4 5 1 2 1
TYPE: NS ND MT1 S1 NT2 S2
«INPUT DATA*9 4 8 1 2 1 5
TYPE: NS ND mnT1 S1 NT2 S2
=INPUT DATA*11 3 5 1
TYPE: NS ND NT1 S1 NT2 S2
s INPUT DATAx

S1 NT2 Ss2
S 1101
S1 NT2 S2
7191
S1 NT2 S2
7121
S1 NT2 S2
31

S1 MT2 S2
81

NT 3
NT3
NT3
NT3
NT3
NT3
NT3
NT3
NT3
NT3
NT3
1

NT3

NT3

ROUTINE,
53 L

S3 .o
S3 e
S3 e
S3 .o
S3 e
S3 e
S3 eee
S3 eee
S3 e
S3 eee
S3 e

53 LN

ey
JovEme— |

el

L

*exx%x 0350: Osxxxx
! *ROUTING TABLE FOR NODES *NSx TO xND% WITH TANDEM PATH NODES =NTI*x
*«ANMD SPILL INDICATORS %SIx* FOR PATHS *I*%x

NS ND NT13S NT2:S NTS:S NT4:S
. L 5:1 1021
3 8 7:1 5:1
4 3 7:1 2:1
5 3 3:1
| .8 8:1
S 8 81 1n:1
7 & 431 81
7 8 8:1 431
8 3 531 1021
| 9 3 5:1 21
u 4 9 4 LED | 2:1 531
o 11 3 51
o ENTER CONTROL TYPE
Figure 22, Interactive Control Sequence
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While routing table updates significantly improve stressed network per-
formance, some potential benefits are lost because of pending 'ring-around-
the-rosy" problems. Also, the controller's job is burdened by this consider-
ation, and the time required to verify the routes results in longer delays
in control implementation. Channel reassignment (either manually or auto-
matically implemented) promises to provide an alternate means of restoring
logical connectivity quickly while minimizing risks. Providing centralized
channel reassignment capability exists, the controller may view current dis-
pPlays such as provided in Figure 21 to ascertain which links have available
capacity. Here, links 4, 6, 7, 12, 13, 17, 18, 19, and 21 have pegged no
blocked calls in the previous 10-minute interval. Also, links 5 and 11,
normally with very low blockage, now indicate heavy blockage due to alter-
nate routing around the destructed links. The network diagram, Figure 14,
may be inspected to determine potential reassignments. Five trunks from
each of links 4 and 5 are reassigned to provide five trunks logically re-
placing link 10. Similarly, five trunks from each of links 11 and 18 and
three trunks from 15 and 25 are reassigned to link l4. Since the path from
Donnersberg to Schoenfeld (link 23) actually is transmitted through Feldberg,
ten trunks from link 23 are reassigned to provide an additional ten trunks
for links 14 and 13. The total reassignment is summarized in Figure 24, |
Figure 25 demonstrates the significant restoration of immediate service
achieved with this simple reassignment plan. Reassignment was implemented
10 minutes following the perturbation. \

xxkkkx 0350F O%xxxx

« LINK CAPACITY CHANGE: LINK= 4 OLD CAP= 15 NEW CAP = 10x%
*« LINK CAPACTITY CHANGE: LINK= S OLD CAP= 14 NEW CAP = 9x I
« LINK CAPACITY CHANGE: LINK= 11 OLD CAP= 20 NEW CAP = 15x
* LINK CAPACITY CHA'IGE: LINK= 18 OLD CAP= 15 NEW CAP = 10%
# LINK CAPACITY Ciad6E: LINK= 23 OLD CAP= 12 NEW CAP = 8x% 3
« LINK CAPACITY CHAWGE: LINK= 13 OLD CAP= 13 NEW CAP = 19x i
! « LINK CAPACTITY CHAMGES: LINK= 15 OLD CAP= 11 NEW CAP = 8x '
i & LIMK CAPACITY CHANGE: LINK= 25 OLD CAP= 12 NEW CAP = 9= 3
¢ LINK CuPACITY CowavsE: LINK= 10 OLD CAP= 0 NEW CAP = 5% ~]
¥ LINK CAPLCITY CHANGE: LINK= 14 OLD CAP= 0 NEW CAP = 14

Figure 24. Channel Reassignment Strategy

1.5 Interactive Network Simulator Enhancements

Since Contract DCA100-75-C-0058, numercus enhancements to the network
simulator have been implemented, including an improved data base and in-

! creased display, control, scenario, and routing capability. A conversation+
al interactive program has been implemented to assist the simulation user
and provide an instrument for controller studies. Network definition and
initialization options have been expanded, and significant improvements in
stripplot and time-scaling options achieved. Some enhancements are natural

] ( results of program conversion from the EAI 8900 computing system to the
Interdata 8/32 computing system, and others result from the increased stor-
age and speed of the Interdata system.

The conversational program represents a major simulator modification.
A comprehensive set of options permit use of the simulator with a minimum
of instruction. Options are self-explanatory and direct the controller/

B e T
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operator through desired network definition and interaction. Batch-mode
capability is preserved to maintain the usefulness of the simulator as a
noninteractive analytical tool.

The dynamic interactability of the network simulator is enhanced by
using the multitask capabilities of the Interdata 8/32 computer. The con-
troller now may view stop-action displays interactively while the network
simulation is executing simultaneously in faster than real time. In addi-
tion to increased interactive display, control, and scenario options, the
interactive operator now has improved time-scaling and stripplotting flexi-
bility. The operator can alter the simulator time scale dynamically to
permit time scales from real time to limits imposed by the simulated net-
work. For the current overseas AUTOVON simulation, this limit is about 60
times faster than real time. The operator also can assign, dynamically,
stripplot options such that any of 10 basic stripplot displays can be as-
signed to any of the 8 or 16 available stripplot channels (8 channels for
remote operation). These assignments can be altered by the local or remote
operator, either prior to or during a simulation run.

The data base module is enhanced to provide improved display capabili-
ty and increase simulator speed during call preemption situations. In par-
ticular, link occupancy is now tabulated by precedence and direction. Link
and node traffic statistics are tabulated by precedence and maintained for
both accumulative and windowed values. As in the previous simulator, both
subscriber and network statistics are maintained.

Several modifications were made to the scenario module. The option to
queue perturbations for simultaneous implementation of complex scenarios is
added. The traffic load model has increased flexibility. The updated over-
load model allows changes from single source to single destination at single
priority to general change of all traffic. Programmed options allow inde-
pendent selection of one or a group of source nodes, one or a group of des-
tination nodes, and one or a group of priorities to be effected. Programmed
default options facilitate selection of "all nodes" or "all priorities."

Several significant enhancements were implemented in the Controller
Option module. Dynamic control options can be entered for immediate imple-
mentation or queued so that several controls become effective simultaneously.
The Destination Code Cancellation (DCC) control model is expanded to allow
independent implementation on a node-to-node basis. Hence, several different
source nodes can invoke DCC to a given destination at different priority
levels. Link Access Restriction by Precedence is added to the possible con-
trol options. Here, access to given links may be restricted (bidirection-
ally) to calls above a certain priority level. The Primary Only Routing
option is expanded to allow implementation at single nodes or for groups of
nodes. Also, the allowable number of alternates to be active at each node
can now be altered to independently restrict each node between the limits
of primary routing only and unlimited access of defined alternates. This
permits routing restrictions without the necessity of redefining the routing
table.

The tabular display module is revamped. In particular, new displays
are formatted, and previous displays reformatted to separate subscriber and
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network statistics. The subscriber statistics include calls denied access
by the network and which are not tabulated in the network data base. Link
and node occupancy displays are augmented with capacity indication. Link
and node occupancy tables by direction and precedence are added to present
the new occupancy-precedence data base. The following displays are refor-
matted to separate the subscriber and network statistics: Total Statistics,
Statistics by Precedence, Statistics by Source Node, Statistics by Source
Node and Precedence, Source Node to Destination Node Statistics, Switch-
Precedence GOS Statistics, Link-Precedence GOS Statistics, Switch-Precedence
Preemption Statistics, and Link-Precedence Preemption Statistics. Each dis-
play can be called all, or in part, either by the interactive controller or
by batch mode operation. Routing table displays also are added to control-
ler accessible options.

The routing module is enhanced to increase flexibility of routing
action, reduce computation time, and prevent inadvertant operator selection
of untenable routes. Several minor alterations with respect to crankback
and preemption policies with the spill~forward routing plan are implemented.
While extensive use of these alternates is not foreseen, limited use can be
invoked to investigate poiential consequences. The preemption algorithm is
modified to utilize the expanded link and node occupancy data base (by prec-
edence). This results in a significant reduction of CPU time required for
preemptive searches. Each route attempted is now checked for conditions of
"ring-around" and "too many tandems.' This warns the operator/controller
of untenable routes created by the operator or by independent switch oper-
ation.

Several enhancements facilitate network definition and initialization.
A network can now be defined or altered via remote terminal entry, or via
card, magnetic tape, or disc file input. The refined data input/output
option is modified in the current simulator to restore/save the operating
environment completely - network definition, scenario and control status,
operational data base, and simulation time. This permits rapid reinitial-
ization of the simulator to a presaved status, either quiescent or active.
In the active situation, for example, the operator can save and subsequent-
ly reinitialize the simulator following a scenario sequence but prior to a
control sequence. Hence, the operator can readily evaluate the effect of
different control sequences to the same scenario without having to rese-
quencéeé the scenario to the time of departure. Reinitialization is accom-
plished in a single read operation of a 300 (approximate) sector contiguous
disc file and, with operator interaction, can be accomplished in 5 to 10
seconds.

In general, the enhancements represented in the current simulator pro-
vide improved computational speed, flexibility, interactibility, and ease
of operation. The capability of the simulator to accurately model AUTOVON
events and control actions is also improved.

Table 2 summarizes the significant attributes of the current network
simulation program. The following sections discuss the current status of
several altered program functions and modules in greater detail. In par-
ticular, the controller task/simulation task interaction and conversational
option, and traffic-oriented data base, display, control, and perturbation




TABLE 2. INTERACTIVE

NETWORK SIMULATOR CHARACTERISTICS

=

I. BASIC SIMULATOR

CALL BY CALL
Poisson distributed off/on times
Blocked call replacement
Preempted call replacement

FIVE LEVELS OF PRECEDENCE

Flash override (preempting)
Flash (preempting)
Immediate (preempting)
Priority (preempting)
Routine (nonpreempting)

NETWORK DEFINITION DATA
Connectivity

Capacities (links and nodes)
Blocking or nonblocking switches
Link restrictions

Nominal routing tables

Nominal traffic levels

ROUTING METHODS
Originating office control with
Spill forward
Alternate paths from tandem nodes
Primary route only

PERTURBATION MODEL

Node damage and failure
Partial
Complete
Multiple

Transmission path damage and failure
Partial
Complete
Multiple

Traffic overload
Local
Focused
General

CONTROL MODEL

Trunk restriction by precedence

Traffic load control by precedence

Primary and alternate routing table update

Supplemental routing

Link and node capacity changes
Reallocation of satellite trunks

Directionalization of trunks

Lockout (destination code cancellation)

Link access restriction by precedence

DATA REDUCTION TAPE OPTIONS
Off-1ine analysis
Establish correlation of perturbations/obser-
vations
Determine control algorithms for observed
perturbations

INTERACTIVE OPERATION
Menu selection
Controller/operator dynamic interaction
Scenario selection
Display selection
Fault isolation
Control implementation

DYNAMIC TIME SCALE SELECTION
Controller interaction in real time
Evaluation of interaction in faster than real
time

BATCH MODE OPERATION
Monte Carlo simulations
Evaluation of network behavior to perturbation/
control sequences
Sizing studies

REMOTE HYBRID TERMINAL OPERATION
IT. RUN TIME DISPLAYS

PREPROGRAMMED IN TIME OR CONTROLLER REQUESTED
Network plot - with destruct indications
Link and node occupancy by precedence
Network GOS and preemption

Total network Total priority
Total network Five priorities
Network nodes Total priority
Network nodes Five priorities
Link GOS - with threshold alarm status
Node GOS - with threshold alarm status
Separate subscriber and network statistics

STRIP CHART DISPLAYS
Links and nodes
Percent utilization
GOS (windowed or accumulated)
Network GOS
Total
By priority

DYNAMIC STRIPPLOT CHANNEL ALLOCATION
SIMULATION STUDIES

SENSITIVITY ANALYSIS TO OPTIMIZE
Sizing
Allocation of resources

SCENARIO ANALYSIS TO EVALUATE
Vulnerability
Need for redundancy

CONTROL ANALYSIS TO PROVIDE
Evaluation of current controls
Evaluation of candidate controls
Evaluation of control requirements

CONTROLLER TRAINING
CONTROLLER DISPLAY/INTERFACE DESIGN AND EVALUATION

III.
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modules are considered. These represent the principle program capabilities
from the user's viewpoint.

1.5.1 1Interactive Program Structure

The program conversion from the EAI 8900 to the Interdata 8/32 computing
| system uses the multitasking capabilities of the Interdata 8/32 to establish
coordination of the controller/operator actions with the simulation network
traffic and routing functions. A two-task program is currently implemented
with control, display, and scenario generation all delegated to the Controller |
(CON) task, while the Simulator (SIM) task is dedicated to generation and
routing of network traffic under control and scenario restrictions imposed
by CON. Although only two tasks are currently implemented, the intertask
structure is readily adapted to permit additional controller or scenario
tasks to operate simultaneously. Thus, controller and scenario operations
may be separated or multiple controller positions may be established. The
remainder of this discussion will be limited to two-task implementation.

i =

The controller task is flowcharted in Figure 26, and is the first task
loaded in the normal job setup procedure. A command substitution system
(CSS) file is resident on the system disc to facilitate task loading and
execution. The system operator types SAUERDCA to load and execute the de-
fault CON and SIM task files, or SAUERDCA FILEC, FILES, for example, to
load special CON (FILEC) and SIM (FILES) task files. The SAUERDCA.CSS file
sets the task partitions, then loads and starts the controller task (CON).
The controller task then opens and assigns its input/output files according
. to a prestored assignment file, and loads the simulator task (SIM) into its

designation partition. CON establishes the intertask priority structure
which places the I/0 bound CON task at a higher priority than the CPU bound
! 'S SIM task. CON then makes both tasks resident (so they may be cancelled and

s e

1 restarted without having to reload) and starts the SIM task, suspending
: itself pending SIM task initialization. Following SIM task initialization,
] i I CON accepts controller/operator requests and, through interrupt control, per-
i mits operator establishment of network parameters, implementation of con-
! : trol and scenario options, data base access and display, and network simu-
i ! lation control, i.e., start, stop, time scale change. Also, upon operator
i - request CON makes itself and SIM nonresident, cancels both tasks, and frees

the processor for subsequent jobs.

v The SIM task includes the primary task (SIM) and the interrupt process-
| | ing subtask, QUEUEP. The SIM task flow diagram is presented in Figure 27.
‘ When SIM is started, it opens and assigns its I/O units according to a pre-
| stored assignment file, and then returns program control to CON pending di-

rective from CON to commence generation and processing of network traffic.
Traffic processing continues between processing of CON I/0O requests for a
predetermined time span or until cancellation or suspension by CON. On nor-
mal termination or cancellation, SIM returns to wait status pending subsequent
run requests. The interrupt processing subtask of SIM, QUEUEP, is flowcharted
in Figure 28. Fundamentally, QUEUEP calls subroutines which manipulate or
copy the network parameters or data base according to the CON request. Task

—
| —
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INTERRUPT
FROM CON

DECODE INTERRUP
REQUEST

; PERFORM INTERRUPT REQUEST
| SUCH AS {
i - CHANGE PARAMETERS

- TRANSFER DISPLAY DATA BASE
IMPLEMENT DIRECTIVES Figure 28. Simulator Interrupt
SET RUN FLAGS e |
SET DELAYED RESPONSE REQUEST FLAGS Flowchart
IMPLEMENT PERTURBATION
DEFINE NETWORK CONFIGURATION

CONTINUE TO ‘
R e e CONTINUE CON
END

common is used to transfer requests and data base elements between the SIM
and CON tasks. Upon completion of the interrupt routine, QUEUEP flags CON
to proceed.

A conversational option has been implemented to enhance the interactive ]
operation of the network simulator. With the conversational option, the
program operator is presented with a hierarchical series of menu options .
through which he can define the network to be simulated, specify network and ]
simulator parameters, initiate, terminate, or suspend simulation runs, con- {
| trol the simulation time scale and transient data output, control or perturb
the network, and generate controller position displays. The hierarchy of the
conversational structure is depicted in Figure 29. A sample menu is pre-
sented in Figure 30. Appendix A presents the full set of menu printouts.
A blank line input at any level returns control to the next higher level.

1.5.2 Traffic Oriented Data Base

i | The traffic oriented data base, summarized in Figure 31, provides the
basis for call routing and for controller position display options. The
traffic data base consists of occupancy, call by call, and route access data
base segments, each of which is further subdivided.

The occupancy segment which is the basis for call routing, maintains a
continuous count of network resources being used. The occupancy data base is
‘ depicted in Figure 32, The numbers in parancheses in this and subsequent fig-
{ | ures indicate the implicit dimensions allocated for the specified data base
- ‘ element. These dimensions are in 16-bit half-words unless ~ herwise specified.
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3 TOTAL NETWORK GOS

4 NETWORK GOS BY PRIORITY

7.4.
7.4.
7.4.
7.4.

ST 3D T AT P T G TR A



.3 EVENT MARKS
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.6 INITIALIZATION
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7.0 STRIPPLOT 8.0 RUN
OPTIONS OPTIONS
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TERMINATE RUN

CHANGE TIME SCALE

F
8.
8.
8
8
8
8.6 TERMINATE PROGRAM
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3 CONTROLLER INTERACTION
.4 NETWORK PERTURBATIONS
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3.2.1 RESET CONTROLS

3.2.2 DESTINATION CODE CANCELLATION
3.2.3 LINE LOAD CONTROL

«3.2.4 LINK DIRECTIONALIZATION

3.2.5 LINK ACCESS BY PRECEDENCE

3.2.6 PRIMARY ONLY OR LIMITED ROUTING
3.2.7 ALTER ROUTING TABLE

Figure 29.

{ |
8.3.1 PLOT NETWORK DIAGRAM 8.4.1 RESET
8.3.2 INITIATE CONTROL ACTION PERTURATIONS
8.3.3 DISPLAY NETWORK STATISTICS 8.4.2 LINK FAILURE
8.3.4 DISPLAY NETWORK STATUS 8.4.3 LINK RESTORAL
8.3.5 RESET DATA BASE 8.4.4 NODE FAILURE
'8.3.6 DISPLAY ROUTING TABLE 8.4.5 NODE RESTORAL
8.4.6 CHANGE LINK
CAPACITY
8.4.7 CHANGE NODE
CAPACITY
8.4.8 TRAFFIC LOAD
| CHANGE
=

Network Simulator Interaction Option Hierarchy
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TRAFFIC ORIENTED DATA BASE
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Figure 31.
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