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PREFACE

This Lecture Series No.101 is sponsored by the Guidancc and Control Panel of AGARD
and implemented by tuc Consultant and Exchange Programmec.

As a result of significant and cxtensive developments in modern control theory in recent
years there is a nced to keep undcr continuous review their possiblc impact upon the design
of tactical guided weapons. Itds the purpose of this Lccture Series, thercfore, to summarize
the state-of-the-art of guidance and control for tactical wcapons and to pay particular
attention to GW simulation techniqucs (digital, hardware-in-the-loop development, validation)

- and the testing of missile guidance and control systems.

The other principal subject areas to be reviewed are weapon delivery (including targeting
and acquisition), missile control techniques, and current guidance techniques (both mid-
course and terminal, guidance sensors, and processing). Finally, consideration will be given
to futurc trends.
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INTRODUCTION

Tactical air launched missile development continues to be uccomplished at a very rapid.rate. The ficld includes a
broad set of technologies in which frequent synergistic bursts ot new capability occur. Some of these synergistic develop-
ments in missile guidance and control which are underway will be discussed during this scries. One of the more significant
of these synergistic developments is the impact of microminiaturization of integrated circuits combined with expanded
state variable theory and new developments in guidance sensors and information processing. These innovations are
making it possible to accemplish ineasurements or estimations of aerial target behavior and resulting determinations of
most desirable trajectory modifications of the attack missile on a real time basis. New navigation laws are also possible
and are bheing developed in support of this enhanceil capability. Lower cost and higher quality midcourse and terminal
guidance systems are being developed as well,

Some of you may have participated in the first lecture series on tactical missiles given by AGARD back in 1972,
You may recali that that serics emphasized techniques of developinent of subsystem requirementsfor control compo-
nents and guidance devices. Two sessions, however, were devoted to evaluation methodology and simulation.

In the intervening years since the first tactical missile series, significant advances have occurred in all of the missile
technical fields. Among the more cxciting are those associated with missile navigation, guidance, and simulation. The
discussions in this series will emphasize these areas.

In developing our review, we will first consider in general terms the rationale for a general analysis of the needs for
guided weapons and concurrent needs for simulations, We will then match these discussions with reviews of some
emerging technologies and sisnulation methodologies.

Let us begin hy outliaing the issues which drive guided weapon techinologies. Several of the basic goals of tactical
warfare relate to these issues. The most obvious of these goals is the desire to accomplish an effective strike against an
enemy with a minimumn cost of resources. Of equal importance, however, is the ability to have an effective surge
capability without maintaining inordinately large or costly forces. Achievement of both of these goals in the modern
environment drive the development of guided weapons.

As threat capability becomes more significant in both defensive and offensive modes, the cost to zccomplish a strike
and the cost to defend ones own resources increases to the point that significantly improved weapon systems become
imperative, This is precisely why there is currently so much interest in precision guided tactical weapons. With this in
mind, let us consider the issue of the rising cost of strike accomplishment. The netted air defense concepts common today
permit defense commanders to detect strike forces through early warning radar and then be able to intercept the
penetrating forces numerous times with various gun and missile defense units along routes to deep targets as well as at the
targets themselves. Enroute attrition in many cases therelore may be severe. As terminal defenses tend to be more
intense and because the task of the strike crews becomes more demanding, the expected attrition is even higher during the
actual strike phase. This higher level of attrition forces tactical air warfare planners to develop minimum exposure tactics,
and this in-turn generates the need for strike weapons which require 2 minimum of attention from the aircraft command
and which are sufficiently accurate and powerful so that a single pass will be sufficient for successful mission accomptish-
ment. In response to this situation, weapons have, over the past decade evolved from unguided bombs to laser guided
bombs to television and infrared guided air-to-ground missiles. Moreover, the weaponry evolution has extended into
longer range systems and off-boresight capability weapons.

Consider also the evolution of need for improved capability of air-to-air weapons. As the speed and gencral perfor-
mance of combat aircraft have increased, the time during a given engagement in which a pilot may fire weapons at aerial
combat opponents has significantly decreased. This shortened reaction time has in-turn led to a tactical weapon family of
“beyond visual range” and *“within visual range™ missiles requiring a minimum activation time.  Moreover, it has also led
to the need for launch - leave - weapon capability.

Most, if not all, of the tactical air-to-air missiles currently in use utilize some form of infraved seckers or semiactive
radar seckers. The concepts under development incorporate incremental improvements such as better terminal guidance
as well as some radical improvements as for example dual mode guidance.

During this lecture series we shall discuss the evolution of weapon guidance and control teclinology to date for both
air-to-air and air-to-ground applications and will pay particular attention to the role played by simulation and testing.
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We will set the stage by highlighting the tactical problems which depend to some degree on guidance and control
technology for resolution. This will include a general diccussion of environment-] factors which drive the needs for
guided weapons. We will review the evolution of guidance laws and the current new developments which are inaking
innovative guidance laws possible. We will discuss the benefit potential of new control concepts.

The « ries also includes a comprehensive review of two and three point guidance laws. We will address modern
and optimal control theory applicability to guidance subsystems and will include several indepth discussions of simula-
tions and testing.

Throughout the series active participation by the audience is encouraged.' Questions and comments to each speaker

are encouraged - both at the time of the particular lecture and during the round table discussion.

C.TMANEY
Lecture Series Director
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TACTICAL MISSILE PERFORMANCE REQUIREMENTS
A METHODOLOGY FOR DEVELOPMENT
C. T. Maney

Air Force Armament Development and Test Center
Eglin Air Force Base, Florida

SUMMARY

This paper addresses the philosophy by which tactical air
launched missile design requirements are developed using the
development planning process used by the United States Air
Force. Basically, this process consists of an analysis of
the mission to be accomplished ineluding the countering
influence of the threat, a comparison of the alternative
approaches to the solution, and a trade off design analysis
of subsystem and system performance, effectiveness and costs.
Typical generic factors of speed, maneuverability, range,

and payload are discussed.

INTRODUCTION

The decision to develop a new tactical missile is based upon corporate assessments of
the relative significance of planning factors associated with the threat, present inventory
level, inventory weapon performance, potential for performance improvements, development
and life cycle comparative costs, and relative nced compared to other needs. A thorough
examination of each of these factors, though useful, is considerably beyond the scope of
this paper. Attention is limited in this discussion to those technical factcrs which
impact strongly on that portion of the Jevelopment planning process which leads to the
determination of the specific missile performance parameters. A further limitation of
this discussion is that though much selection methodology commonality exists amongst all
types of missiles, this paper considers only air launched conventional missiles.

As is the case of all new Decpartment of Defense system development programs, the
initial formal activity commences with the publication of a Mission Element Needs Statement
or MEN3. The purpose of this document is to formally describe the corporate rationale for
program initiation. Develorment of the required arguments to be included in the MENS
demands considerable indepth thought, analysis and data gathering. This paper addresses
much of the type of work which is accomplished in support of this formal procass and
further which supports subsequent preliminary design efforts. In brief, we shall consider
methodologies for answering questions of two classes: those associated with the require-
ments for the weapon system and those acsociated with the design of the specific weapon.

GENERAL WEAPON REQUIREMENTS

Let us first consider the development of rationale for a weapon system. The perceived
need for a new system frequently originates with combat personnel. Comments or complaints
about observed inadequacies stimulate discussions within the using command. Then during
periodic planning meetings between operating personnel, headquarters specialists and
development personnel, the perceived deficiencies crystallize into a need for a systems
study. The study can take the form of a concept formulation or a mission analysis. The
concept formulation study assumes that a need for a particular capability has been
identified. The study then develops specific rationale and trade off analyses which
finally result in technical descrip*tions of promising weapon con:epts along with parametrlc
designs and estimates of the performance, costs, and effectivencss of alternative concepts.
A mission analysis, on the other hand, examines a total mission area and sometimes produces
a wide variety of system concept needs. For example, sometime ago, the Air Force conducted
a study on defense suppressicn. The results of the study illuminated the need for improved
command and control reaction time, improved reconnaissance, new aircraft self-defense
weapons and an assortment of strike weapons.

At'ter extensive review and consideration of the mission analysis and other related
factors, one or more specific concept formulation studies are usually initiated. If the
results of these studies are promising, specific concept|definitions or preliminary designs
are developed. This threc step process, with extensive participation and review, serves
to surface all of the significant technical facets of the perceived technical deficiency,
thz threat ramifications, alternative approaches to the probler, and preliminary estimates
of cost, performance, and system effectiveness. )

It is of interest to note the methzluiogy used in the mission analysis portion of the
process. The usual approach is %o utilize an ad hoc team to develop an overall study
approach and identify (or de-.clop) the appropriate threat model. They will then develop
particular tools called f.r by the mission and the selected approach, such as a penetration
model and associated spporting medels. Another portion of the team is tasked to develop
input data for the mriels and a third section of the team is made responsible for develop-
ing conceptual designs for systems to be considercd in the problem. At this point, it is
perhaps useftl to digress briefly to comment on efficient study management.



Once the study leadership determines the definition of the problem and develops an
overall approach, the scope of investigation becomes critical. .Judgments at this period
readily identify a skillful manaper for the decisions on depth and scopc of the analyses
are made at this stage. Much time--even months--can be wasted if the study dircctor
chooses an unnecessarily prandiose approach to the modeling problem. A simplistie approach
is almost always preferred as it is usually the best understood by all concerned. This
approach, moreover, has the atlvantage of requiring less time to ezecute (less data detail
required and less sophisticated computer model develonment and shorter computational times).
The major disadvantage to this; however, is that it is bound to be very difficult to know
"in advance of the analysis which factors will prove tn have the predominant influence on
the results and thus to be able to know which of many possible simplifying assumptions may
be nade without loss of either usefulness or validity.

Regardless of the degree of sophistication employed; however, the performance model
is usually a hierarchy of models. Typically, a set of reasonable scenarios are postulated
in order to gain a preliminary estimate of threat potential. Opposing force doctrine,
size, and equipment are postulated and red versus blue actions and reactions are developed.
The level of sophistication of the selected war game model serves to help bound the problem.

Once apain let us refer to the study of defense suppression as an example. In this
study, a specifiec section of land in Central Lurope was chosen as an area of interest.
Representative targets were identified and reasonahle defense levels at the targets and
enroutes to the targets were postulated. Then, with models of threat defense, eariy .
warning, command and control, electronic countermeasures, ani air and ground defense :
systems, it became a straishtforward process to deternine exposure time and probability
of encounter for airborne penetrators in a parametric fushion.

If one couples to these models the parameterized postuiated performance for defensive
radar, electronic countermeasures, and lethal defense systems, it igs possible to derive
reasonable estimates on the relative importance of penetration speed, altitude, in-flight
maneuvering, radar cross-section, vulnerability, flight size, etc. This phase of the
study develops very illuminating data on the value of near real time reconnaissance
against mobile defense units. It also develops, at the same time, useful data on the
payoff for various levels or target damage assessment.

Depending upon the desired level of detail required and on the aveilability of
intelligence data concerning tareat defense systems, penetrator survivability data may be
developed either from a deterministic or Monte Carlo point of view. Both approaches are
frequently employed. If it is desired to develop deterministi~ data, better estimates
of penetrator survivability are potentially possible but this approach require development
of credible assessments of threat defensive detection, command and control, and particularly
in defense weapon fly out and end game performance.

The -goal of penetration is the survival while accomplishing successful strikes
against critical targets. To this point we have merely discussed penetrator survivability.
Target destruction, however, is also a function of warhead numbers, size, type, penetration,
fuzing, accuracy, reliability and delivery conditions. These factors must be superimposed
on the penetrator survivability data.

It is reasonable to assume a sufficiently wide range of penetrator parameters so that
the penetration air vehicle may be typ.ical or manned aircraft, remotely piloted vehicles,
or standoff missiles. As the baseline case, a strike system using manned aircraft may be
considered. Flight profiles may be developed for predicted optimum survivability enroute ;
to the target area. Once the aircraft is in the target area, however, the analyst should
address the question of target acquisition and required strike flight profile (e.g., low
and fast penetration with terminal pop-up and delivery). Reasonably good data is usually
available for use in models for target acquisition and weapon accuracies for delivery of
conventional unguided bombs. Somewhat less data are available, however, for the case where
the pilot launches inventory guided weapons. For the case of lock-on-after launch type
guided weapon systems, of course, even less experimental data are available for use in
model validation and use.

The case of manned aircraft and direct attack weapon strike systems requires that the
analyst address survivability of the weapon as well as that of the strike aircraft, This,
of course, influences the overall probability of target kill and cost of target kill d
estimates. In completing the baseline case, estimates are developed for weapon probability {
of success as a function of launch conditions and target geometry. This is usually done i
using broad approximations; however, point r1ss simulations may be employed to permit i
calculation of reasonable estimates of encounter probabilities. 3

After development of the baseline case for penetration and strike survivability, €
subsidiary cases of standoff weapons and remotely piloted vehicles with weapons may be H
studied. From an analysis point of view, this may be accomplished by assuming flight
profiles, observable cross-sections, vulnerabilities and accuracies appropriate to those
particuladr vehicles. ;

In general, the connlusions reached may be summarized as follows:

For the manned aircraft with unguided weapons:

Good target acquisition.
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Fair target destruction.

Egcellent bomb damage assessment.

Low cost of sortie except in high threat areas.

High cost of mission due tn need for repezated strikes.
For the manned aircraft with guided weapons:

Excellent target acquisition.

Excellent target destruction.

Excellent bomb damage assessment;

Low cost of sortie except in high threat area.

Low cost of mission except in high threat area. 

For the standoff missile:

Excellent target acquisition for fixed tArgets in good weather.
Excellent target destruction.

Poor bomb damage assessment.

Moderate cost of mission in good weather.

High cost of mission in pcor weather.

For the strike RPV:

Excellent target acquisition for fixed targets in good weatﬁer.
Excellent target destruction.

Fair bomb damage assessment.

Moderate cost of mission in good weather.

High cost of mission in poor weather.

It is obvious that these factors, though influencing, are not sufficiently inclusive.
Many important factors are simply not amenable to modeling--for example--credible
assumptions on the effect of possible jamming of data links. Moreover, other factors
such as surge capability, on the other hand, frequently can be assessed only in larger war
game models. Human and environmental factors can frequently be handled best in a
sub]ectlve manner. It suffices to say, therefore, that a mission analysis study of this
sort is useful in bounding the weapon system design problem.

At the completion point of a mission analysis, oae can have a rather good first cut
of desired weapon characteristics required for all three delivery modes. These
characteristics include speed, range, flight profiles, radar cross section, optical cross
section, need for maneuverability, required levels of midcourse and terminal guidance
accuracy and warhead size and type for RPVs, standoff missiles and direct attack weapons.

SPECIFIC WEAPON REQUIREMENTS

An analysis of the type just discussed could lead to a number of valid recommendations.
For the sake of discussion, let us assume that the analysis supported the development of a

standoff missile. Let us then review the methodology by which the preliminary design
requirements for this concept may he dpvelop_‘.

The previous study probably would have addressed the warhead size and type Pequlred to
destroy representative targets under optimum delivery and accuracy conditions, The issues
which should now be addressed indepth are the tradeoffs concerning midcourse and terminal
guidance technologies and the desired range and flight profile. Point mass three degree of
freedom simulations are probably no longer adequate at this stage. The designer, therefore,

begins to look at five or six degree of freedom models in order to integrate the overall
weapon performance predictions.

For a tactical standoff weapon useful in decp interdicticn, for example, three basic
flight profiles would probably be considered: a subsonic cru'se, a supersonic cruise and
a boost glide. Coupled with thecse vehicle concepts would be guidance concepts for mid-
course and terminal phases. The designer then must consider the basic vehicle to be a
turbojet, ramjet, or solid rocket. These basic concepts would be expanded to address size
and type of payload, aireraft launch weight and size limitations, and reascnable ranges of
flight profiles--range, spced, and associated. altitude. Using appropriate simulations, the

designer then develops configurations which are compatible with the assigned design
constraints.
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The bascline concepts betome the basis for a series of parametric design changes and
scnsitivity analyscs. One of the initial study phase parametric investipat ons is the
tradeoff of range, speed, and warhead weight.  While these design variations arc being
developed by the airframe, aerodynamic and propulsion engineers, another series of trade-
offs are accomplished in the weapon lethality area. This portion of the study addresses
variations in expected target destruction as a function of warhead sice and typc and
delivery accuracy. Required inputs to this substudy, 5f course, include target vulner-
ability data, assumed aim points, fuzing types, and weapon orientation at .impact.

Design and performance cstimates to this point providc the preliminary basis for
serious cost effectiveness studies. Life cycle cost effectiveness evaluations form the
primary rationale for technical sclection criteria. Factors which arc considered trom
this point on are part of the complcte weapon system, and the overall considerations in
cost to destroy a targct and cost to maintain in peace time inventory.

Before we comment further on the evolution of missile performance requirements, let us
revicw the impact of our choosing as a decision tcol the system life cycle cost effective-
ness rank. Perhaps the greatest wvezakness of the overall life cycle cost effectiveness
approach is that it assumes that dependable data arc available for the exercising of the
models. It is precisely becuause dependable information is not always available and
available data are oftcn not dependable that the veapons anslyst should in general limit
himself to making summaries of his analysis and be extremely reluctant to make recommenda-
tions. Recommendations should be based on objective evaluation of all the influencing
factors and the weapons analyst is usually in a poor position to state objective evalua-
tions of his own assumptions. The analiyst can; however, be of great service to the
decision makers if he prepares confidence or validity statements regarding all of the data
used in his analysis.

Though the life cycle cost effectiveness measure of merit suffers from the weakness of
valid data, it is still an excellent tocl. For a particular example we are considering
the design requirements for a standoff missile--the basic questions briefly mentioned
earlier should be readdressed ard expanded. Namely:

Are the targets under consideration worth the effort to destroy them?
What are reasonable alternative ways to accomplish the task?
‘What are the probabilities of success of.each of the alternatives?
What are the corollary requirements of each of the alternative approaches in:
Reconnaissance requirements?
Command and control?
Aircraft compatibility?
Personnel?
NATO interoperability?
Maintainabiiity?
Reliability?
Operating costs?
Ete.
and particularly:

Wnat are the relative costs in time, physical resources, and money for each of
the alternatives for accomplishing the task?

Let us rcturn now the evolution of specific missile performance requirements. Our
analysis has progressed through baseline concepts and with suitable models and model
input assumptions, we may make predictions of the probability of given concepts being
able to fly to the target area and to destroy the target.

Cost to destroy the target will include the costs of the system plus *he costs
impacting as a rcsult of assumed levels of attrition for the| carrier vehicle and for
the strike vehicle. At this point it is very useful to cnnsider the cost impact of
modifying the baselinc designs to permit higher velocities, lower altitudcs, inflight
maneuvers, changcs in radar, optical, and audible characteristics, etc. As each change
is assumed, the sys.em performance models should be utilized to predict changes in
survivability and overall effectiveness. Once again it is cmphasized that the analyst
should exercise extreme caution and assure himgself that he is prescnting performance,
cost and effectiveness data to a level of accuracy that is fully supported by facts.
Moreover, il the facts are not sufficiently plentiful, he should alert the decision maker
as to just where the analysis deficiencics lie.
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At this point in the development we 1ave a series of very preliminary conceptual
designs along with some broad estimates of relative "costs t» :do the job." We have ,rough
cuts of desired accuracy, payload, cbservables, flight profile, range, maneuverability,
aircraft load-out and cost to say a factor of two or three. It is prudent at this stage
to take a clcse look at the "illities™ of the concepts: The deslred system characteristics
permit a preliminary selection of subsystcms--midcourse guidance, terminal guidance, war-
head,; fuze, propulsion, etc. Each subsystem candidate then in-turn is studied from the
point’ of view of performance potsntial, state-of-the-art, reliability, maintainability,
manufacturability and overall cc.:i. Also addressed is the relative vulnerability of each
subsystem to various countermeasures. Candidate concepts may be ranked at this point on
the basis of costs, performance, and effectiveness. Moreover, representative subsystems
are usually identified at this stage to provide credence to the postulated rankings.

For the United States Air Force, the d velopments thus far described are frequently
the result of combined industry and goverr ient studies. These study results are used
primarily to assist in the Air Force actir .ty preparation of the mission element needs
statement discussed earlier. This docume : is then reviewed at the highest levels of
Air Force and the Defense Department. If ciie consensus of the decision makers is that of
a go-ahead, the Air Force freguently asks the aerospace industry to develop the next level
of specificatioms. .

The data thus far generated serves as the basis for a formal and funded concept defini-
tion on preliminary design studies, the goal of which is to provide data somewhat more
refined than before and also with independent industrial assessments. Frequently during
this phase as many as four separate systewms contractors will participate.

Using the data and study results jeveloped by the system concept definition contractors,
Air Force then decides whether or no to proceed into a weapon prototype development. If
the decision is affirmative, several firms will compete to build operating prototypes.
Incidentally, the competition for selection of these contractors is normally not limited to
those firms who participated in the earlier studies.

This :tage of the determination of subsystem performance usually demands an extremely
large amount of experimental data; measured seeker detection capability and tracking rates--
hard wind tunnel data for various aerodynamic shapes and control concepts--test performance
data for proposed signal processing devices are representative of the required activity for
each contractor. The performances achieved by these flyable systems will then determine
the specific weapon performance goals or specifications required.

Development of pilot or limited production runs for the weapon concept are based on
design specifications developed in the previous phases. Additional changes of course will
occur during engineering development as a result of new ideas, manufacturing difficulties
or improvements, test results, etc., but the basic design specifications are established.

TECHNOLOGY TRANSFER

One of the more significant challenges in evolving the performance specifications is
that of determination of the most appropriate state-of-the-e~t for each of the missile
subsystems., There are three major aspects to this problem. .irst, is the determination
of the state-of-the-art of the candidate technologies; second, is the selection of the most
promising candidates, and third, is the particular mechanies for accomplishing the transfer
insofar as the first problem is conceri.ed. The Air Force makes a concerted effort through
the several Air Force laboratories and development organizations to maintain communication
with both domestic and allied country aerospace contractors.

One of the primary means of staying abreast of United States contractor developments is
through the independent research and development (IRAD) program. Defense contractors are
permitted to set aside a percentage of the value of each contract (included in overhead) to
finance defense related research and technology development. In return, each contractor
doing independent research on new technologies under this program reports periodically to
the Defense Department. By means uf on-site reviews and report reviews, the Air Force
maintains cognizance of progress being made in these pertinent technologies.

The weapons related technologies under development outside the United States are also
reviewed and examined for applicability to new missile development. The International
Systems Technology Evaluation Program (INSTEP) of the Air Force utilizes the facilities
of the European Office of Aerospace Research and Development (EOARD) in London to invite
European research organizations to communicate their activities to interested USAF agencies.
The INSTEP office also makes use of the Office of Defense Cooperation (formerly Military
Assistance Group) in each United States Embassy to facilitate the cooperative exchange of
technological progress and needs. NOTE: INSTEP is presently in the process of becoming
a triservice support function and may eventually be operated at the Office of the Under-
Secretary of Defense, Research and Engineering.

The second aspect of the technology transfer problem is the selection of the particular
technology for use in the several subsystems. This is done by means of an extremely
thorough scanning and review process by teams of technical experts supported occasionally
by outside consultants. The factors considered are performance, reliability, maintain-
ability, cost, availability, compatibility, etc.
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The third portion of the problem, i.e., mechanics of technology transfer is not a
uniquely defined procedure. The techniques for its accomplishment are widely varied
throughout the community. The approach used at ADTC is that of transferring certain key
people along with the pro;e;t as it moves from exploratory research to advanced develop-
ment and finally to engineering development.

SUMMARY

The development of tactical missile system performance is a step by step procedure
thCh places very heavy empha51s on the froat end of the program. Extencive analysis
is conducted concerning the merits of relative ways of doing the job of destroylng a
tactical target as well as whether or not the target should even be destroyed in view of
known heavy demand for limited Air Force resources for other tasks.

A critical problem involved in the development of missile performance specifications
and especially in the development of the missile hardware is that of tecunology transfer.
This transfer is vital to the determination of the best compromise of performance, cost,
and reliability for credible specifications. It is absolutely indisvensable in the
satisfactory implementation of these specifications. The missile design specifications
which evolve as a result of this planning process are based on proven technology and
reasonable design-to-cost goals. Heavy emphasis is placed on not exceeding state of the
proven art so as to assure acceptable reliability, maintainability, manufacturability,
and interoperability.
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WEAPON DéLlVERY AND 1TS EVALUATION

P. Manville
Flight Systems Departmeut
Royal Aircraft Establishment
Farnborough, Hampshire, GUt4 6TD, UK

1 INTRODUCTION

The object of this first paper -in the lecture series is to set the scene in which the guided missile
and its associated weapon delivery system must perform effectively if it is to offer a real capability,
and then to follow this discussion by presenting some of the modelling and simulation techniques that
enable the weapon with its delivery system to he assessed.

The fundamental problems of successfully delivering tactical weapons, be they guided or unguided,
from air vehicles, stems from the increasingly hostile environment that faces the aircraft and hence the
tactics that bave to he employed to ensure an acceptable level of attrition. Traditionally aircraft have
been able to adopt operating tactics that assist weapon delivery accuracy; Ze dive attacks, stable flight
prior to weapon release, and a good surveillance of terrain aiding early target detection. Today, it is
essential to establish an operating concept that ensures a high survivability of the aircraft and, within
those operating constraints, to design a weapon plus system that can function effectively and wherever
possille use to advantage the constraints of the attack. However, in general many of the features that
offer protection (leaving apart ECM) also make the engagement conditions more difficult, for example,
screening ranges, the oblique geometry, etc. Ground to air detection probabilities are reduced by flying
as low as possible, at speeds in excess of M=0.8 and by using small vehicles with low signatures., The
constraints that apply to operations under such conditions are discussed later.

The systems and missiles must therefore offer the chance of being deployed from small high speed
low-flying aircraft, and support for the low level attack in heavily defended air space is now growing
rapidly., In the case where line of sight contact to the target is required, terrain masking and weapon
launch limitations normally determine the time that the pilot has at his disposal to complete all phases
of the attack. In general this is likely to be less than !0 seconds. Under such rigorous engagement
conditions, the reaction time of the weapon delivery system has to be capable of 'out smarting' that
required by the local target defences, if a satisfactory kill rate and exchange ratio are to be achieved.
Key features in determining this overall success rate are therefore the constraints that bound the
problem: target detection/recognition, precise sighting systems that minimise the required time for aiming/
designation, wide missile coverage envelopes that enable weapons to be deployed over a range of cnpgagement
geometries, terrain masking, which to some extent is under the control of the attacking vehicle, atwos-
pheric characteristics, and finally limitations imposed by the weapon on the flight profile,

The following sections aim to address many of these problems and outline the way in which the assess~
ment and testing of weapon systems can be conducted with these constraints uppermost in determining
effectiveness of specific weapon system options.

2 OPERATIONS

Before proceeding with a detailed discussion of weapons and their delivery systems, it is valuable
to set the stage by exploring the use of the tactical weapon from the air, the types of mission on which
it may be valuable, and the types of target against which it can be deployed.

If air power is to he used effectively, its three prime characteristics of flexibility, mobility,
and fire power have all to be exploited, The aircraft itself is iuherently flexible and mobile providing
a number of roles against different targets at short notice. The tactical weapon system with its high
lethality, precision aim, and compactness, complement these aircraft characteristics, and scrve to add
even greater flexibility to the delivery vehicle in the final attack phases. Tactical operations them~
selves cover a wide range of activities but for the purpose of this paper three classes of mission can be
identified, covering countcr air, air interdiction, and close air support.

In a limited engagement against an enemy with an effective air force, the main tactical activity in
the early stages will be counter air measures designed to pain a favourable air situation. This is
likely to involve attacks against:

(i) enemy air fields, missile complexes and immediate support facilities,
(i1} surface to air defences system,
(iii) air vehicles in general

in fact, any target which supports the enemy's counter air objectives. Targeting for such air strikes
should be of a planned nature hased upon the latcst intelligence concerning the enemy battle order.
Targets would he assigned a priority and great benefit accrues from a precise knowledge of target position
in an absolute co-ordinate frame of reference. Additionally, precise co-ordination between different
aircraft is heneficial in order to pose a multi-threat tu the defences. Also if the target does not
possess a prominent signature in either visual, radar, or electro-optical bands, then a position relative
to a iocal prominent feature in one of these wavebands becomes highly desirable., The air to air aspects
of counter air will not he discussed in this paper.

The second group of missions identified ahove are interdiction operations, which are normally con-
ductcd some distance behind the enemy lines. Attacks may be aimed at typical targets such as armour
reinforcements being hrought up .o the forward hattle area, road and rail transport, communication centres,



and logistic and supply routes in general. To be effective this type of operation has to be maintained on
a 24-hour basis. Targets are likely to be seen in groups and probahly.on the move, but will not in
general be of known geographic position. Cueing however may he forthcoming from local features such as
roads, rail tracks, rivers etc, Timing of such attacks miay also be an important element of this type of
operation, The effects of air interdiction are achieved through destruction, neutralisation, delay and of.
course harassment. 1In particular they reduce the enemy's capability to mount or sustain an offensive,
restrict his freedom of actien, and generally increase his ovérall vulnerability to be attacked. When
targets are found, however, they are likcly to be associated with local defences and the effects of search
procedures, stand-off range, etc are important elements in this. type of engagement,

Finally, there is the close air support operation which involves action against enemy targets in
close proximity to our own forces, The targets are therefore of immediate concern to the surface forces
and the use of air power is envisaged only when the surface forces cannot produce the desired effects or
the disposition of the targets prevent their successful attack from the ground. The use of air power can
often give quick results and raises the morale of the ground forces. The operations must be integrated
closely with the land forces and hence pose special command and control problems. It is usual for target
area control to be through a Forward Air Controller and aids such as laser target marking, either directly
on the target or indirectly, become a valuable asset in establishing visual contact with the desired
target. Typical targets are tank groups, troop concentrations, surface to air missile systems, radar
controlled gun systems, and various fighting vehicles. Target identification in this highly mobile and
cluttered environment is important. Problems associated with debris, smoke, destroyed targets etc, all
serve to compound the difficulty of the decision making process.

In general therefore the tactical operation is often against the smaller mobile target, difficult to
plan in precise detail, but likely to be against a target rich scenario. The small size, precision and
mobility of the tactical guicded weapon can therefore reap good dividends under these conditions, for the
launching vehicle can carry a large number of weapons and retain considerable agility and flexibility
throughout the whole attack phase. This latter point impinges significantly on achieving a high surviva-
bility in the hostile environment. ) ’

3 CONSTRAIN1I OF THE SCENARIO

1n order to assess, simulate or test any weapon system option, it is extremely valuable to quantify
the limiting conditions within the scenario that impinge upon the system during the delivery phase. This
is always a complex area and one often open to intense debate. The aim of this paragraph is to identify
many of the key effects and to indicate the type of data bank that is required in order to initiate a valid
assessment of particular options, typical examples of which will be presented later in this paper.

3.] Terrain

At low level the terrain is paramount, and to a larpe extent the pilot's instinct for survival will
determine how low he actually flies. The general terrain features, however, dc provide important cover
and the intelligent well trained pilot maximises the benefits that can be obtained from the local geo-
graphical effects. Considerahle data exists to describe the general coverage that can be achjeved from
terrain and radial plots such as shown in Fig la~c, serve to illustrate the increased cover that is
obtained when making attacks at the lower altitudes and by choosing the approach path with care. The
alternative way to present such results is shown in Fig 2, and represents the prohability of achieving a
specific unmasking of the target as a function of approach range. Clearly different curves exist for
each approach height, and the resulting family of curves will be terrain, target location, and approach
path dependent.

Much of this type of data has been derived from measurements made from ground sites and does not
precisely represent the dynamic conditions experienced from the air, where details and location of small
objects can become important especially for the guided weapon delivery. This detail must embrace informa-
tion that relates to local obstacles such as trees, bushes, hedgerows, local buildings ete, and their
relative statistical distribution on the ground in and around the target area.

Continuous line of sight to the target is necessary during any extended detection process. Local
features interrupting this sightline are therefore clearly undesirable, but usually only prolong the period
of time that is needed to establish the correctuess of specific targets. However, once the guidance line
of sight has been established and the weapon is committed, then the interruptions to this sightline usually
prove disastrous unless special precautions are taken within the weapon system. The statistics of the fine
screening detail thereby become important, Curren*’; much interest exists in establishing a broad based
data bank to describe the terrain statistics for a number of representative scenarios. The need or other-
wise for short term memories in eitber the delivery systems or missiles, or both, is greatly affected by
information of this type, By way of an exawple to illustrate some of the effects, Fig 3 shows a number of
forward looking scenes recorded at 250 ft during recent trials in Northern Germany. The photographs were
taken at 1 s intervals, whilst flying at 450 kn, in winter. Note the very significant effect of the trees
despite the lack of foliage,

3.2  Atmosphere

In establishing a complete all-~year round capability, the atmosphere plays a key role in determ)nlng
what can be scen when, at what contrast, and on how many occasions, Classically, the weather scenarios are
taken from climatic data, which it is argued, presents a picture that is close to the expected value for
each parameter, In practice, of course, meteorological range is not distributed in a Gaussian manner, as
illustrated in Fig 4., This shows data collected from the Hannover region of Germany indicating the
frequency of occurrence of conditions when the visihility exceeds the indicated value. Note 5 km range is
only achieved on 307 of occasions,

In evaluating the performance of electro-optical viewing systems a more complex combination of
environmental parameters becomes critical. 1In fact, as in the case of visibility discussed abeve, it is
the occurrence of wide range departures from the mean of the critical parameters that more often than not
determines the limiting conditions of operation. Detailed atmospheric modelling now becomes essential in
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order to establish for example the performance of thermal sensors of heavy fog, rain, etc. This work has
beun reported in some detaillsZ, where weather statistics gathered at one hourly intervals throughout

the year are presented. These obscrvations recorded paramcters such as dew point, temperature, visibility,
and cloud and wind, and have cnabled atmospheric models to be upgraded and validated with some certainty’
in the appropriate wavebands,

3.3 Cloud coverage

Cloud cover is usually only considered a major problem when weapon delivery takes place from alti-
tudes in excess of 1000 ft, However, as can be seen from Fig 4 some difficulties can be experienced in
the number of occasions on which cloud obliterates the ground line of sight at the lower altitudes. This
problem is especially serious during, winter month operations, and as can be seen something in excess of
t0Z occasions will be lost in this period when operating from 200 ft. Under some conditions, clouds can
also increase the level of difficulty in target search because¢ of the additional clutter that cloud
shadows introduce into the overall scene, and the wide variation that then occurs in svene contrast levels.

Additionally, cloud coverage affects the thermal scene by providing equilihrium betwecen sky and
ground with the result that fine image detail will hecome washed out, This can be considered a double-
edged effect since although the image detail essential for safe low level flight manzgement may be lost,
a general reduction in ground clutter will occur which will aid the search process as discussed below.

3.4 Target detection

Target search and detection are key parameters in establishing the 'starting line' for the delivery
process, and much has been documented on likely detection ranges for various targets and groups of targets.
Refs 3 and 4 give a comprehensive summary of the expécted values fur detection range over a wide range
of scenario conditions,

The actual range at which detection occurs on any one attack, however, is a very complex issue, and
one that has received a great deal of attention during the last decade or so. Numerous mathematical
models have been produced for a variety of requirements and in the main these reldte the contrast of the
target against its background, with its angular size, with some search method, to specific detection
criteria, Looking briefly at target contrast, Fig 6 illustrates the typical way in which the ‘target con-
trast, with an initial inherent value of 307 relative to the background, decreases with increasing viewing
range. The data, which is for visual conditions, is shown for clear and overcast conditions and for dark
and light targets, when the meteorological range is 0 km. A numbpr of detection criteria exist but time
does not permit any detailed discussion in this paper. However, again for the visual case, the criteria
in their simplest manifestation usually take the form of:~
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where d_ is a target size parameter and k2 is a constant dependent upon the precise criteria being

employed.

By relating these functions, values of R _ can be ohtained from unlimited viewing time conditions,
for a ranpe of targets and backgrounds and atmospheric conditions. For electro-optical viewing systems,
the interactions between the crew, the image and its quality, and the target scene, are more complex
and embrace the performance nf the viewing system in total including the display and the environment,
together with the man, To address this problem the concept of Minipum Resolvable Modulation (MRM) is now
often used, The technique has wide application and enables the relationship between the spatial frequency
of a stylised four bar target and the modulation necessary to distinguish that target, to be defined for
any electro-optical system or part system. As an illustration, Fig 7 shows a set of hypothetical MRM
curves for a television system, A series nf curves exist defining the performance under different back-
ground conditions:- B} high light level, Bs very low level nf illumination. To recognise a target, say
using the Johnson criteria, for any specific system, implies that frequencies 'f.' must be distinguished.
The curves then indicate the modulation that the vehicle has to pretent against its background if it is
to be seen, hy means of the system, Atmospherics effects modify the expected levels of modulation,

The air environment of course does not permit the 'luxury' of long viewing times, for even with the
helicopter operation, viewing time can be equated with exposure, and for the aircraft the vehicle rapidly
closes on to the target area, To illustrate this and to indicate the large step that still exists in
going from the laboratory to field trials, Fig 8 shows the interaction of target size and contrast for a
number of situations. Curve A represents laboratory data relating to uncluttered scenes with unlimited
search time. Curve B shows the same situation but with the search time reduced to around I s. Finally,
curve C gives a plot representative of trials data, and suggests that larger target contrast or size is
needed to effect detection in the real world conditions. Targets in reality are rarely detected in the
strict laboratory sense but have to be perceived sufficiently well to differentiate them as objects in a
cluttered scene,

'

For the purposes of weapon system modclliqg therefore, I believe, there is much to recommend a less
rigorous approach that employs empirical relationships to overcome some of inherent difficulties discussed
above. Considerahle success has been obtained by relating the cumulative probability of detecting a
target, and thereby the chance that detecticn will occur at a specific range, as a function of the major
scenario parameters, For example:-

Pl = E(MRLR,R)

where P e & cumulative probability of detection

= a weighting task difficulty factor

= the range at which detection would just occur given infinite viewing time



e

RS = the range at which the target becomes unscreened
R = the variable range.

The general form of this relationship is shown in Fig 9. The range data has been normalised for a detec~

tion range of Ro = | for the benefits of illustration, and the curves plotted for values of Rs = Ro and

RS = O.SRo , and n = 0.25 and n = 1.0, It is found that airborne trials data-are well represented by this

form over a wide range of targets and conditions.

The parameter 'n' remains the most difficult area to tie down and at present the spread illustrated
represents the uncertainty. Additionally, the effects of target motion, specific groupings of targets,
various disturbances of the scene caused hy the target's presence, are all difficult effects to quantify,
with little useful data existing to predict their effect on likely change in detection range.

3.5 Human factors

This important area follows naturally from the previous paragraph and is high-lighted because in the
past the emplasis of system development has been on the problems related to technology rather than on
optimising the performance of the human and the system. Task loading and the allocation of tasks among
crew members during the critical attack phase nceds careful addressing in system design and optimisation,
An even more challenging area within the field of human factors, is the goal of achieving successful
delivery of the more advanced guided weapon concepts from single seat aircraft, whkere the tasks of flight
management, choice of operational tactics, and the final deployment of the weapon have all to be integrated
into a single operator system. An essential feature of this total system is that it should retain a large’
degree of flexibility inherent in air systems. The application and use of automatic aids within a flexible
robust weapon system is a key area for futurc design,

A related human factor topic is the level of degradation experienced by the crew, be it one man or
two, as & function of the environmental conditions under which they are required to perform. Often, these
are serious effects which are hard to quantify for data is usually scarce. By way of examples in this
area, consider the aerodynamic ride quality given by the vehicle at low level, high speed, which proves
especially crucial during all the phases of weapon delivery. A simple example of this effect is given in
Fig 10, which shows a typical variation of aiming performance as a function of ride quality for a helmet
mounted sighting system. Note a degradation factor in excess of three can occur. .

Such a device is used for initial or coarse sightline determination and the accuracy and consistency
with which this sight can be brought to bear on the target critically determines the ultimate performance
of the weapon system or the performance requirements of any fine aiming device incorporated in the system
or missile. Such considerations impose requirements on the aerodynamic properties of the vehicle., It is
worth noting that aircraft optimised for the ground attack role, such as the RAF Jaguar provide an environ~
ment well to be left of the curve in Region A, whereas aircraf: designed for the comhat role having a
low wing-loading tend to be to the right of the axis.

Performance against the time available to complete an aiming task is a further area where degrada-
tion can occur under operational conditions and where data in the past has again been scarce. This
position is slowly heing rectified and Fig !l gives a typical example of the degradation that can occur
in the pilot's ability to aim a head-up display under time limited conditions. It can be seen that com-
pared with the unlimited time-aiming performance a serious degradation will occur when aiming times are
reduced below 2 s, A good system design will ensure adequate performance under time-critical sjtuations.

3.6 Navigation

Navigation accuracy is a key factor if successful low altitude engagements are to be undertaken.
The system aids the pilot and crew in three key ways. Firstly, it prevents the crew from getting lost,
especially under conditions where tactical considerations have dictated that a new route should be flown,
for example where vulnerability could be reduced by a new approach path. 1t is interesting to reflect
that in recent competitive exercises as many as 157 of the crews do not find the target.

Secondly, there is the problem of workload. Managing a navigation system that requires frequent
manbel updating, monitoring, and keyboard insertions, imposes a high burden upon the crew. System
developments to minimise the attention that the navigation system requires in flight, for example,
automatic updating acceptance, represent significant improvements to system deaign.

Finally there is the crucial issue of precision cueing into the target area that a good navigation
system can give in terms of a lead-in to planned targets. Uncertainties in defining the correct sight-
line to the target arise not only from system inaccuracies of course, hut also in terms of prior knowledge
of the target's geographical position in the applicable aircraft co-ordinate system.

Modelling techniques are very powerful in establishing the interaction of the statistical uncertainty
in target position about the flight path, as the aircraft approaches the target with any specific weapon-
delivery system, This point is pursued further below. Also of considerahle interest iun this cueing
role of the navigation system, is work relating to the pilot search process about the defined sightline,
and the way in which uncertain target knowledge should be indicated to the pilot. Ref 5 discusses this
point in some detail and concludes that it is essential to indicate to the pilot the likely uncertainty
in target position when this can be determined. Computer defined sightlines that give such indications
to thz pilot are extremely compelling and it is found that targets displaced by only small angles from the
definad sightline can be missed, )

As mentioned above accurate navigation is only beneficial if accurate target knowledge is available
to complement it, This raises severe problems for attacks against mobile targets and high-lights the
need for a rapid reconnaissance capability if such techniqucs are to be used efficiently.



4 WEAPONS

Before addressing the problems of weapon delivery and the accuracy thereof it is valuable to con-~
sider the various types of weapon guidance that are appropriate to this area. The intention is not to
prejudge the ‘various concepts, but to identify fundamental issues that govern delivery,

Two broad classes of weapon are oftep identified; namely 'launch and leave' and 'fire and forget',
The essential difference separating these two techniques lies in the requirements of the weapon on the
aircraft after the weapon has been launched, The former type requires the aircraft and system to be
committed to a specific target up until the point of impact of the weapon, whereas in the case of the
latter once the missile has been released, it has no further requirement of the aireraft,

Within these two classes a numher of elear sub-groups emerge, each of which.change the constraints
for a specifid operdational attack and in general each type can either be powerel or unpowered,

4.1 Launeh and leave

The launch and Leave concept is best known in terms of the laser seeking weapon that is autonomously
aimed from the air vehicle. Guidance within the weapon is generated by a small quadrant detector mounted
in the homing head which responds to the reflected laser radiation scattered from the target, The homing
head aligns itself with the target and control signals are, penerated from the position of the head
relative to the missile. Both powered and unpowcred versions of this weapon concept have been considered
and the potential of the unpowered system was graphically demonstrated during the Vietnam conflict. Many
releases were made that resulted in pin-point accuracy and the general phrase of 'smart' as opposed to
'dumb' weapon was aptly coined, More recently interest has been centred around the low level release of
'smart' weapons to encompass the attack philosophy generally considered applicable to the European theatre,
Guided bombs using a PAVEWAY kit enable autrnomous low level toss attacks to be completed against large
easily detectable targets with localised defences, whilst at the same time maintaining a measure of stand-
off range., lowever, during the escape manoeuvre the aircraft reaches a considerahle altitude and questions
have to he raised concerning its ahility to survive in some future scenario whilst undertaking this
manoeuvre. Additionally line of sight problems as discussed in section 3 limit the general use of this
weapon to a considerable extent, Although concepts embracing two aircraft or one aircraft together with
a ground mavker do enahle & low level delivery mode to be made, it is unlikely that the weapon will gain
acceptance for land operations until it evolves in an accelerated form, The problems of co-ordinating
sueh attacks are not insignificant.

Much thought t:as been given to small powered missiles of this class and these offer a wide flexible
launch envelope. Fig 12 shows such a typical coverage, The engagement envelope is wide and extends
several kilometres in range ahead of the aircraft. 1Its short-range performance is good and satisfies the
general need to provide a weapon system with a rapid reaction eapability.

4.2 TFire and Forget

A numher of weapon options fall within this general Fire and Forget class, which merit consideration.
The first of these is the laser seeking weapon that has just heen discussed when used in a homing mode,
against targets that are externally illuminated. To the launching aireraft it becomes a fire and forget
weapon delivery. Examples of this attack are forward air control marking or marking from other air
vehicles, he they aircraft, helicopters or unmanned aircraft. The problems however of such constraints
were discussed in section 4,1 and there is a greater interest in obtaining a truly autonomous capability
from the weapon system,

Traditionally Fire and Forget has only emhraced the truly self-seeking missile and used electro-
optieal guidance methods to home onto the target, 7e using essentially passive techniques. However the
use of inertial guidance is also representative of this class and under some operating circumstances
offers attractions in terms of overall capability.

4,2,1 lnertial weapon
Although these weapons exist in many forms, I intend to 'i+if my remarks in this paper to essentially
the short-range variants, by this I mean less than 10 km stand~<? . :inge,

The inertial unit provides three-~dimensional navigation a4 . ‘s usually of the strap-down kind.
Prior to launch from the aircraft, the unit is initiaiised with (he co-ordinates of the target and the
release velocity, During its flight which is usually less than 25 s, command signals are generated
within the guidance unit and fed to conventional control surfaces to achieve the desired impact point.
A lateral coverage of a typical unpowered weapon is shown in Fig 13. An initial along track forward
throw is followed by an envelope that expands at a rate proportional to the 'g' capability of the weapon.
Energy within the weapon is limited to that imparted at release and hence maximum range will be strongly
dependent upon the launch velocity and the induced drag that is generated during the lateral manocuvre of
the vehicle. The coverage plot therefore assumes a roughly pear shape, By adding a power unit to the
weapon, these limitations can largely he overcome., The value, though, depends on the specific engagement
range that is needed and the ability to know the target position with sufficient precision at longer
launch ranges. Where line of sight information is required, the value of the powered unit is questionable.

4,2,2 Electro~optical guidance

The most commonly known fire and forget weapon relies upon electro-optical techniques for guidance,
They permit aceurate discrimination hetween small targets that are distributed in a cluttered background
and a precision homing capahility, Usually the homing head has to cope with low contrast situations, and
therefore demands a high standard of tracking from their homing algorithms. This point is especially
critical nnder Europcan conditions, or conditions where a significant stand-off range is desired, This
type of system is epitomised hy the MAVERICK missile.



Choice of operating wavelength is important and although early systems employed the visible spectrum,
a number of problems relating to target ¢ontrast, atmospheric attenuztion, etc, have now caused most
interest to centre around, the use of therma! devices operating in the 3 to 5 and 8 to 13 micron wavebands.

A wide range of tracking devices have. heen tested and evaluated including techniques employing edge
trackers, area correlators, centroid trackers, multi-edge trackers, and more recently, intelligent track-
ing algorithms to obtain a higher integrity in the rapidly changing scene that the missile homing head
sees when approaching the target at low level. Developments in signal processing between the basic homing
head and the tracking algorithm, now cnable a better discriminating signal to be presented to the tracker,

The lateral coverage of such a missile is very similar to that shcwn for the semi-active lzser guided
weapon in Fig 12. The outer boundary, however, will be target shape and contrast dependent, since an
adequate ‘lock’ has to be achieved prior to launch if an acceptable level of success is to be assured.

Rapid developments are taking place in this processing area and these are likely to result in a
weapon of greater integrity that can be used against a wider range of targets, Increasing interest is
also centring around exploiring the total spectrum that lies between the upper radar frequencies and the
visual band in order to optimise the target signature and weapon intelligence, again to achieve high
eredibility tracking, and reduce the occasions when false target lock-on oecurs.

4.3 Comparisons

Before proceeding it is valuahle to identify some of the benefits and disadvantages offered by each
option, Looking first at the benefits of the semi-active laser weapon, it is capable of good delivery
accuracy that will he dependent upon the designation system. It operates over a relatively large range
against a wide variety of targets, hence it is flexible, and it does not rely on any specific target
characteristic other than it should reflect part of the incident illuminating radiation in a non-specular
form, Valuable both by day and night its performance in poor weather is limited to essentially visual
range if 1.06 micron lasers are the basis of designation, The guidance systems are relatively cheap,
hence expendable with little cause for eoncern., The precise aim on to the target need only be accomplished
a very short time before weapon impact, and hence, although desirable, there is no mandatory requirement
to have a refined aim before the weapon is launched, provided the target has been positively identified.

On the debit side are limitations on the frequency of target engagement since the process is
essentially sequential. For very long target flight weapons, some restriction oeccurs on vehiele manoeuvre
before the weapon impacts the target, although it is considered that from low flying aircraft this limita=-
tion is minimal. The designator equipment imposes a penalty on the aircraft in terms of performance,
(weight, drag, structural limitations which affect mission range, speed and operating envelope) and the
number of stores that can be carried. Finally, although of well-defined nature, the system is aetive with
the aircraft radiating energy on the target for a short time prior to the missile'’s impact. In addition
of course two sightlines need to be clear during the missile's flight time, that is the sightline between
target and aircraft for the designator and secondly the sightline between target and missile for homing.
The problems therefore of atmospheric attenuation, smoke, dust, elouds cte impact the system on two fronts.
It should be aoded however, that the inertial capability of the designating system to retain line of
sight to a stationary ground target enables some of the transient difficulties to be overccme,

Turning now to the inertially guided fire and forget weapon, after weapon release the aircraft is
totally free. The weapon is also passive and hence very difficult to counter-measure.hy direct interfer-
ence with its guided system. However the initial aiming process is likely to be active unless operations
are limited to pre~planned engagements only.

On the debit side it cannot possess the inherent precision aecuracy of the homing weapon and elearly
the accuracy capability has to be tailored closely to the requirement in terms of warhead capability a.d
the flight time of the weapon after release, The cost can also be high and a carefully tailored perform-
ance requirement is essential. It is, however, highly adaptable and completely iudependent of target
signature. It can be launched in salvo and does not suffer from sightlina problems or difficulties
arising from battle-smoke and debris.

And lastly the electro-optical option offers the usual fire and forget benefits, together with the
possibility of a rather simpler aircraft fit, On the debit side are largely questions of confidence.
The capahility is limited by target signature, its luminance/radiance in relationship to the background,
although the development of cheap fast image processing intelligence is helping to remove difficulties
in this area. The day/night poor weather capability is similar to the semi-active laser guided weapon.

Obvious questions are posed concerning its susceptibility to relatively simple counter-measures, but
any discussion of this topic is clearly outside the scope of this paper. And finally the cost of the
weapon in the immediate future is likely to be greater than that of either the semi-active laser GW or the
inertial guidance kit for short range weapons, and even though striking advances have been made in solid
state technology especially in the areas of detectors and fast processors, it is difficult to imagine that
the weapon will become a cheap option, and therefore the number of wEapons within the inventory will be
limited. '

5 DELIVERY SYSTEMS

Airborne weapon systems have evolved at a rapid pace during the last decade, Prior to the mid-60s
weapon delivery was generally a matter of deciding upon a standard set of delivery zondition, Ze speed,
height, dive angle, and then flying the aircraft to achieve these specified conditions relative to the
target. Little flexibility was available for operational judgement when in the target arca, and against
unfamiliar target scenarios large errors were likely., Limited corrections could usually be made for
variables sueh as wind and target motion, bhut in general these were somewhat crude. The success of the
attack depended totally upon the skill of the pilot achieving his desired flight conditions.
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The advent of airborne sensors and computing power greatly aided these otherwise intraetable problems
by removing many of the hitherto constraints of the attack, and gave the pilot some degree of preferred
operational choice in the delivery of dumb ordnance. The so-called nav/attaék systems emerged and these
covered delivery of a wide range of weapons over most operational flight profiles. The systems consisted
of three key areas of technology to generate this enhanced eapability, Fig t4.

Firstly there is the sensor area, designed to give the necessary flexibility of not demanding that
the pilot shall achieve the necessary standard release conditions. In practice, this allows taetical con-
siderations to rule. This area is vitally important for the low-level attack since very small errors in
achieving the aceurate release conditions can result in unacceptable miss distances oeeurring. The sensors
can be divided into: '

(i) ranging sensors/radar, laser, barometrie height, radio altimeter, geometric, ete;
(ii) velocity sensors - inertial, air speed, Doppler;
(

iii) attitude sensors - inertial, attitude/heading reference, gyros, ecte,

Secondly there is the computing power essential to process the above measurements into useful,
meaningful information for the crew. A steady increase in hoth the numher of processors and the amount of
processing hes occurred over the last 10 years. A single computer with 8K words was at one time considered
a large machine., Now, many processors, each with several teus of K words are considered average for the
present day system. Much of this increase has gone towards my third key area, the system erew interface,
where interesting developments in the areas of controls, display formats, moding options, etc have taken
place, Typically ground attack aircraft may have head-up displays, helmet mounted sights, head-down
displays, and other eleetronie display surfaces., In the area of input eontrols, multi-function keyhoards,
proportional hand controllers, and many other discrete input switehing devices have to be set up for the
mission. Additionally, devices that enable automatic data entry are becoming more common.

Such systems are admirable for the delivery of unguided weapons from both single and dual seat air-
craft and depending upon the detail fit, provide either visual attacks with moderate preeision or blind
attacks using target information gained from the radar or navigation sub-systems with an accuracy compat-
ible with those devices, against a wide range of targets., However, some important constraints are still
imposed upon the launching vehiele. VYor although a number of unique release points can be achieved by
flying different elevation flight profiles, a dedicated azimuth steering solution has to be achieved in
order to register an accurate 'line’ delivery. Additionally this range of elevation release points can
only provide stand-off delivery at the expense of weapon aeeuracy. The need for guided weapons to enhance
further the delivery flexibility is therefore apparent,

1 would now like to turn to typical system make-ups that are appropriate to the guided weapon types
as discussed above, The first important point is to recognise that as weapons progress and become more
complex, then the interaction between the weapon and their system hecomes more involved., No longer is it
adequate for the system to possess an aceurate ballistic model together with an interface that enablés a
single or series of release pulses to be generated. If the maximum eapability of guided weapons are to be
used to operational henefit then the performance of the aiming system has to be tailored to meet these
needs,

The essential elements in the attaek process are well-known; to detect the target, to estahlish the
eorrectness of the target, to bring the system to bear on the target, to release the weapon, and finally
to effect a suecessful eseape by evading enemy defence systems, Detection was covered in seetion 3.4
where it was shown that essentially the process could be defined for any set of conditions in terms of a
target range and a probahility that a line of sight exists,

For the low level semi-aective laser GW option, the essential additional system clements are a desig-
nator and tracking devices. Examples of such systems in current usage are PAVE SPIKE, PAVE TACK ATLIS, .
LATAR, etc, The designator is a high teehnology equipment and usually comprises the following sub-system:
laser, electro-optieal camera, common stabilisation and optics, tracking devices, and environmental control
units., Although it is a self-eontained piece of equipment many henefits arise from integrating its per-
formance with the standard airerart nav/attaek system, Its principal performance characteristics enable it
to be pointed to a very high aceuracy over a wide ground coverage and to completely deeouple the aircraft
movement and vibration from sightline that is presented to the erew usually via the electro-optical link,
This performance enahles it to traek targets in highly dynamie manoeuvres and to mocve rapidly from one
target to the next,

The equipment can be used from both single and dual seat aircraft. It is usual for the designator to
be cued onto the target hy either, the on-board radar, the inertial navigation system, visually by the
pilot using a helmet-mounted sight or hLead-up display, or in the case of dual seat aircraft by the weapon
system operator manuaily steering the sight, This process determines a coarse sightline to the target,
albeit not an accurate one., Time of course is involved in this proeess to achieve the necessary accuracy,

The use of the sight now differs between single and two-seat crew. Looking firstly at two~seat crew
operation; a hand-over to the rear operator enahles him to aequire the target, recognise it, and refine
the sightiine aim to the necessary precision. The pilot, who is ecompletely free of this final aiming
task can concentrate on the task of survival hy monitoring his electronic warfare system if appropriate and
undertaking evasive manoeuvres to defeat ground defences., The time taken to complete this fine aim process
and the aecuracy to vaich it can he completed are key input parameters to assessments as discussed below,
The weapon sequencing especially against multiple tarpet engagements are under the control of the weapon
system operator and the fire control system itself, The ahility of the system to engage several targets
depends upon the speed with which the sightline ean be changed from one target to the next tugether with
the distribution of the targets on the ground. Design optimisation of the overall system in terms of field
of view, its ability to be rapidly changed from target to target, the tracking aids to achieve accurate
fine aiming, etc, are the keys tv the success of the system.



The tasks in a single-seat aircraft, although similar, have important differences and impose
penalties which usually manifest thcmselves in terms of some lost flexihility. After the coarse aiming
sequence, the pilot has to recognise the target from the cockpit display of the designater image., This
demanding task requires a period of concentration 'inside’ the cockpit and detracts from the ability
to fly low and safely. Following recognition the pilot has to complete the fine aiming task, and manage
the fire control system, Considerable care in system design suggests these tasks are realistic and much
simulation and fIight assessment has taken place to establish likely levels of performance in terms of
the times needed to complete the various phases. It is very likely, however, that evasive manoeuvres in
the target area will only become possible after the sighting system has' been locked to the target.

Typical line diagrams for both the single and dual-scat operation of such missiles are given in
Fig 15, 0

Fire and forget weapons allow many system options to he considered, but for this paper 1 would like
to limit my discussion to systems appropriate to the inertial weapon and the electro-optical homing weapon
discussed above,

Looking firstly at the inertial weapon, in its most simple manifestation, the present nav/attack
systems can be successfully used for weapon delivery. The target co-ordinates can be determined in
standard ways, usually from the head-up display plus the appropriate sensor, and these values used to
initialise the weapon. Again, the time to aim, t., , plays.an important role in the effectiveness of
the total system as does the angular cut-~off in azimuth of the display system., This is illustrated in
Fig 16 together with the typical weapon coverage plot. The delivery sequence after detection is therefore
relzively simple, with the pilot flying his weapon coverage over the target, completing the aiming pro-
cess, releasing the weapon and escaping. All tasks are 'head-up' and represent extensions of the present
techniques which form the basis of ground strike training.

To achieve greater accuracy, especially at significant stand-off ranges dewands a better fixing aid.
This may well beccme available with further navigation aids for planned targets, bat for 'visually' detec~
ted opportunity targets, the need exists for hetter sighting systems. The use of the decignator in this
role has many attractions, and can be used for precision fixing. The event sequences are very similar to
those discussed for the semi~active laser guided weapon and will not be repeated here, However, one dif=~
ference to note is that once an adequate fix has been taken against the required target, the weapon
release sequence can be initiated, and the designator and pilot become ’freed’ for other tasks.

Harmonisation errors are critical for this type of system updating and careful procedures need to
te | :ed to achieve adequate performance. This additional accuracy element has to appear in the system
E- v 0 ke

-ning now to the imaging 'fire and forget' weapon this presents a more complex range of system
poes .« .ities, In its broadest convept, the weapon requires nothing beyond a coarse wide angle aiming
devi , whereby the pilot points towards the target, commits the weapon and repeats the process as
required. The weapon takes care of the rest, by responding to the initial direction given by pilot,
automatically capturing the target via its imaging head and initiating a release sequence when in range.
This conceptual process, however, requires a degree of back-up from a supporting system if it is to become
a robust delivery option. In particular, target recognition may be ssential hefore weapon release, or it
may be operationally necessary to identify high priority targets in a relatively cluttered target rich
scenario against which to mount the initial attacks. Additionally, assistance to the missile in deter=
mining an adequate locking success rate may require a human inveolvement, e a value of tfy; may still be
appropriate, To achieve this may or may not dictate an electronic cockpit display of missile imagery; but
a crew commitment is implied. Finally range is an important parameter when the weapon is being released
under conditions that exploit its full potential, Some savings do arise, however, from the lower pre-
cision needed from on-board sensors and computing but again to achieve 'near limiting' weapon releases,
caution needs to be applied in implementing such savings.

In summary, the critical processes that govern the overall system capability appear as common themes
throughout the guided weapon options considered, effecting one or the other to a greater oar lesser extent.
These are:

(i) targets ~ how many? what distrihution signature? etc,

(ii) ctarget detection - what range, offset and probahility?

(iii) time to coarse aim - t¢y values for HUD, HMS, radar, navigation system etc,

(iv) target recognition - human, automatic, what range? how long does it take? ete,

(v) time to fine aim - tg, values for pilot with and without auto aids, how accurate?

(vi)  weapon launch sequence -~ series, salvo, etc,

(vii) houndary constraints -~ wissile coverape, aiming siphts field of view, missile homing bead
limits, aiming sights angular coverage.

(viii) aircraft flight euvelope - ground defence coverage, evasion manoceuvre, manual or automatic
flight control etc,

The intcracticns of these eight arcas determine to a large cxtent the success of the mission and are
the principle driving forces that govern the need for modelling, simulation and flight assessment, to
determine the real capability and effectiveness of particular systems, The remainder of this paper con-
siders the use of such techmiques in understanding, assessing and evaluating various weapon systems.

6 STNULATLION
Simtlation is a much used and valuable technique for investigating the principle effects that deter—

mine the performance of specific weapon systems either in terms of absolute values or as is more usually
the case, in terms of comparisons between systems or the same system under different conditions,
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Simulation, however, often mcans different things to various people and in the following discussion I
would like to make a distinction brtween three types of simulation, to treat each in its own right, and
to identify the role that each can perform in giving the utmost cunfidence that a specific system will
give the required performance on the day.

The three arcas identified are:

(i) the use of mathematical analysis to assess performance, to establish the critical parameters,
and to arrive at a situation where the most promising system has been selected and optimised to a
first order of magnitude, This process is often térmed mathematical modelling and with the advent
of high power ground computing complexes, is used incréasingly.

(ii) the use of 'human-in~the~loop' simulations, to overcome the almost intractable problem of
representing the human response in mathematical form and to expose experienced operators to the
system design at an early stage, Facilities usually cover the research and development phasc through
to in-service training,

(iii) the use of flight vehicles to validate the previous two stages, to expose the system to a 'real
world' environment and to demonstrate the engineering of the system.

Each of the above phases represents important stages prior to the realisation of any system in~-
service,

6.1 Mathematical modelling

The use of mathematical models to describe a process or processcs is relatively well known in many
major fields. The approach that is generally adopted is to represent the tota. process by a number of
related interactions and then to examine the way in which the whole responds to changes in each interac-
tion. In weapon system design, the need for such techniques has grown rapidly over the last five years
or so as the complexity of the weapon system and the enviromnment im which it is to operate has increased,
and the constraints become more severe. Trivial examples are, a 20 km engagement is of little use at low
level if a need exists in the weapon system for a line of sight between the target and aircraft. Likewise
any weapon system that needs 20 s to deliver after target detection will have (in general) a zero
capability from low level flight profiles., The model therefore identifies the credibility of specific
performance parameters within the range of conditions likely to be presented by the operational scenario.

Two distinct schools exist as to the best approach to be adopted for arriving at the total answer
and before citing examples it is valuable to identify the merits of both techniques. Tnese are generally
known under the titles of 'Monte-Carlo' modelling and 'Root Mean Square'! modelling. Looking first at the
latter, this is the simpler approach and relies upon the fact that the total process governing the attack
effectiveness is driven by a serjes of forcing functions that are either totally uncorrelated or whose
correlation functions can easily be identified. For example, target detection range, attack speed, terrain
screening angles, aiming accuracy, aircraft flight manoceuvre, etc. Each aspect of thc model can be treated.
separately, and provides a parametric output which can be combined with other error sources on an rms
basis to give a final answer. Its great merit lies in the fact that the total model is visible to the
assessor, a positive understanding of critical events is quickly achieved, a good insight te the process
is obtained and the model can build in an evolutionary way without becoming overwhelming in its demands
or computing power and time. It is also relatively easy to simplify if subsequent running shows that some
process can be represented by a less rigorous global treatment.

The 'Monte-Carlo' technique on the other hand has achieved greater acceptance in recent years as
adequate computing capaeity has become relatively easy to obtain. As the name suggests, the technique is
a means of handling the total probabilistic nature of the process. In effect each happening has a most
likely value, together with a distribution of likely spread about this value. By inference the success
or failure of the method rests on the modeller's ability to specify adequately the statistical nature of
each process involved in the whole, Given a definition of the events, their sequcnce and their parameter
statistics, the technique involves running repeated attack sorties using individual values of all para-
meters drawn independently from statistical populations with the stated distributions. Each run of the
model provides a single answer to .any one output parameter, and by repeated modelling runs a distribution
of output parameters is built up. To obtain a picture at each condition at least 30 runs are needed.
Since each run represents an attack, and may take more or less than real time, it can be appreciated that
a significant computing commitment is undertaken when adopting this approach. The technique, however, is
extremely rigorous with the appropriate statistics bcing applied at each part of the model, be they normal
or not.

Having used both techniques, I helieve each does have a valuable contribution to make. As a first
cut at the problem, the rms method gives a good rapid insight into a process, and idcntifies many of thc
driving factors. For a better refined answer usually involving more of the contributing factors and to
check that important interactions have not been overlooked, the MC approach gives excellent rcsults,

To expand on these points further, the following example illustrLtes the use of modelling techniqucs
to assess the dclivery capability of a hypothetical weapon delivery system typified in its capability and
coverage by Fig 17. The analysis covers the period-of entry to the target area to weapon impact, but
excludes any aircraft losses on the way to the target area and during the attack, and wcapon lethality,
Fig 18 describes the attack process. The aircraft enters the target arca with a navigation etrror that is
distributed normally with values dependent upon the accuricy of the system, and the time since and the
position and accuracy of the last fix. A numher of probability conditions are now summed in crder to
determine the range at which the target will be detected (if at all), 1lncluded in this process are:

(i) a free line of sight to the target;

(ii) detection as a function of range, height, spced and offset;
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(iii) atmospheric effects;
(iv) search aids and any angular limi.s imposed, etc.

This initial compounding is -a critical aspect of the model, since in this example it dictates the
time available in the final attack sequence and hence is a major outer constraint in determining system
usage. L :

The next sequence block to be modelled is the final engagement phase. Essentially this consists of
flying the aircraft to bring the target within the weapon's coverage envelope, aiming the system and
releasing the weapons. The aircraft model for the first of these stages consists of the statistics
describing: . -

(1) a pilot response time;
(ii) a kinematic aircraft model, in terms of specd, roll rate, lateral 'g', etc;
(

iii) a stabilizing time before any aiming can be established.

Finally, system aiming is covered in terms of event sequencing togetlier with the aiming times and
accuracies. This latter poinrt is of some special interest because in general, systems fall into two
classes; those that require the crew to achieve the best aiming accuracy, in whatever time is available,
see Fig tl, and those that require a 'critical' level of performance to achicve for exawple a lock-on.

Both types can of course be embraced hy the modecl given the necessary data to define the known performance.
By way of an illustration of the latter technique, Fig 19 shows a ty,ical time history of a helmet mounted
sightline in moving from position (l) to position (2) under vihration. An initial rapid transfer is
followed by a period of hunting around F2 until a satisfactory set of conditions are obtained. Clearly

the tighter the angular constraints needed at F2, the less likely the task is to be achieved, and hence the
longer it will take.

Outputs from such a model are many, but by way of cxamples, Fig 20a-c, show examples of the varia-
tions of attack probability against:

i) navigation accuracy;

(
(ii) detection range, and the influence of terrain screening;
(iii) aiming time.

Each siows the robustness of the model to the assumptions and where these become critical., Clearly
it is desirahle to determine a performance that is on any plateau of the curves.

Finally the 'MC' technique can be readily extended to multi-aircraft attacks against multi-targets;
the limitations arising only from the amount of processing required to undertake the task.

6,2 Man-in-the-loop simulation

A. identified in the above, the event sequencing, the time taken and the consistency/accuracy of
performance that can be achieved are very vital inputs to the success of the majority of systems. Precise
measurement of the man's performance is important and ground hased simulation facilities are valuable tools
to explore and quantify these arcas, Most of my remarks will therefore refer to facilities aimed at
research and a number of such complexes exist, :

The last decade has seen a considerable increase in the amount of weapon system simulation undertaken.
Traditionally, the aerodynamicist and flight control engineers were the major customers, but it is now
recognised that the system designer has much to gain from using the dynamic ground rigs. The problems of
providing adequate simulation performance, however, are not few and in many cases coansiderable investment
is needed if full mission ground attack simulations of repeatable accuracy are to he made.” The increasing
use of electro-optics in the systems to be simulated, aggravates these difficulties. The prohlems are in
achieving good ground detail, good 'on-line' accuracy, good representation of narrow field of view electro-
optical sensors together with of course standard good responses from the flying controls.

I do not wish to cover the details of the various complexities but to highlight some of the different
approaches that have been used in this field,

‘The UK has had some notable success in developing the special purpose weapon aiming simulator that
can be produced within a small budget., This has been adequately reported in the past, Refs 6 and 7,
Suffice to say that the use of high quality cine film has much to commend itself in terms of realism, cost
and accuravy and the disadvantages of limited flight manoecuvre and change in aspect have minimum effect,
On-line measurement is practical without the nse of video analysis equipment., For designator assessments,
the cine system can he complemented hy a small high detailed model area, viewed with a television system,
The total package, Fig 2la,b, provides all the facilitics necessary within a modest framework. Other film~
based facilities have heen used for this work, notahly the 70 mm film system at Boeing Seattle.

The main deficiencies with the film~hased systems lie in their limited coverage and response to
flight path chaages, and although these have been identified as arcas of limited importance, for tactical
simulations against opportunity targets there is clearly a need for somethiug better,

Undoubitedly something hetter implies improvements to the ourside world representation and these are
inevitably costly. Two approiaches are in use. First, there is the large detailed model based systems
that cmploy clused circuit television systems viewing the model in order to reproduce the forward scene
for the pilot, and any electro-optical sensor simulation, The facilities, of which a number now exist,
provide a goad flying areca with realistic motion and orientation cnes for the pilot. The television image
may cither be projected on a screen or viewed directly on a collimated display. In the past image detail

has heen a problen, hut modern modelling techniques coupled with providing a smaller flying field row permit.
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excellent presentations to be produced, Typical scale ratios eover the range of 500-2000:1, The second
window, essential for example for designator or missile homing head simulations, can usually be accommo~
dated but some compromise in terms of image performance and co-locition of viewpoint is likely.

These facilities enable realistic target scenasrios to be sct-up and realistic missions to be flown
and assessed, A further important point of application is the capability inherent vithinw such facilities
to assess real hardware in a dynamic environment. Tests relating to displays, controllers, video pro-
cessing, auto-tracking cquipment, missile homing heads, ete, can usually be integrated with the tasks of
the crew to provide an extremely realistic on-line examination of the system, "wrinkles and a1l", prior
to fiecld trials,

The second fruitful aveunnc to pursue for better outside world representation comes from the technol-
ogy of computer derived images. The recent cost effective advances in computer capability now bring highly
detailed computer generated imagery within the grasp of the simulation designer and, for the future,
developments in this field will probably set the pace, enahling e¢flects such as atmospheric attenuation,
partial cloud cover, and thermal signatures of the scene and targets to be adcquately represented. Some
limitations, however, are likely in the direct application of flyasble syrtem hardware for ¢valuation
purposes, hecause of the software nature of the scene. lowever it is possihle that some evaluation of
tracker algnrithms may be possible if a very high degree of spatial resolution can be achieved.

The key feature of work conducted on any of these facilities is a 'controlled environment’, that is,
the performance of system should be assesscd under a sct of tightly defined conditions, Whercver possible,
the degtce of randomness in the experiment should he minimised to that intrnduced by the pilot or crew,

By way of an example, Fig 22 shows the CL{ performance of two systems, A and B, in terms of the
position of the target relative to the flight path at the moment of target dctection., The exercise con-
strained the pilot to engage the target from four precisely controlled ranges and two target offsects,
balanced equally left and right. The results show system A better than B at the larger ranges but vice~
varaq when time is short, Note the cross-over point fsvours systewm B as the offset is increased. This
type of result is typical of the data that necds to be measured and has ccnsiderable significance when
fed into the modelling studies discussed in section 6.1, For under poor engagement conditions it may prove
quite impossible to ever realise the anticipated benefits of "system A'. However, if the starting con-
ditions of the experiment had been left to chance, it is likely that little variation would have been
found in the results,

The final example relates to the use of eye and head movement recording equipment, Fig 23 shows a
stylised set of results obtained from a head-cut, head-in the cockpit task typicsl of an attack that
requires visual cueing and -oarse aiming followed by head~down recognition and lock-on sequence. Such
results showing the tizes spert at the velative tasks, the variability of these times as functions of
engagement conditicas, and to some extent the measure of confidence that the pilot has in his automated
system, are al! key inputs to assessmepts.,

6.3 Flight demonstration
My third category is flight demonstration, which is essential element of testing in order:

(i) to validate the expected performance of the system,
(ii) to establish the hardware reslisation of the system,
(

iii) to demonstrate the viability of the system in .e air to the customer.

This phase is of increasing importance as systems become more complex, more coztly and hence more
difficult to prove adequately in a rescarch or pieccmeal sense, It is an essential part, together with
the two previously discussed areas, in establishing a total understanding of the weapon system, However,
being tlie most costly part too often it is neglected or inadequately covered.

To manage such a trial successfully requires a represented airecraft, zithough aot necessarily a
specific type, a representative system, espeeially in terms of cockpit functions and displays, and a
weapon or good weapon emulation dependent upon the issue being resolved,

As gencralised in the above aims, the trials should be conducted against an expected performance, for
in flight, conditjons are never controlled precisely and for example triais safety considerations may
exclude intercsting parts of the delivery envelope. The trials therefore are used to pin down the expected
perfurmance curves at a number of points from which interpolation or at the worst small extrapolations csn
be made to all the areas of interest. Exposure to more than one pilot is desirable, although resources
usually limit this activity to about four at the most, Finally, target scenario is impnrtant and rep-
resentative arrays are important especially where electro-optical techniques are being assessed,

Hardware realisation is an area that is now heing taken mcre and more for granted by the assessor and
to some extent this is as it should be, However, hoth in determining wnether the equipment meets an
adequate standard and as a final cross-check that the standard is adequate, such demonstrations are highly
desirable, FEqually, no theoretical assessment has ever included all the significant cffects experienced by
the practi~al application and demonstration has a vital role to play here.

A further important area in the total proving and procurement of weapon systems, is the neced to
expose the system to the users., This is particularly important if new concepts and technelogics are
emhraced, for it is often very difficult for Service persomnel to relate well to academic assessments per-
formed by the design engineers. The proaof of the pudding is in the eating, and aircrew feed hest in the
air environment; a well equipped flight vehicle therefore can become an important sales tool in demon-
strating new systems to a wide Service interest,

Finally, to seal the feedback loop from flight assessment to wodelling, the flight trials enahle a
first look to be taken at the tactics and deployment of the system under psecudo real conditions. This
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usage of the system-is an important element, since withont it, the analytical studies will have only heen
working with best estimates in the absenve of a practical system, Many is the time when the real value of
a technology only cvmerges after trials, and indeed was not even considered during the early design of the
equipment,

5 e demeimmns et et

An important asnect of the flight assessment is instrumentation, for it almost goes without saying
that if a close validation is to be obtained between ground modelling and flight trials, then all aspects
of the trial need carcful recording to make this pussible, Adequate thought is usually given to the
‘on~boara’ aircraft problems, where a full range of system parameters topether with the pilot/crew res-
ponses should be covered, Of equal importance is the relationship of the aircraft with the real world.
The position of the aircraft relative to the target can be found either from specially installed recording
equipment in the target area or alternatively by using photographic techniques from the aircraft itself.
llowever, the area often neglected is that of conditions pertaining in the outside world itself; conditions
which can dramatically effect the results obtzined from the trial, These include:

(i) the target, its position rclative to others in the vieinity, its aspect relative to the air-
craft's flight path, its signature in the appropriate wavehands relative to the background, and any
motion effects; :

(ii) thke atmosphere, its transmission properties, etc;
(iii) the terrain, its broad and local features where they affcct the flight path and

intervisihility.

The value of such a data base cannot be emphasised too much, since many of these features are the
driving influences in relating the measured performance to the expected result as obtained from the
theoretical modelling. Indeed, wherever possible the conditions of the trial need to be sclected with
care, to ensutre that results are ohtained over a sufficiently wide range of engagement conditions, to
cover the expected operational in~Service usage of the system., Past experience suggests this is done when
deciding the aiveraft attack coufiguration etc, but aften not with sufficient care on environmental
matters.

7 CONCLUSIONS

The aim of this paper has been to review the influences and constraints that govern the delivery of
tactical air-to-ground guided weapons, and in doing so I hope | have heen able to illustrate the neecd to
consider the total weapon system delivery performance in the context of the rcal scenaric, The ctart must
he made at the target, with information retating to its likely position, concentration, motion, aspect,
signature relative to its local surroundings, etc, and followed by the influences of terrain and atmosphere 3
at the likely places and times where attacks may he necessary. Given this essential framework, the weapon :
system in total can be joined on, to establish an attack capabitity. The crew form an essential elcment
of the "total system’ and determining their tpectrum of performance is a vital link in this process.

The distinct roles of modelling, 'man~in~the-loop' simulation and flight demonstration all have
valuable contrihutions to make, bhut when related each to each other, form a powerful methodology for
enhancing the understanding of the system, for optimising performance, for establishing the range of
operating conditions under which a worthwhile performance can be achieved and enabling a sound technical
choicé to be made between alternative options,

]
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NEW METHODS IN TIE TERMINAL GUIDANCE AND CONTROL OF
© TACTICAL MISSILES (.~  pi )

: J. GONZALEZ
CHIEF, SYSTEMS ANALYSIS AND SIMULATION BRANCH
AIR FORCE ARMAMENT LABORATORY
UNITED STATLES AIR FORCE
EGLIN AFB, FLORIDA, USA

SUMMARY

The purpose of the guidance law is to determine appropriate missile flight path
dynamics such that some mission objective might be achieved in an efficient manner.
There are many classical terminal guidance laws which have been used for tactical
missiles - each characterized by varying degrees of performance, complexity and
secker/scnsor requirements. The increased accuracy requirements and more dynamic
tactics of modern warfare render contemporary guidance laws unsatisfactory in many
applications. This is especially true in terminal air-to-air missile engagements.
Improving performance involves a tradeoff between more sophisticated hardware or more
sophisticated software. Increased hardware sophistication almost always results in
increased costs. With the advent of new theoretical methods and low cost/high speed
microprocessing techniques, the potential exists for tremendous incrcases in missile
brainpower with little or no corresponding increasc in cost,

1. INTRODUCT 10N

Before I descrihe some of the newer methods which are currently being inves-
tigated for the terminal guidance and control of tactical missiles, 1 weuld like to
put this topic in perspective by outlining the overall tactical missile guidance and
control scenario. Consider the mission for tactical missiles being described by two
different (but not mutually exclusive) scenarios: air-to-air vs air-to-surface
combat and standoff vs short-range combat. Standoff (or mid-course) guidaice is
required when the missile is launched at such long ranges from the target that either
the missile secker cannot "see" the target or, if it can, the available guidance
information is of sufficiently poor quality that it is unusable. In such case the
guidance law usually consists of some pre-programmed strategy such as "maintain
launch heading and a constant altitude” or "fly directly at where you think the
target might be”. In some cases tactical missiles don't have seekers and the com-
plete trajectory can be thought of as a type of midcourse guidance., In those cases
where a terminal secker is "Ilocked" on%o a target and providing reliable tracking
data (short-range combat), the strategy is called tcerminal guidance. The dynamic

requirements of terminal guidance are usually more stringent because all the trajectory

errors which have accumulated must be corrected in a very short time. Figure 1-1
graphically depicts the midcourse and tevminal guidance phase of a tactical missile.
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FIGURE 1-1 TYPICAL TACTICAL MISSILE TRAJECTORY

Another way to characterize missile guidance and control is by considering the
types of targets involved. Surface targets are generally stationary oo slow moving,
although they may he difficult to detect and track. On the other hanid, aerial targets
are highly naneuvering and unpredictable, but usually easier to acquire. From a
guidance and control point-of-view, aerial targets stress terminal guidance the most.
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1 limit this paper tn an examination of terminul air-to-air missile guidance and
control concepts against maneuvering aircraft, not because the other three cascs are
unimportant or without problems, but primarily because I view this as the area of
greatest payoff for the application of. advanced guidance and control techniques, \
Certainly the terminal air-to-surface guidance and control problem is a subsct of
this more general problem. Midcourse guidance, both air-to-air and air-to-surface,
is primarily an energy management and inertial instrumentation problem. Although
advanced control and estimation techniques are applicable to this problem as well,
the objectives are sufficently different from terminal guidance and control that
unified treatment of both problems is not within the scope of this lecture.

45 MAJOR M1SSILE SUBSYSTEMS

Although the exact configuration and subsystem description of a tactical missile
depends upon many factors, it is possible to generically describe the subsystems and
their inter-relationships with the aid of figure 2-1, which is a fuactional diagram
of the major subsystems. Figure 2-2 illustrates where these subsystems might be
physically located on a typical missile. A brief description of cach subsystem follows.
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FIGURE 21 MAJOR MISSILE SUBSYSTEMS
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FIGURE 2-2 TYPICAL PHYSICAL LOCATION OF
MISSILE SUBSYSTEMS

The seeker can be thought of as the veyes" of the missile. [Its purpose is to
detect, acquirc, and track a target by sensing some unique characteristic associuted
with it. This unique characteristic usually consists of the radiation or rceflection
by the target ol encrgy in a specified region of the clectromagnetic spectrum.
Typical regions include ultraviolet, infrared, Jaser, visible, millimeter wave, and
radar frequencics. Some missiles may have scekers which can operate in more than one
region at the same time or at different times.
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Detection is the process whereby the secker senses a certain amount of cnergy
(in some region of the spectrum) ubove that normally expected from background or
internal sceker noise, Acquisition is the p° cess whereby the sceker, after ex-
periencing one or more incidents of detection, decides (according to some pre-esta-
blished c¢riteria or algorithm) that a valid target has heen locatea,  Tracking is the
process whereby the seeker continually specifies the angular location ol the target
relative to some fixed coordinate systenm.

There are several methods available for tracking a targnt, depending on whether
the seeker has a wide or narrow field-of-view or whether the seeker is gimballed or
fired to the airframe, The instantancous ficld-of-view is the angular region (usually
conical) about the sceker centerline which is capable of receiving useful energy.

1f the sceker has a large ficld-of-view, it is possible to fix the angular
oricntation of its centerline relative to the airframe centerline. (See figure 2-3.)
The type of tracking information avialable in such case is an indication of the angle
“hetween the linc-of-sight (straight line from missile to target) and the missile
centerline. This, plus possibly other information, is available for missile guidance.

ot g i $inm e b e s

TARGET

FIGURE 2-3 BODY-FIXED (STRAPDOWN) SEEKER

If the secker has a narrow field of-view, it is usually mounted on a gimballed
platform., The secker maintains the target within the narrow field-of-vic: by rotating
the platform. (Sece figure 2-4.) 1f the platform is incertially stabilized, the
yotation is accomplished hy applying torques which are proportional to the target
displacement fiom the field-of-view center. The tracking information provided by

tnis type of sceker is an indication of the ipertial rotational rate of the line-of- o 13
sight. This, plus possibly other information, is available for missile guidance. 0
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Other information which the seeker might be capable of providing to a guidance law .s missile-to-
target range and/or range rate. Radar seekers are the only ones which currently provide such information.
{Active radar seekers can provide both, semi-active radar seekers can provide range rate, ard passive
radar seekers can provide neither.) Techniques involving modern estimation theory are being studied
which might provide this same capability for passive seekers and/or cother frequency spectrums.

The next three subsystems can be thought of as the "hrain" of the missile. The filter operates on
the seeker data to produce a clearer "image" of the target behavior by extracting the pertinent kinematic
variables. The guidance law decides the best trajectory (physical action) for the missile based upon its
knowledge of the missile's capability target capability, and desired objectives. A cammand is then sent
to the autcgllot, whose function is to determine what "muscle" control (actuator position} is required to
best execute the cammand, The guidance law and filter are the major subjects of this paper, and each
will be discussed in great detail later. However, the makeup of this "brain triad" depends heavily on
the nature of the other subsystems, so I will finish my review of these hefore I dismiss them from further
consideration.

The purpose of the actuator is to alter the external geometry of the missile such that the net
forces which result will approximate the guidance law oconmand. This alteration may take the form of a
wing deflection, tail deflection, canard deflection, thrust control, or same cambination of these. The
first three alterations change the aerodynamic properties in such a manner that the proper maments and
forces are achievex!. Actuators require an external energy supply to accamplish their task.

The airframe serves two purposes. First, it is the container for all the other subsystems (including
the payload). Secondly, by proper design and in partnership with the propulsion, it can be used effective-
ly to produce the required lift and drag forces for accamplishing the mission objectives.

By virtue of Newton's Secornd Law and all its ramifications, these net forces determine the missile's
kinematic variables, such as position, velocity and acceleration. These variables, in cambination with
those produced by the target, result in sométhing new for the seeker to see.

3.  CLASSICAL GUIDANCE IAWS AND THEIR PROPERTIES

The guidance and control laws used in current tactical air-to-air and grounri-to-air missiles are
based largely on classical control design techniques. These control laws took birth over 25 years ago
and have evolved into fairly standard design procedures. Though the specific guidance and control law
varies from one missile to another (depending on its size, weight, cost and manufacturer), the fQllowing
basic characteristics are cammon to all of the missiles in the present Air Force inventory:

(1} Tre overall control of the missile is divided into two or more - =
locps. The outer gquidarce loop controls translational degrees
of freedam, while the innor, autopilot loop controls missile attitude.

(2) Proportional feedback is usel o ocorrect missile course in the outer
loop (ccomonly referred to as proportional navigation or “pro nav')..
Figure 3.1 illustrates the pro nav concept. Pro nav is quite successful
against nonmaneuvering targets.

(3) In the inner loop, the roll, pitch and yaw channels are uncoupled
and are typically controlled independently of each other.

(4) Sensors typically measure aspect argles in pitch and yaw planes and’
rates may also be available. Advanced sensors mav measure other variables.

(5) No explicit state estimators are used ard the signals are filtered
to reject high frequency noise.

(6) All commands are amplitude or Torque constrained to ensure autopilot and
missile stability.

Classical controllers have two major advantages, simplicity in design and simplic@ty in implementation;
but they also have several problems. Table 3.1 indicates how characteristics of classical short range
air-to-air missile guidance and control laws lead to advantages ard disadvantages in desicn and imple—
mentation,

Early missiles used a pursult: form of navigation in which steering commands were generated to drive
the angle between the line-of-sight (LOS) and missile velocity vector to zero. That 1s, the missile
steers to head straight for the target. This worked well for non-moving or slowly moving targets but
was senously degraded for fast targets such as those found in the air-to-air envirorment. In the air-
to-air mission the missile trajectories were clearly suboptimal and usually ended in tail chases.
However, this guidance law does have the advantage of being relatively insensitive to system roise.
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FEATURE OF
CLASS1CAL : ' :
MISS1LE CONTROLLER . ADVANTAGES ' DISADVANTAGES
Pro Nav Guidance (1) Requires.only LOS rate (1) Much more information
information from the seeker. about the pursuit/evasion
LOS rate is often available problem is known or
from somewhere in the seeker available. Not using
tracking loops. this information in the
guidance law degrades
(2) This information is used performance.
in a simple, casy to implement
manner. Also autopilot design
bec-mes more universal; more
independent of the properties
of the seeker,
Uncoupling of (1) Can use classical control (1) The missile angle of
Steering and Roll theory to select autopilot gains. | attack, and thus the
Motions . Effects of variations in para- missile's maneuverability,
meters is well understood. is limited by the autopilot.
These limits are imposed
(2) The resulting autopilot to keep the missile
design is not very involved. flight stable, but the
The autopilot can be imple- limits could be raised
mented w_th either digital if a different method
or analog circuits. of autopilot design were
used.
Dither Adaptation (1) Allows a larger flight (1) Only partially
Scheme envelope, but still is easy adaptive. Other adaptive
to implement, Can be implemented | methods, perhaps more
with analog or digital cir- involved, could be used
cuits. . that would improve
missile performance.
Direct Use of (1) Reduces on-line data (1) An optimal control
Sensor Data processing requirements. law will require use of
information that is not
directly measurable.
Burning A1l the (1) Engine design is simpler. (1) May not be optimal
Engine Fuel at Once solution for minimizing
miss distance.
TABLE 3-1 MAJOR ADVANTAGES AND DI1SADVANTAGES

OF CLASSICAL G&C DES1CNS

Several methods which would have the missile lead the target werc considered.
The goal was to have the missile travel a shorter path to the target, which would in
effect incresse missile range capability. One method considered was a fixed lead in
which the missile steered to a heading that was a fixed angle ahead of the target.
When the target merely changed course, the missile performance degraded leading to
excessive maneuvering in an effort to re-establish the lead angle when simply using a
new lead angle would have resulted in a more favorable trajectory.

The development of proportional navigation was a major break-through in homing

_missile guidance. 1n pro nav, steering commands are given so as to drive the line-

of-sight-rate to zero. Subsequent studies using optimal control have found pro nav
to be an "optimal' guidance law when the missile and target have constant velocity,
the missile is inertialess, and the only optimal criterion is to minimize terminal
miss distance. llowever, assuming constant missile velocity is a serious assumption
that neglects considerable thrust and drag cffect., Because thrust and drag are
present, pro nav is not optimal even against constant velocity targets (see Figure
3.1). Moreover, the targets seldom have constant velocities., Despite its short-
comings, pro nav :s easy to implement and, for many years, provided satisfactory

missile performance. Therefore, it has secen conPiderab]e use, although it is somewhat

sensitive to unf:ltered system noise. i

Several varieties of pro nav are in current use. FoT the most part, these
differ as to how the navigation gain is determined. The navigation gain is the ratio
of commanded steering rate to the LOS rate (Y/6 Y. The overall navigation loop gain
is called the effective navigation ratio and is equal to:

00 V,
A= (v )y " (3.1)
Vo
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where

V. = missile speed

V. = closing rate
(1t should also be mentioned that the “optimal control derivation" of pro nav results
in a time-varying A .) In most missiles, normal acceleration (ac) is commanded
instead of turning rate. Since a. = Vv, then

ac = A VO (3.2)

In many missiles a constant gain is used,

a. = K6 , where KX & MVe, assumed to be a constant. (3.3)

MISSILE TRAJECTORY BASED
ON PN (DECELERATION PHASE)

CONSTANT VELOCITY
TARGET TRAJECTORY

ENGINE
BURNOUT

A MORE DIRECT MISSILE PATH

NOTE: IN THE DIRECT PATH, LINE OF SIGHT RATE IS POSITIVE BEFORE
BURNOUT AND NEGATIVE FOLLOWING BURNOUT

FIGURE 3-1 PROPORTIONAL NAVIGATION GUIDANCE AND A MORE DIRECT
APPROACH PATH

In this case the effective navigation ratio will vary with the closing velocity.
Studies have shown that A = 4 is a good compromise for low miss distance (high A) and
small time-to-go before instability occurs. To be stable, A must be greater than

two, but the greater A the sooner the homing loop goes unstable (higher time-to-gol.
Because of these effects the constant gain K must be carefully selected. 1In practice,
the gain is picked for a tail, beam, or head-on chase and the performance degrades

for other cases, Radar missiles can directly measure V. and are therefore able to

keep the effective navigation ratio constant in spite of varying target aspect.
Another scheme uses filter theory to provide an estimate-of V. based upon LOS rate

and inertial body motion (rates). This method could be applicable to passive seehors.

There have been several attempts to combine the good features (while simultancou. iy
eliminating the bad ones) of proportiocnal navigation and pursuit guidance into an
overall composite guidance law. One such approach is to compute guidance signals
based on both laws, provide a time varying weighing factor fer cach, and sum the
result. Such an application usually weights pursuit guidance heavily at long ranges
where the noise problem is most severe and the accuracy requirements less severe., O
course, a knowledge of time-to-go or range is required.

Dynamic lead guidance provides results similar to the weighting techniqu: but
for different reasons. At small line-of-sight rate frequencies (which typically
occur at long ranges) the guidance law behaves like pursuit guidance, .at large linc¢-
of-sight rates (which typically occur at short ranges) it behaves like pro na-. The
advantage is that no estimate of range or time-to-go is necessary; the behavioy
transitions '"automatically™ based upon the frequency of the input signal, 1t ulso
has the advantage of better performance in atypicat situations (e.g., large line-of-
sight rates at long ranges). However, stability problems can occur if significant
noise is still present when the guidance law transitions to a pro-nav type henavior.



Table 3.2 summarizes the advantages and disadvalitages of each of these guidance
laws when they are used in combination with classical low pass noise filters. A law
called command-to-line-of-sight is also included although, strictly speaking, it is
not a terminal guidance law beacuse it requires no terminal missile seeker. The
launch aircraft merely tracks the target, tracks or computes the missile position,
and sends commands to the missile to guide it along the launch-aircraft to target-
aircraft line-of-sight. ) :

GUIDANCE LAW- ADVANTAGES DTSADVANTAGES
1. Command-to-Line- No terminal Very inaccurate
of-Sight Guidance seeker required against moving
. targets and with
winds. .
Data 1ink required
2. Pursuit Noise insensitive lnaccurate against
Easy to use with moving targets and
strapdown seekers with winds
3. Proportional Accurate against Inaccurate against
constant velocity accelerating targets
targets., Stalility is sensitive
to noise.
4. Pursuit + Pro Nav Between 2 and 3 Between 2 and 3
in terms of
accuracy
5. Dynamic Lead Between 2 and 3 Between 2 and 3.
in terms of Stability problems if
accuracy. Easy to transition to pro nav
use with strapdown occurs when significant
seekers. noise is present.
Table 3.2 Compnrisbn of Classical Guidance Laws

As mentioned already, the autopilot performs the function of translating the
guidance law command from the "brain" into some signal which the "muscle'" can understand.
In genercl, this translation depends upon the aerodynamic and kinematic properties of
the airframe and the physical properties of the surrounding air mass. For example, a
20g lateral acceleration command for a high 1ift missile going Mach 2 at 10,000 ft
requires a much different aciuator command than for a lower 1ift missile goimg Mach 1
at 20,000 ft.

The reliance on classiczl control techniques in autopilot design usually results
in an autopilot with three independent channels for yaw, pitch, and roll. These
three motions zre assumed uncoupled because classical control techniques are in
scneral limited to single input, single output linear systems (their extension to
mul! . input, multi-output systems is quite complex). 1n flight, inherent aerodynamic
interactinons comprise coupling modes between steering and roll motions. Therefore,
the channels of the autcpilot are not independent and this leads to stability problems,
The ¢r-ss-couriing stability problem gets worse with increasing angle-of-attack. To
partiaily deccuanle the roll and steering control systems, autopilot designers limit
the s -erlny response speed so that the roll system bandwidth is two to four times
tht: steering system bandwidth. Alsc, the designers limit the angle-of-attack
missile can use.

The autopilot gains in cach o” e channels are often variable. This variation
is required to produce the optimr meriormance for different Mach numbers, dynamic
pressures wnd control effectivencss. ‘'fwo approaches have been used to vary the
gains. 1n the {irst, the gains a.2 scheculrd based on Mach number, density and
possibly other stites. 1r the second, =« h zh frequency dither signal i: used to
ceiwverge the missrle gains to aesired vulues.

To simplify our discussiun, we v-:i ssvme that the guidance law and autopilot are
designed independently, Not only is tnis ase:mption not necessary, but better guidance
lews can be designed f the autopilot chara:.e-istics are included in the guidance
law derivation. To do so, however, uakvs .he prchiem too vehicle dependent which in
tar~ further dilutes generality. in pddition, autepilot design and mechanization
teckuiques are now available which rcsult in very good guidance law command execution,
regardless of the airframe or guidan:e law characteristics.

4. ANTANCED GUIDANC "' 'CEPTo

A ruview of Table ¢ quickly reyveals that therye is no perfrect guidance law.
Even the m it accurate ¢ ¢ (proj.rti ‘&l navigatvio-l) is susceptible to noise and
accuracy dejridation against ar:2lerwcing targets. (It also has poor performance in
large off-burusight angle iaur.ucs fer shoit range air-to-aiv missiles. The off-
boresight an“¢ 1s the ang « between :“e lawch aircs~f{t's ‘elecity vector and the
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line-of-sight from launch aircraft to target aircraft when the missile is fired,) It
is this quest for more accurate missile performance -at lower cost that has prompted
the initiation of our research and technology programs in advanced guidance 'and °
control theory, .

The research program is concentrating on the application and extension of modern
control and estimation theory to tactical missiles. Figure 4-1 is a functional
comparision of how our current modern approach differs from the classical approach to
missile guidance and control. The classical techniques of using low pass filtering
to attenuate the noise inherent in the guidance signal and using proportional navigation
to steer the missile toward the target were well developed before the advent of
modern control and estimation theory, They have become firmly entrenched in guided
missile designs because they worked well in the rather benign environment of past
air-to-air engagements and were casily implemented with analog circuitry. Because of
such precedence, missile designers have often tried to satisfy the increased performance
requirements of modern day air-to-air missiles by increasing the complexity of associated
hardware such as seekers, gyros, accelerometers, airframes, and engines. Such approaches
in many cases have improved performance, but the resulting cost has often been so
high that the systems were never develcped for operational use or were purchased in
small quantities.

TARGET OYRAMIC
KIREMATICS SENSORS
(BODY-FIXED)

CLASSICAL APPRDACH

NOISE Low#AsS GUIDANCE

e Oasl  seixen | e P uw AUTOPILOT || AIRFRAME
(PRO-NAV)
MISSILE
KINEMATICS

TARGET MODERN_APPRADACH DYRAMIC
KINEMATICS SENSORS
(8DOY-FIXED)

s OFTIMAL
s GUIDANCE
e @ seexen | ZTMAL L A | autoritor | aimerame
ESTIMATOR LAW
o8
MISSILE
KINEMATICS

FIGURE 4-1 FUNCTIONAL COMPARISON BETWEEN CLASSICAL
AND MODERN GUJIDANCE AND CONTROL

During the late 1960's and early 1970's, a few missile designers did take a
cursory look at applying the modern control theory déveloped during the late 1950's
and early 1960's to tactical missiles. Basically, such an approach would replace the
low pass filter with an optimal estimator such as the Kalman filter. In theory, this
would allow one to "optimally" separate the signal from the noise by using information
about the missile dynamics and noise covariances rather than filtering buseq only on
frequency content. 1n addition, missile/target states other than line-of-sight rate
could be estimcted, even if not measured, provided they were mathematically observable.
This, in turn, would allow one to design more advanced guidance laws based upon
optimal control theory, because such theory usually requires complete information
concerning the missile states.



Unfortunately, the conclusion reached at that time was that, except in the most
simplistic and unrcalistic cases, the mechanization of such algorithms in real time
on board a small tactical missile was unfeasible because most of the calculations involved
procedures which could not be accomplished efficiently with analog circuitry. Thus,
control engineers continued to design missiles based upon the classical "intuitive”
concepts. . :

Fortunately, several things have changed since the early 1970's to give us
renewed optimism. First, new theories have appearcd and old ones have been extended
and refined. Second, several new numerical techniques for solving complex equations
have been developed, and such techniques require fewer and less time-consuming calculations,
Finally, and probably most important, we have witnessed the birth of the microcomputer.
This revolution now allows us to perform more calculations, more often, more accurate,
at less cost, and in a smaller volume than anyone would have imagined just ten yecars
ago.

In October of 1877, the United States Air Force Armament Laboratory initiated a
basic and applied research program to investigate and extend those modern control and
estimation techniques that have potential application for improving short range air-
to-air missile performance. Figure 4-2 outlines in broad generalities the major
areas of investigation. During the first 18 months of the program, the problem was
formulated using standard textbook theories, such as Linear Quadratic, Linear Quadratic
Guassian, and Extended Kalman Filtering. The results of this initial investigation
provided a theoretical baseline by uncovering the deficiencies of these standard
approaches when applied to the short range zir-to-air missile scenario and by comparing
the resulting performance with classical techniques such as proportional navigation
and low pass filtering. The overall conclusions showed that a simplistic and straight-
forward application of modern control theory results in very little performance
improvement.

£y 124 7 9 80 81 82
G&C THEORY
NONLINEAR .
toG F
i —
ADAPTIVE -
HEACHABLE SCT BEST GAC | THEORIES >>
]
PARAMETER INSENSITIVE +
DIFFERENTIAL GAMES '
ESTIMATION THEORY
EXF '
OBSERVEAS —_—
ADAPTOVE FILTERS [ Ne——1
NONLINEAR FILTERS b | roatLs _1-:>
L | feames ]

SPLINES/POLYNOMIALS k

COMBINED GUIDANCE & ESTIMATION

MECHANIZATION THEORY

MICHOPROCESSOR . IMPLEMENTATION

FIGURE 4-2 MAJOR TOFICS OF INVESTIGATION FOR USAF G&C
RESEARCH FCR TACTICAL MISSILES

But this initial investigation did accomplish a rather detailed evaluation of
those theoretical aspects which need further development and those practical aspects
which are important in increasing missile performance. We have now extended our
study into several new areas, many of which have never been examined in any grecrt
detail. Time and space limitations will not allow me to elaborate on all the metho-
dologies listed in figure 4-2. (See references 1 and 2 for more details on all these
techniques, plus many more. Reports on preliminary results from our study will be
available in early 1980,)
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My approach will be to review the highlights of nonlinear and linear optimal
control theory, pointing out the general advantages and disadvantages of the theory
for our particular application. Then I will apply the linear quadratic (LQ) theory
to a rather simple air-to-air missile control oroblem. The purpose of this is three-
fold., Firest, it illustrates the procedural techniques for applying such theory.
Second, it provides an excellent framework for discussing the advantages and dis- |
advantages of various assumptions which can be and often are made. Third, it vividly
illustrates the limitations of proportional navigation by showing that pro nav is but
a special case of LQ theory based on some rather restrictive assumptions. Finally, I
will briefly describe the role of optimal estimation in missile guidance and control,
showing how the estimation and control problem are actually inseparable under most
conditions.

5. GENERAL OPTIMAL CONTROL THEORY

Before I give an example of how optimal control theory can be applied to ‘the
derivation oi tactical missile guidance laws, I would like to review some of the more
salient features of this theory. Time and space limitations will not allow me to
examine the theory in its most general form, nor will it allow me to present it in
any mathematically precise detail. (See reference 3 for a complete treatment.)
However, I do intend for this presentation to highlight its usefulness and its limita-
tions.

Consider a dynamical system represented by the followina set of nonlinear
differential equations:

x=f (x, u, t),  where (5-1)
x A state vector of the system,
g A the time derivative of the state vector,

I=

4° the system control vector input, and

I

{+) A a vector function whose components are nonlinear functions of the
tate and control vector components and of time.

7]

Such a system may also be subject to terminal equality constraints of the form
Z(ti’tf’fi'if)=o where (5~2)
tiA the initial time
iié.the initial state,
tfé’the final time,

xe 4 the final state, and

w{-) A a vector function whose components are nonlinear functions
of the initial and final state vector components and the initial
and final times. .

- The theory can also handle inequality constraints on both the control vector and
state vector, but this generality will be omitted here for the sake of brevity, even
though it is an important consideration in practical applications.

Now the optimal control problem can be stated as follows: Select a control
vector u(t}), for t.<t<t., such that we minimize some performance index (or sumetimes
referred to as a cost fiinctional) of the form:

g
PI = g(ti,tf,ii,§f) +5%(t,x,u)dt, where (5-3)
g(*)4 a scalar function of the terminal times and states and

L(+)A a scalar time-varying function of the state and control vectors from
t.<t<t..
i-~—"f

Let us pause for a moment and consider the generality of the problem.

{1} 1t includes any system that can be represented by a set of nonlinear time-
varying differential equations. (It can also be applied to systems represented by
difference equations, but we will not consider these here.)

(2) The system and controls can be subject to a large class of equality or
inequality constraints.

(3) The performance index includes both initial and final conditions, plus the
time history of the control and state vectors. Note also that the performance index
is more flexible than it appears upon first considerztion. For example, if we wisl
the system state to foilow some predescribed state reference trajectory ir(t)' then

our performance index might be
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P = §* [x(t) -, (¢]] O [ri0x ()] de

where A(t) . is some time-varying weighting matrix, which allows us to choose what portions
of the state trajectory we feel are most important in terms of being "close" to the

‘reference trajectory.

If one determines that the only important performance objective is to force xf to
be as "close" to some Xf as practicality allows, then we might choose

PI = (5f~xf) © A (Xfemye) + ti(t)TB(t)g(t)dt

The integral term is included to add %ealism, since omitting it will result in a mathe-
matical solution which will require an "infinite" control. (An alternative approach
could be to omit the integral term and place an inequality constraint on u(t} instead.)

Although this formulation has tremendous generality, the practical disadvantages
become evident when we examine the solution. There are many representations of the
solution, all of which of course give the same answer. Perhaps the most popular repre-
sentation is in terms of the Hamiltonian. Define the following quantities:

H(t, %, v, A) AL (t, x, u) + A £(t, X, u), where H is called the Hamiltonian and
A is the vector of Lagrangian multipliers so often used in the calculus of variations

G (ty, te, x50 X/ V) = glty, te, x5, xg) + VU (ty, tg Xi, %f), where ¥ is also
a vector of Lagrangian multlpllers.

It can be shown thdt the solution to the problem stated in (5-1) through (5-3) is
given by

1--0 (5-4)
x=2H (5-5)
2
o
=0 (5-6)
%gx_= Aley . (s=n
%ﬁ_; =3 (5-8)
t
£
G
e, il (5-9)
3, = -n]
it b (5-10)

Now let us examine a typical solution procedure in order to illustrate how difficult
the solution can be in general.

Step 1: Solve eg. (5-6) for u(t).

Step 2: Solve eqg. (5-5) for l(t). Note that, in general, this involves the solt -
tion of nonlinear differential equations, which may or may not have an analytical closed-
form solution. Also note that this differential equation may be coupled with eq. (4-5),
another nonlinear differential equation. .

Step 3: Substitute the solution for'"Afty-from step 2 into the solution for u(t) in
step 1. Then substitute this form of u({t)into (5-5).

Step 4: Solve eg. (5-5) for x(t). This is also a nonlinear differential equation
which might be coupled to eg. (5-47.

Step 5: Note that the sclution to x(t) and A(t) involves 2n unknown constants,
where n 1s the dimension of the state vector. Use all given initial and final con-
ditions for x(t) along with the solutions to egs. (5-7) through (5-10). This should
result in 2n equations in 2n unknown constants, wiich in theory can be solved completely.

It should be obvious by now that there are very few conditions under which closed
form solutions for u(t) exist. In general, ccmplex numerical techniques must be employed,
involving a large amount of data and numerous calculations. There are two other disad-
vantages Lo this formulation which should be noted. First, the solution is initial
and/or final condition dependent. Hence, ior each launch condition and target maneuver
in an air-to-air missile engagement, the solution must be completely re-calculated.

Also note that, in general, the solution for the optimal control depends only on time.
This is what we refer to as an open-loop solution since it does not depend directly upon
the missile state x(t). (If it did, we would refer to it as & closed-loopn or feedback
solution.) This fact has severe consequences in pratical solutions, since the actual
state trajectory will in general diverge from the optimal one if thrre is any error in
our dynamic model (eq 5-1).
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Before we leave the gencral nonlinear theory, I want to discourage any pcssimism
concerning its potchtial application to future tactical missiles. KReccent studies
(Refcrence 4) which we have conducted show that, when advanced numerical techniques
are used in combination with the computational power of modern microprocessors,
reasonable solutions can be obtained for somewhat simplified nonlinear formulations.
In addition, a feedback solution can bc approximated by re-solving the problem at -
appropriate time intervals in real-timc on-board the missile. Although such a solution
would not be the optimal one from launch to fuzing, it docs offer significant advantages

.over proportional navigation and may be the only approach wheri the system involves

significant non-linearities. The disadvantages of the general non-linear theory led
researchers in the early 1960's to scarch for less general, but more tractablc,
formulations of thc optimal control problem. The result was Linear Quadratic Thcory,
some features of which I will discuss now.

6. LINEAR QUADRATIC THEORY '

Linear Quadratic Theory is a subset of the general nonlinear optimal control
theory. The key elements in the formulation are the same: a dynamical system model,
a performance index (or cost functional), and appropriate constraints. The difference
in formulation lies in the fact that t%e dynamical system model must be linear, the
cost functional must be guadratic in nature, and only a limited riet of constraints
are allowed. The linearity assumption is the most severe for air-to-air missiles.
Nonlinear aerodynamics, nonlinear equations of motion, and nonlinear kinematics are
prevalent in air~to-air missilc engagements. The nature of these assumptions will
become morc obvious when we work a simplified example later.

The limited nature of the allowable constraints are somewhat less of a problem.
Two of the more important constraints (terminal state x. = O and u(t)< u,, Jare
still allowable. The problem of allowing only quadratic cost functionals is usually
workah}e. This is primarily because we are still allowed to use a time varying
weighting mutrix and most intuitively rcasonable costs are of a quadratic (or positive
definite) nature.

There are several techniques available for applying this linear theory to non-
linear systems. Some of the most common ones are:

(a) 1Ignore the nonlinearities by postulating what seems to be a reasonable
linear model of the nonlinear system and hope that this will not significantly decrease
the overall optimality of the solution (See Feferencc G).

(b} Compute some optimal nominal trajectory using nonlinear theory. rhen
linearize the nonlinear system equations about this nominal trajectory, using small -
pcrturbation theory. Apply the optimal linear theory to the linear perturbation H
cquations. This will result in two control functions, one for the nominal trajectory
(u ;(t)) and one for the perturbation trajectory (4 (t)). oOne disadvantage of this
approach is that it forces the missile trajectory to follow the optimal nonlinear :
trajectory for our model, and this trajectory may be far from the true optimal trajectory
for the actual missilc. Another drawback is that the optimal nominal trajectory is a
function of initial conditions. Hence, c¢ne either has to computc a new optimal
nominal trajectory for each launch condition {using the complex solution process
outlined in sactiorn 5) or contend that the differences in optimal nominal trajectories
for various launch .conditions are unimportant in the overall optimality of the solution
(See Reference 7).

(c}) Linearize the nonlinear equations about the current value of the state
vector and re-solve the .linear problem on-line at various points along the trajectory.
This technique will usually cause the solution to "forgive mistakes" made in thc past
due to invalid linearity assumptions (See Reference 8).

References 1 and 2 should ba consulted for other examples of applying Linear
Quadratic Theory %o nonlinear systems. There are two major deficiencies associated
with all these methods. First, there is no apriori analytical global method of
determining how much we sacrifice in optimal performance (i.e., how much does the
performancc index increase) when we use these approximations. The only real way to
evaluate this is through extensive computer simulations. (All promising techniques
studied in our research ptogram are evaluatcd using extensive and detailed computer
simulations.) Second, and more important, there are not cven analytical methods
available to ascertain whether or not the colutions remain stable! (This is not
exactly true. There are a few special types of nonlinearities for which analytical
methods have bcen developed to ascertain stability. See Reference 5).

If linear theory has all these drawbacks, why do we continually pursue it? The
answer lies in the cloquence of its properties and relative case of implementation.
To illustrate this, I will now formulate the problem and discuss the solutions. (See
References 3 or 5 for a complete treatment.)
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Let our linear dynamical system be represented by:
x(t) = F{t) x(t) + G(t) u(r), (6-1)

where F(t) and G(t) are matrices and the rest of the notation is the same as that
used in section 5.

Our quadratic performance index is denoted by
g Ce
PI = xT A %, +i‘Br(t)o(t)x(t)+uT(t)R(t)u(t] de, (6-2)

where R(t) is a symmetrlc p091t1ve definite matrix, Q(t) is a symmetric sem1 positive
definite matrix, and A is semi-positive definite.

Although certain constraints can be applied to the state and control vectors, they
are too specialized to examine here. Minimization of the performance index (6-2)
results in :

u(t,9 = R ()60 (PG, tpx(0), : (6-3)

where P(t, tg¢) is found by solving the matrix Ricatti nonlinear differential equation

-;’(t)"l’(?—) X:(t)*FT(t)P(t)-P(t)(}(t)](-l(t)(;.r(t)p(t),o(t) , (6-4)
subject to P(tf,tf) = A

Sometimes it is possible to make additional assumptions to simplify eq. (6-4). For
example, if F, G, Q, and R are constant matrices and terod, ey (6-4) reduces to the
aigebraic Ricatti equation given by

pr+rTp-por-16Tpeq = [0] (6-5)

The solution to equation (6-4) is not immediately obvious, but several technigues
have been developed throughout the years to solve it, many of which are extremely
efficient on a digital computer. Equation (6-5) is even easier to solve on a digital
computer. The solution for u{t) in eq (6-3) has several attractive properties. The
most important ones for our application are discussed below:

{(a) Note that the solution for u(t, x) and P(t) are independent of », or Xg-
Thls is extremely important because it means that the problem need be solved oniy once
(off-1ine) and this solution will be valid for all initial and final conditions. This
was not the case for the nonlineaxr theory.

(b) u(t, x) is a function of the system state x(t). The fact that u(t, x)
is a feedback control law means that it is less sensitive to noise, external disturbances,
and modeling errcrs. Such a property is called robustness in the literature.

{c) Let u{t, x) = K(t)x(t), where K(t) = ~R-1(t)GT(t)P(t, tg). K(t) is
called the control gain. All the information needed to determine K{t) can be computed
off-line and stored in a missile computer. Turthermore, if F, G, Q, and R are constant
and te»eo, K becomes a constant. MHowever, as the true missile system is not linear, -if
we use the on-line linearization technique discussed previously, we must compute a new K
for each new value of F, G, Q, and R.

Besides the general disadvantages already noted at the beginning of this section
for linear theory, there are two others which deserve mentioning. Fixrst the solution
depends on a good choice for tg., At first one might argue that tg¢ is a "free" para-
meter, subject to the designers selection. 1In theory this is true, but in practice tes
really determines how good our solution is. A review of eq (6-2) reveals that the
choice of t¢ not only affects the minimum value of PI but also drives the optimal
trajectory solution and the final state xf¢. In the air-to-air missile problem, select-
ing a given value of te in effect determines the terminal miss distance for a given
launch condition. €he true objective is to minimize terminal miss distance, then the
problem now becomes one of selecting the "optimal” t¢ which results in the minimum miss
distance! Tn effect, we have the freedom to select the missile time of flight from
Zaunch to intercept. The problem now becomes one of selecting both the u(t, x) and the
te which will result in the smallest value of PI.

The other disadvantage of the linear theory is the requlrement for a real-time
knowledge of x(t), the relative tarqet/mxssl e state. Since our missile model is only a
crude linear appromlmatlon and since we have no definite knowledge of future target
manuevers, x(t) must be determined on-bhoard the missile. Current sensors provide an
estimate of only a few missile states. To increase the gquantity and quality of our
misgile sensors would also add significant cost.

An alternative approach is to use optimal estimation theory to extract the mathema-
tically observable states from the limited measurcment data. But before we examine this
topic, let us focus further on the advantages and disadvantages of Linear Quadratic
Theory by discussing a simple example.




7. ILLUSTRATIVE EXAMPLE

More detailed information concerning the application of LQ theory to tactical
missiles can be found in references 6 and 8. The example which I will use here was:
selected primarily for its tutorial merits. Consider the engagerient scenario and
terminology outlined in figure 7-1. Let M be the missile and let e Vo and an be
the missile's position, valocity, and acceleration vectors relative to an inertial
reference frame. Let T be the target and let r,, vq, and a, be the targat's position,
velocity, and acceleration vectors relative to—@he—same inertial ref:rence frame.

Now define the following quantities: -

xy 8 the target/missile relative position in the y direction (xlrrTy-rmy)

tes

X3 the target/missile relative position in the z direction (x2=rTz-er)

foe

the target,/missile 1vative velocity in the y direction

the target/missile relative velocity in the z direction

[1=3

lc»

the target/missile relative acceleration in the y direction (i3=aT ~ay )
Y Y

Ko
o
|

the target/missile relative acceleration in the z direction (k4=aTz-aM )
z

10S (line~of-sight) angle relative to the y axis of the inertial reference
frame

Q
1~

~
=3

A scalar distance from missile to target'(the line-of-sight).

FIGURE 7-1 SIMPLIFIED PLANAR AIR-TO-AIR ENGAGEMENT

Straight-forward kinematic relationships give us the following linear model for
our dynamical systrm:

X1=X3

(7-1)
X, = an -a
4 T, M, l

Throughout this example I will be making numerous assumptions, not necessarily
because they must be made in order to solve the problem, but rather because I want to
terminate this derivation with a guidance law that resembles proportional navigation.
In doing so, I will have explicitly stated all the assumptions which are involved in
claiming that proportional navigation is the optimal guidance law which minimizes
terminal miss distance.

Assumption #1: The engagement takes place in one plane. This-assumption is
made solely to simplify our derivation.

Assuthion #2: Let ap = 0. This implies that the target has constant velocity
(pcth magnitude and directlon). Of course, this is far from true in air-tc-air
missile engagements.
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Assumption #¢3: Let the eontrol vector be the missile's inertial acceleration
vectoruxS ERE 1515 assunption has far reaching consejuenzes. It effectly says that
we have complete and immediate control over all three aeceleration componcnts of the
missile Sinee low cost throttable short range air-to~air missile engines have not
yet been developed, we actually have little control over the missile's aceeleration
eomponent in the direcetion of its centerline. The &c:xceleration in this direction
equals the thrust of the missile minus its axial drag. The thrust is usually designed
to maximize missile velocity early in flight so that the tim:2 for target evasive
mancuvers is minimizea. 1he drag is usually uncontrollable onee the missile has been
designed.

We ean control the missile acceleratisn components perpendicular to its center-
line. However, this eannot be aecomplished instantancously as required by our model.
For aerodynamic control, the airframe must undergo rotations to produee the proper
angle-of-attack which in turn results in normal forees, the magnitude of which are
controlled through a feedback loop using aecelerometers which measure the actual
normal aceelerations. In effeet, our model has neglected the rotational and transla-
tional inertial properties of the missile and have assumed a perfect control loop.

It should be mentioned, however, that recent classical teehniques have resulted in
some very effeective and efficient control loops for autopilot design. This is one
major reason we have chosen to decouple our guidance law studies from autopilot
considerations {reference section 2)}.

We can now write egqs (7-1) as

Xe
L}

1= %g
%, = x : ,
2o (7-2)
Xg = uy = -
‘4 2 O,
Or, in vector notation,
X = Fx + Gu

ceee| w, (7-3)
[0 ' 0] ‘—.

where Ida 2x2 identity matrix.

Let our performance index (see section.6) be

PI = xTAxe + 1/2 fufnudt (7-4)

1o
where A = - and R =
00

This reduces to the relationsh1p
P = x& (tf) + xz(tf) +1/2b S it (u + uz)dt (7-5)

OBSERVATION: Our performance index is designed to minimize terminal miss distance
and the intcgral of the control effort over the flight duration. 1If b is small, we
are willing to expend whatever accelcration is required to minimize terminal miss.
(Of course, our real missile must be capable of producing and sustaining such
accelerations.) 1f b is large, we will in effect limit the magnitude of acceleration
available to aehieve small miss distances. 1ln other words, we are free to choose how
mueh we wish to "pay" for terminal accuraey, since acceleration capability is related
to monetary cost.

From seetion 6 we have

u(t, 0= 6" (e, Mxce)=-1/b [0 1] Ple D 2(t) and , (7-6)

. -1T 0! 19 =)

-P = PF + FTP~I’GR 1G P+Q= P_,..,‘___ +l-d—|P-T 9 I [‘9 igr . Ui
00 1,0

The above equations can be solved analytically to produce

3t 3t2
- 8 0 o0 0
u(t) ={ 3brty X Sbeed (7-8)
t 3t
0 _ £ 1
+tg 0 . “35":_3(,
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where t &4t - t,
g - f

Assumption #4: Let b = O. This means that we have a missile that can exert
unlimited control (if neccssary) and we are willing to pay the cost.

Equation (7-8) now becomes

3 3 .
() = - 22y xy - -
1(0) A T (7-9)

3 :
up(t) = -~z x; - xS X4 (7-10) .

tg tg

K]

Reverting back to figure 7~1 we can establish the following relationships:
X; *Rcos o

X9 = R sin ¢
2 ) (7-11)

X3 =X} = -R ¢ sing + R cos o
¥xg=Xz=Racos c+Rsinog

Assumption £5: First, choose the inertial y-direction such that ¢ remains emall
over the entire trajectory. lote that, once the inertial coordinate system has been
selected, we cannot change its orientation during flight, since this would violate
our inertial requirement. Hence, our assumption is based on the hope that the engage-
ment scenario will not result in iarge changes in ¢ . Our small aengle approximation
becomes quite gucstionable if ¢ varies more that a total of 30  throughout the engage-
ment. (Cos 15 .97 and sin 15° = 0.26.) This assumption is seldom (if ever)
stated in similar derivations and has led to much confusion and erroneous conclusions.

Equations (7-11) now become
Xy = R
x3 = Ro (7-12)
x3 = -Réo+ R
%4 = R3 + Ro

Assumption #6: Let t = -R/ﬁ. This is the least understood assumption among
applied rescarchers. The gationaln ususally given for it is based on the additional
assumptlon that the relative velocity component along the LOG remains constant. This
is because R = ~R for all t if and only if R is constant. Remember, tg must be

te-t
accurate for all t if our solution is truly optimal. However, as I have stated
earlier, tg (and thus t,) is actually a design parameter! The tvime history of
depends on tg; should not be chosen bascd upon the assumption that R is constant!
If 1t 1is, hnn tgc opitmal solution will simply force the missile to fly a trajectory
such that xg¢ is minimized when t = tg, but we have no guarantee that this ls the best
tg to result in the smallest x..

Assumption #7: Let u; = O. Note that vy is the control along the y direction.
If o 15 small, and if the missile thrust vector is directed primarily along the LOS,
we may as well assume uy =0 since we can't control the thrust anyway. However, we
should realize that this is a poor assumption for two reasons. First, air-to-air
engagement scenarios do not usualiy result in thrust directed primarily alcag the
LOS, especially i{ we have a large initial boresight angle. Secondly, the optimal
control law requires that we control acceleration in this direction. If we dcn't,
optimality will suffer.

Substituting t = =R/R and egs (7-12) into (7-10) results in

u, (1) = - 3()2 u*S(R) (Ro+Ra) = 3 R &

Our final guidance law now reduces to

“1 (t)
. (7-13)
up ‘t)
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when we compare this result to the description of proportional navxgatxon in )
-section 3, we find that it is identical to proportiocnal navigation with an effective i
navigation gain uf 3, provided that we assume a, is the missile acreleration perpen-
dicular to v,,.. When Assumptxons S and 7 arc valfd this is approximately true. In
practice, nudxgdtxcn gains of 4 to 5 are commonly used based upon classical control
theory ana., 3is.

Figures 7-2 ana 7-3 show the effect that assumptions 5 and 6 have on the rissile's
inner launch boundery. These figures represent the inner launch houndary for a .
highly mancuverable missile using three different guidance laws. Figure 7-2 is for
a 0° boresight launch and fiqure 7-3 is for a 40° off- boresight taunck. Guidance law *
‘I (Gl) uses the simplified calculation for time-to-go {assumption 6). The time~to-qo
calculation used in G2 is based on an approximation of the relative missile/target
acceleration along the line-of-sight. Although this quantity may he difficult to
estimate during an actual engagement, these plots do show that significant performance
improvemcnts can be achieved by cavcefully selecting tg, especially in large off-
boresight launches, Note also that assumption S (smalf g) has little efrect for 07
boresight launches but can significantly degrade performance in large off-boresight
launches. This is primarily due to the fact t..2t the assumption is fairly valid for
boresight launcnes at very short ranges.
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We have stated all the assumptions in mathematical terms -~ let's now see what
type of engagement scenario is required for them to bc valid. Assumptions 2 and 5
require that thc farget have relatively constant velocity and the missile is launched
in a direction closc to the line of sight. Assumption 3 requires that the missile
have a very good autopilot, and assumption 4 requires that the missile have sufficient
manuverablllty to accomplish all rcquzred accelerations: Assumption 6 imposes the
additional requlrement that the missile's veloc1Ly is relatively constant. Assumption
7 is difficult to interpret because it results from events over which we have no
control. It is interesting to note that the scenario we l.ave just described is
typically the kind encountered in air-to-surface engagements. Thus, for such engage-
ments, proportional navigaton is close to being the best guidance law for minimizing
terminal miss distancc. Missile designers have realized for years that pro nav works
very well in these situations. However everyone of these assumptions is significantly
violated in a typical air-to-air engagemant.

It should also be mentioned that, in cascs where these assumptions are invalid,
we should not conclude that the missile will drastically -miss the target or go unstable.
It is still possible to get acceptable performance in many of thcse situations. What
we can conclude is that, under thcsc conditions, pro nav is not the best guidance law
for minimizing terminal miss. We could do better, perhaps much better.

In concluding this section, I would like to mention that a portion of our research
program is devoted t. alleviating the need to make many of these assumptions. Assump-
tions 1 and 4 did not have to be made - they were done solely for convenience and the
purpose of illustrating proportional navigation. Assumption 2 was not required for
mathematical tractability but rather for practical considerations. If we had not
assumed that the target acceleration was zero, an additional term would have appcared
in our guidance law requiring a continuous knowledge of targct acceleration. Since
the target is being observed by the missilc, and since the missile is not an inertial
referencc frame, it is impossible to measure this quantity directly. However, we are
studying optimal estimation techniques which could allow us to estimate this quantity
based upon inputs from other measurements.

Assumption 3 has'prompted us to design better autopilots. &as I have mentioned
before, we are making excellent progress in this area.

Assumption 4 was not strictly necessary, but allowing b>0 would have increased
the minimum value of x. sincc the use of missile acceleration would have increased
the performance index. This has led us to design more manueverable airframes which
can producc large normal accelcrations with little penalty in drag or co:..

Assumption 5 actuélly involves a lincarization technique. Our research is
looking at alternative methods of linearization, including such things as making
some missile/target relative states the indepcndent variable rather than time.

Assumption 6 is also a subject of our research. It is possible that we should
consider a dual coupled optimization problem, one that finds both the optimal u(t)
and optimal tf which together minimize Xg¢.

Assumption 7 has prompted other Air Force Laboratories to study the design of
low cost throttable rocket engines. We ourselves are treating the problem by looking
at mathematical techniques which will represent the lack of thrust control as a
mathematical constraint in the problem formulation while still allowing us to use LQ
theory.

Finally, we are examining thc structure of the performance index itself, both in
terms of linear and nonlinear theory. Evidencs from prev1ous cfforts indicate that
the minimization of terminal miss distance (x EY) ) may not be the best approach
to achieve the most improvement in missile pe%formance. This is partially due to the
effect of other phenomena which aren't being modelled and also a re-examination of
our mission objectives. It is difficult to translate subjective mission goals into
mathematical equations. There might very well be other states which are a better
indicator of terminal miss distance or which would produce better overall results.
Certain of these guantities could be included in the integral term with time varying
weighting matrices.

8. MISSILE AND TARGET STATE ESTIMATION

In discussing the optimal control problem, I briefly mentioned two potential
drawbacks associatcd with applying this theory to tactical missiles. One drawback
was the need to have an accuratc and current knowledge of the systcm models. This
is true whether we are using the nonlinear or linear theory. Secondly, the linear
quadratic theory results in a feedback solution for u(t, x) requiring a complete
knowledge of all the states in our system model. Additional assumptlons and approx-
imations could reduce this requircment, but the statement is true in gcneral.

Completely accurate system models are never possible, even if we are using the
nonlinear thcory. The aerodynamic properties of a missile can only be approximated,
even if we supplcment our cxperience with cxtensive wind tunnel and free flight
testing. Many of the missile subsystems include unknown nonlinearities and noise
characteristics which, at kest, can only be modelled by stochastic processes. Even



our six-dcgree-of-frcedom cquations of motion often include simplifications made for
practical considerations. If we choose to linearize our system model in ordcr to
apply the linear theory, the model becomes even more inaccurate and could require
periodic updating throughout the missile trajectory.

In a small low .cost tactical missile, few of the rclative target/missile states
which are required for a feedback guidance law are directly measurable. Typical
sensors on-board such missiles consist of two rate gyros (pitch and yaw), two normal
accelerometers, and a roll gyro. Somnetimes pitch and yaw dttitude gyros and a roll
rate gyro are also included, either as additions or rcplacements for the other sensors.
All of these sensors have been used in. the past for autopilot rather than guidance
law implcmentation. They also reqalrc their own models, including appropriate sto-
chastic models for noise.

Additional statc information, of course, is providcd by the sceker. This sensor
has been thc principle source for guidance law information in the past. The primary
gquantity measurcd by the seeker is inertial line-of-sight rate; a radar seeker could
also providc range rate and range. The seeker is also a dynamical system, and it
must be deterministically and stochastically modclled in the same manner as the other
scnsors.. The seeker gimbal angles (angles bectween the scekcr axes and the missilc
axcs) can also usually be measured for littlc additional cost, but they have seldom
been used in the past for guidance law or autopilot implementation. Our current
research has shown that these angles contain much valuable information, since thcy
provide an approximation of the missile/target boresignt angle. Recent studies have
also indicated that including the target incrtial acceleration in our model can also
significantly incrcase performance (see equation 7-1), but currently there are no
missile sensors which can directly measurc this quantity.

A review of the simple example in scction 7 will reveal that one effect of our
many assumptions wfs to reduce the requirement for relative missile/target state
information. At the time we claimecd such assumptions werc made to obtain a closed-
form analytical solution, but an equally important motivec of applied researchers has
beern that, without such assumptions, the guidance law would require state information
that is simply not measurable. For example, our final solution (pro nav) requires
that we measure only ¢ and R, thc first of which is always available and the second
of which is available from either an active or semi-active RF seeker. However, if we
had not made the other assumptions, we would have also required a knowledge of
L% &ﬂ, R, 9, and ap. This is true even after the initial assumptions that the
dynamics are linear, the autopilot is perfect, and all motion occurs in one plane.

Clearly, the gap between required state information and measured state information
creates a significant problem if we are to apply modern control theory to develop
advanced guidance laws. The additional requirement that our models be accurate for
both linear and nonlinear formulations and in the prcsencc of stochastic processes
prcsents additional challenges. For this reason, an important part of our research
program is devoted to the study of advanced optimal estimation techniques for tactical
missile application. Figure 8-1 is a simplificd functional description of the usc of
optimal estimation in tactical missiles. The objcctive is to provide accurate estimates
of all states and model parameters required for the advanced guidance law without
significantly increasing the sensor requirements (and therefore cost) for future
tactical missiles. As we will see, the computational requircments for such algorithms
are similar to those for the optimel control algorithms. However, the one important
difference is that the estimation algorithms always requirc repeatcd solution on-
board the missile in real time. This is primarily due to the fact that they are
continually processing mcasurement data to update the estimates for the constantly
changing states and model parametcrs. If it were not for the microprocessor revolution,
wc wculd have little hope of being ablc to use such theory in the tactical missile
scenario. The next section will briefly discuss the general theory and cite some of
the advantages and disadvantdges of its use in tactical missile applications.

9. OPTIMAL ESTIMATION THEORY

There are many different cptimal estimation technigues currently undergoing
research, some of which we are investigating in our own research program (refer back
to figure 4-2). There is no way the scope of this paper will allow me to even mention
all these techniques, much less discuss them in any detail. Refererces 10 an 11
contain some information on each of these techniques, plus a compilation of many morc
references. My approach will be similar to that used in thec previous sections on
optimal control theory: I will briefly outline a garticular theory and then describe
some of its major advantages and disadvantages for .tactical missile application. See
refercnce 9 for a much more complete treatment of both thcory and appllcatlon. J.st
as before, the theory I have chosen to outline is one of the simplest but yet most
eloguent - the Kalman Filter. Most other tcchniqucs under study involve some type of
theoretical or practical extension of Kalman filtering thcory.

In our previous discussion of optimal control theory, wc assumed a continupu=
model of our systcm. However, betausc of the large and repctitive calculation requirc-
ments for the Kalman filter, w2 must assume that the updated state cstimates will be
provided only at discretc points in time. This leads us to formulate a discrete
model of our system. (This also requires us to re-evaluate our optimal control
solution, since it requires a continuous knowlcdge of the system state vector.) In
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adcition, the Kalman filter not only requires a linear dynamical system model but
also a linear measurement model. A discrete linear system satisfying the above
requirements may be represented by :
Rper = K%t TRUg OOy ' (-1
Yx = Hgxg + ¥ ' (9~-2)

where (9-1) is a first order Markov process model for our system dynamics and (9-2)
is a zero order Markov process model for our measurements. The following definitions
are in order:

xg & the system state vector at time t = £y

Yk & the system measurement vector at time t = t,

uy & the system control vector at time t = ty

wg & the system process noise vector at time t = ty

!k 4 the system measurement noise vector at time t = tk

oKA_ a matrix relating the state at t = tksy O the state at t = tk

Iy 4 a matrix relating the state at t = ty,; to the control at t = t,

Ok 4 a matrix relating the state at t = tj ; to the process noise at t = t;

H, A a matrix relating the measurement vector at time t = t, to the

state vector at t = ty»
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FIGURE 8-1 ILLUSTRATING THE USE OF OPTIMAL ESTIMATION FOR
TACTICAL MISSILES (CLASSICAL VS MODERN APPROACH)

To describe the Kalman filter for the system, the following notation is required:

gk = E[§ﬂ = Statistical expectation of x,. .

Skj= 1 if i=3 or 0 if i#j (Kronecker delta).
- =T

Cov (Wyr 5) =E [(EK - Wyl (Ej _’S_j) J (Covariance) .

%x/k = Estimate of X, given yy, Yyg_jseee Yo
gk/k-—l = Estimate of xj given y,_ 1., xk-z""' Yor
K. %, -X
B LA Xk /k
A ~
Mo acov G rr Fyppar)

Py ACov (Fyp 0 Fiyi)
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If now a linear system ~odel is assumed, and i. is further sssumed
1) Cov (!k' Ei) = ¢, all k,j;
2) wi is & ﬁhitc noise process with cov (!k' wi) = Kwkéik;

3) Vi is a white noise process with cov {v., v-) = Ry §:xs
then i1t can be shown that the minimum mecan- qu11c error lincar estimate of
Xk 41 given yo, ¥1, -.., Yy is given by: 5

A - —
2k+1/k = 4"]3],/}(_1 + Ty + Ok + Kk (}:k-[{kgk/k-l-!}')‘ (9-3)
Here the gain Ky is given by
& T T -1 o
Ky = oMM (HMIR,) -9
and My and Pk arc given by : _
= T
M ® 0k 1Pherfk1 * Ok-1Ke 101 -5
Py = W-Mg{{(l{@!@ﬁkk)'ln,gtk . ' EE0)
To implement this, the system matrices ‘k’ T'k» O and the noisc covariances

K,, and Ry and the n01sc cxpectations Vk and W Wy must hc Suppllcd along with an
inrtial state estimate xo/ l—L[xa and 1ts covariance M =Cov [§O,§a .

For clarlty, the filter can be broken up into a predictor, which takes the state
estimate x and extrapolates it to K+1, yielding 3 k+ and a corrector, which
takcs the n{ data vector Yk+1 4nd uses it to improve %ﬂxs estimate, yielding

§k+1/k+1' These ecquations are:
Predictor- Ske1/k = %Xk/k + Tk¥k + %Fg (9-7)

g 4 = 4 T -1y v -
Corrector Ry,1/ke1 = Ptk * Mpaq B (Mg M1 Mie 198 71 gy e R 0q 7000 9-8)
The Kalman filter is the optimal filter for state estimation if:

(1) The criterion of optimality is minimum weighted mean square error; i.e.,
the minimization of J = E[Ii-g)TA(i-gj where A is a symmetric, positive
definite matrix.

(2) The system is lincar.

(3) A1l information required is available (¢ Fk,okf&,xwk Rk,EE&ﬂ’
’ »

Cov[go, gg, W Y.
(4) Either

a) x,, w., ¥. (j=0, ...,k) are indcpendent jointly Gaussian random
vectors meetlﬂg the previous assumptions, or

b) The estimator is constrained to be a linear function of

X and Y; (j=0, 1,...,k).

1t may be noted that for the missile problem, requirements 2, 3, and 4 arc not
met. This means that the Kalman filter will probably not be optimal for this problem.
However, a suboptimal filter basced on a variation of it may yiel csirable results.,

Despite its theoretical optimality for the mathematical problems posed above,
therc arc difficulties to be overcome in the application to practical problems.
These include divergence, degradation of control performance, and large computational
requirements. :

Divergence can occur due to inaccuracies in the system model (including un-
accounted-for nonlincarities or simple errors in the selection of cocfficients for
the system matrices), inaccuracics (including state dependence) in the statistical
models of thce system and observation noise processes (w, and vy, ), and simple compu-
tational truncation and roundof{ crrors. Even small errors of these kinds can produce
divergences in which the state estimate errors cither converge to finite values other
than zero or become infinite, The intuitive explanation for this is that the errors
causc the covariance matrices My and Py to take on unrealistically small values, thus
causing the filter to csscntinlky 1gnorc the incoming data (Sce reference 9). This
problem is commonly overcome by either limiting the memory of the filter or using a
variation on the {ilter to explicitly account {or model errors.

Computational inaccuracies may even result in calculated covariances which are
not positive semidefinite, with disastrous consequences. The use of "square root”
algorithms avoids this difficulty. (Sce refercnce 9).



It has been shown that an optimal state-feedback controller (based on LQ theory),
with a Kalman filter estimate of the state substituted for a direct measurement of
the state, wiill always have degraded performance, even if the models are pérfect.
However, it has also been shown that this is the optimal solution to the corbined -
linear control/estimation problem if the optimization criteria is to minimize J = E Pg-,
where PI is given by equation 6.2. But, in the nonlinear case, the estimation-and
control problems are not in gencral separ ble. This means that a controller which
would be optimal if perfect state information werc available may no longer be the
best controller if only estimates of -the state can be used.

Finally, the computational rcquirements of a Kalman filter. can become very
large, especially if the nuniber -of measurements or number of states is large. For
real-time processing, this may force a simplification of the filter algorithm or
system model, and will at least require the use of very efficient algorithms and
programs. This will of course be true of any filter selccted for this problem.

Techniques have been devised to permit consideration of non-white and cross~
correlated measurement and system noise. Thesc essentially amount to ways to restructure
the system model to permit direct application of the Kalman filter, which remains
optimal and conceptionally unmodified.

Of more present concern are problems which force & modificat.on of the filter.
These problems include:

1) Nonlinear state and/or measurement equations.

2) State-dependent noise processes.

3) Uncertainty in the system model.

4) Uncertainty in the statistical properties of the noise processes.

The missile problem suffers from all of these difficulties, although it may be
possible or advisable (if established by morc specific analysis) to gloss-over or
ignore some of them without excessive penalty.

10. SUMMARY

In this lecture I have tried to describe the functions of major tactical missile
subsystems, review classical guidance ‘awg, and summarize some of the features of
modern control and estimation theory. In doing so, I have attempted to exhibit some
of the major advantages and disadvantages of eacl. technigue, both in general and in
relationship to short range air-to-air missile applications. Because timc and. space
have not pcrmitted me to either discuss all the technigques or treat in much detail
the ones I did discuss, I have given adequate references which will allow the interested
reader to pursue this subject matter in whatever detail he chooses. I n1ope this
presentation has conveyed some appreciation for the exciting future that optimal
control and estimation theory will have in snlving our common defense problems in an
economical manner.
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GUIDANCE SIMULATION TECHNIQUES

by
Philip C. Gregory

Martin Marietta Corporation Aerosnace Division
P. O. Box 5837
Orlando, Florida 3285% U.S.A.

SUMMARY

Early guidance simulations were extensicns of flight control simulations. Since
the guidance techniques were inertial, it was easily shown that the dynamics of the
two loops could be decourled. Thus,; most simulations of the flight control system
were performed on analog computers which arew to hybrid digital systems as the non-
linear effects became better known. The tnertial systems were modeled on a digital
computer because of the small parameters which were important in predicting their
performance, Inner loops were frequently simulated by analog computerz or simply
designed by conventional servo analysis techniques.

This began to change with the irtroduction of terminal guidance, (initially
radar for ground-to—air and air-to-air missiles, and then television for air-to-
surface weapons). These technologiss did not lend ihemselves to simulation, thus
resulting in many flight test failures. The failures provided the Jjustification for
more complex hardware in-the-loop simulations and additional technology evaluation
and math modeling - the basis for simulations in use today.

This paper examines the ecynomic and political constraints which allow, justify,
and require simulations. Factors such as range time availability and cost increases
are shown to drive the designer toward providing 100 percent assurance of each test,
A six-degree-of-freedom hybrid simulation will be described, and equipment plus oper-
ating costs will be identified and contrasted with range costs.

The simulation describazd is an accurate aerodynamic simulation model used in a
six~degree-~of-freedom (6-DOF) simulation program for an air defense missile. The
program provides a 6-DOF simulation of the missile system, including detailed non-
linear models of the airframe and associated aerodynamics, the autopilot, inertial
reference unit, control actuation system, and gyro and accelerometer sensors. Imple-
mented on both digital ard hybrid simulations, the 6-DOF simulation program serves as
the primary tool for flight test planning, postflight data analyses, and preflight -
predictions of missile performance characteristics.

Extensive wind-tunnel test programs provided input for development of the basic
aerodynamic model. The simulation program was used during control test vehicle
flights and showed close ag .ement between preflight predictions and flight results,
Observations of minor differences between actual and predicted characteristics served
as indiceators to further refine the aerodynamic model.

Aerodynamic model evaluation required development of two simulation programs.

One simulation utilizes all pertinent telemetry and radar measurements of flight data
and solves cthe appropriate equations to yield the uncertain aerodynamic character-~
istics. The other simulation employs a complete linear derivative model that uti-
lizes an aerodynamic derivative model rather than a conventional aerodynamic coef~
ficient model. This linear model determines the correct coupling flight transients
by matching flight test responses, and these results are used to update the conven-
tional aerodynamic model.

TABLE I

NOMENCLATURE, SYMBOLS, AND ABBREVIATIONS
USED iN FIGURES AND TEXT

ACC Acceleration cTv Control test vehicle
A/D Analog-to-digital converter CMD command
A/P Autopilot DCU Digital coefficient unit (see
X Note 1)
ATT Attitude
[B] Matrix for transformation from EAI Electronic Associates, Inc.
inertial axes to body coordinates
g Acceleration due to gravity
CLOBBER Selective input routine for
updating input data o1 Hytran operations interpreter

CASPRE EAI diagnosis routine HSL Hytran simulation language
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1/0
IRU

MDAC

MPXR

MTI
MACH
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Note 1

Note 2

Note 3

Input-output
Inertial reference unit

Multiplying digital-to-analog
‘converter

Multiplexer
Multi-time interrupt
Mach number

Priority interrupt
Dynamic pressure
6-degreeg-of-freedom
Microseconds .

Integrator

Angle between projection of
missile velocity, velocity
vector and referenced control
fin

Aerodynamic wind angle

Total anglé of attack
Control fin ¢ deflecgtion angle
IRU pitch attitude command
IRU yaw attitude command

IRU roll attitude command

IRU yaw rate command

IRU pitch rate command

Launcher-frame downratige
position

Launcher-frame vertical
position

Launcher~frame crcssrange
position

Launcher-frame downrange
velocity

Launcher-frame vertical
velocity

Launcher-frame crossrange
velocity

Component of missile velocity
vectory along X-axis with
respect to wind

Component of missile velocity
vectory along Y-axis with
respect to wind
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LpP

LY

NCP

NCY

PE

8
/E

<
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Component of missile velocity
vectory along Z-axis with
respect to wind : '

Total missile velocity relative

to wind

Total inertial velocity

Component of
vector along

Component of
vector along

Component of
vector along

Acceleration
Acceleration

Acceleration

missile velocity
X-axis

missile velocity
Y-axis

missile velocity
2-axis

along X-axis
along Y-axis

along Z-axis

Acceleration component along roll
axis

Acceleration component along
pitcn axis

Acceleration component along yaw
axis

Pitch acceleration command
vaw acceleration command

IRU pitch gimbal signal to
autopilot

IRU yaw gimbal signal to
autopilot

IRU output roll command to
autopilot

Angular roll rate about missile
X~-axis

Angular yaw rate about missile
Y-axis

Angular pitch rate about missile
Z-axis

Euler yaw angle

Euler pitch angle

Euler roll angle

Euler yaw angle rate 9f change
Euler pitch.angie rate of change

Euler roll angle rate of change

A DCU is a digital coefficient unit and it replaces the older servo

potentiometers.

The four languages are Fortran IV, Assembly, Hytran operations

interpreter, and Hytran simulation language.

ADC's are used to output data to the disk while normal calculations

are being performed,
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THE WEAPON SYSTEM DEVELOPMENT ENVIRONMENT

Anyone who lLas followed the course of weapon system research and developrent is
aware that funding is becoming scarce, projects are more expensive, and poor perfor-
mance is frequently used to terminate projects., In this environment, guidance simu-
lation has prospered. There is no longer &ny question of whether simulations should
be made or not, Prior knowledge of the missile flight-path is nceded to define the
safe use of test ranges, to plan test instrumentation, and to establish an estimate
of the missile system behavior to compare¢ post-flight and pre-flight data.

In today's funding environment, the buying agcncies have established careful and
methodical approaches to evaluacte each phase of weapon development and ensure that a
sound basis of technology is available. Thus, programs proceed from advanced devel-
opment through full-scale development and then production over periods as long as
eight or ten years. With the stretch-out of development time, there has also heen a
tendency to start more programs than following-year funding will allow to be con;in-
ued. Therefore, projects are competing for tunding. This places a heavy emphasis on
successful flight demonstration for public relations purposes. Simulation is there-
fore used to evaluate even more conditions than required from a design viewpoint in
order to furnish confidence of successful system operation. A recent complex missile
system which used extensive simulations has experienced a success rate of 78 out of
80 firings.

If one considers the economics of simulation versus testing, it is easy to
understand the increased use of simulation., The most expensive hybrid simulations
cost approximately $1,200.00 per day to operate, Doubling this amount to support the
analysis of the data develops a cost of $300,000 for six months of simulation. This
much simulation will evaluate every conceivable combination of system parameters. By
contvast, actual flight tests cost from $30,000 to $60,000 per week of range time
witn an additional expense of $100,000 to $2,000,000 for the expendable weapon. The
non-recurring costs of the simulation are not a factor since they occur even if
little parametric simulation is done.

ANALOG/HYBRID FACILITY

The Orlando Division of Martin Marietta Corporation owns and operates one of the
few multiple hybrid computing installations in the world. The facilities include
Electronic Associates Inc. (EAI) 231R-V, 8812, and 781 analog computers, EAI B400 and
Adage Ambilog A200 digital computers, EAI 8900 and Martin Marietta 5200 hybrid com-
puters, and other scientific computing clements. Telephone linkages have been devel-’
oped such that these hybrid computers can be operated by an ordinary telephone line
from remote locations, (The computers have been operated from both the Netherlands
and Germany.) The user has controal over the simulation and receives both analog
strip plots and digital output data.

The analog/hybrid computer facility is used by enginecering personnel for
missile-control and guidance-design studies, design tradeoffs, and fliyght-test evalu-
ation. The facility, by tying directly into a system test laboratory, allows pre-
flight checkout of missile hardware both before and after final assembly. It is

' large enough to handle four complete large-scale 6-deyree-of-freedom simulations sim-

ultaneously, since it containsg four hybrid computing systems configured as shown in
Figure 1.

Each of the two EAI 8900 hybrid computing systems consists of three 88l2 analoy
computers, one 8400 digital computer, and one 8930 data interface. The 8812 units
represent the state-of-the-art in solid state, 100-volt, general purpose analog com-
puters that have a computing bandwidth of 50 kHz, extensive parallel logic, elec-
tronic mode control, servo-set potentiometers of highest accuracy, electronic
resvlvers and multipliers, card-programmed function generators, high-speed data Jog-
ging printers, and repetitive operation capability. The main features of the 8400
digital computer and 8930 hybrid data interface are shown in Figure 1.

The 5200 system is composed of all~electronic (no. moving parts) EAI 231R-V
analog computers, one hybrid data interface, and one Adage Ambilog 200 digital com-
puter. The analog computers are equipped much the same as the 8812 units previously
described, differing only in banawidth (10 kHz for the 231R-V}, and in a lesser .
amount of parallel logic. A unique feature of this facility is the size of the data
interface, i.e., 238 multiplying digital-to-analog converters (MDAC), and 4 analog-
to-digital (A/D) converters with 32-channel multiplexer capability (128 channels of
A/D conversion) and 408 sense and control (logic-level) lines each,

The 790 system contains the latest state-of-the-art EAI 781 analog computers
that have a 100 kHz bandwidth and digitally set coefficients, enabling problems to be
set up in seconds.

Each of the twbo EAI 8400 digital computing systems (subsystems of the 8900
hybrid computing systems) brings to the programmer a completely integrated and unigue
combination of capabilities for scientific real time and batch computation., These
advanced, medium-scale systems, in conjunction with an advanced operating system,
effectivelv handle real-time applications associated with simulation, hybrid
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8300 SYSTEM (A) .
T : 8400 DIGITAL COMPUTER
ERFA
ANALOG b 90 INTERFACE 32K COHE 132 81T WORDS) N
CONSOLE 80 MDAC 1.75 4S MEMORY CYCLE TIME
32.CHANNEL MPXR WITH A/D FLOATING POINT HARDWARE
NVERTER CONSOLE WITH PAPER-TAPE READER AND
8812 col €
ANALOG 16 PRIORITY INTERRUPT PUNCH, ELECTRIC TYPEWRITER
CONSOLE 72 SENSE, 72 DISCRETE CARE READER AND PUNCH
LINES 4MAG TAPE DRIVES
MODE-CONTROL ANALOG 1DISK .
8812 HEADOUT 1 LINE PRINTER (600 LINES/MIN}
ANALOG — AUTO POT SET 2 REMOTE DISPLAY/CONTROL STATIONS
CONSOLE 20 DCU 1 GOULD PRINTER/PLOTTER
8990 SYSTEM 181
e 2400 DIGITAL COMPUTER
ANALOG h—0 8930 INTERFACE
CONSOLE 48X CORE (X2£1T WORDS)
80 MDAC 1.75 S MEMORY CYCLE TIME
32.CHANNEL MPXR WITH A/D FLOATING POINT HAHOWARE
8812 CONVERTER WITH 4 ADC CONSOLE WITH PAPER TAPE READER AND
ANALOG 16 PRICRITY INTERRUPT PUNCH, ELECTRIC TYPEWRITER
CONSOLE 72 SENSE, 72 DISCRETE CARD REAOER AND PUNCH
LINES MAG TAPE DRIVES
PIE MODE -CONTROL ANALOG - | 1o1sk
FANATOC HEADOUT 1 LINE PHINTER (600 LIN"S/MIN}
CONSONE AUTO POT i T 1 GOULD PRINTER/PLOTTER
5200 SYSTEM (A]
A AMBILOG 200 DIGITAL COMPUTER
ANALOG == e naCE 16K CORE (30-8(T WORDS)
CONSOLE 78 MDAC 2.4S MEMORY CYCLE TIME
32.CHANNEL MPXR WITH A/D SPECIAL HYBRID MULTIPLY, ADD,
231 RV CONVERTER WITH 4 ADC COMECREIUNITS
CONSOLE WITH PAPER- TAPE READER AND
ANALOG 6 PRIORITY INTERRUPT Uit
. CH, ELECTRIC TYPEWRITER
e/t o MODE CONTAOL 17.18 OSCILLOSCOPE WITH LIGHT PEN
30 SENSE, 30 DISCRETE T
CINE Sh 2 1AG TAPE DRIVES, 1| CARD READER
231 RV FAST HOWE OIGITAL MULTIPLY/DIVIDE
ANALOG  }— A‘”OA"OT SET, ANALOG 1 LINE PRINTER SHARED WITH 790
CONSOLE READOUT SYSTEM (A)
790 SYSTEM (A}
T AMBILOG 200 DIGITAL COMPUTER
ANALOG INTERFACE
1 16K CORE (30.81T WORDS)
CONSOLE e 2 uS MEMORY CYCLE TIME
SPECIAL HYBRID MULTIPLY, ADD,
7o b e Dl AL LIS COMPARE UNITS
ANaton 20 SRSy reanuer I T GO
. SEISENSE ZBDISCRETE 17.IN. OSCILLOSCOPE WITH LIGHT PEN
7er) D"’ FAST HDWE DIGITAL MULTIPLY/DIVIDE
781 cu 1 LINE PRINTER SHARED WITH 5200
ANALOG F— SYSTEM (A)
CONSOLE 1 GOULD PRINT=R/PLOTTER

Figure 1. Features of 8900, 5200, and 790 hybrid systems

computation, scientific on-line monitoring and control, and general-purpose
scientific computation.

The EAI 8400 digital computer hardware consists of the following:

Central processor

With arithmetic and control logic hardware for a wide range of operations, this
unit includes high-speed, floating-point arithmetic with both 32~ and 56-bit preci-
sion; byte manipulation in 16~, 8-, 4~, 2-, or l-bit bytes; extensive test and branch
operations; special register functions; and other arithmetic and control operations.

Magnetic core memory

The capability of this unit includes 32,000 or 48,000 words of _high;speed (1.75
microseconds) core memory (with a memory word consisting of 32 data or instruction
bits, 2 special executive bits, and 2 parity bits).

Multilevel interrupt structure

This unit includes extensive interrupt control (32 levels) with masking for
dynamic priority assighment.

Automatic data channels

These elements contain two data channels, each with autonomous automatic data
channel processors.,

Peripheral input/output complement

This complement includes, four magnetic tape drives (52/60 kHz at 556/800 bpi)
and one disk, one high-speed card reader (800 cpm) and punch (100 cpm), one line
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printer (600 lpm), one papervtape reader console with reyister displays and on-line
typewri.er.

The EAI 8400 operating system incorporates both digital and hybr:d programning
features in a single integrated software system that provides efficient operation by
ensuring maximum system ucilization with a minimum of manual intervention. This-®
system operates under the control of a resident monitor that accommodates a variety
of language processors, including the macro-as$embler, the Fortran IV Hytran opera-
tions interpreter (HOI), and tlre Hytran simulation lanqguage (HSL). The processors
(except HOI, which is interpretive) generate object code with a common format that
enables them to be combined witn programs from the subroutine library by the linking
loader. The user can prepare programs in a mixture of languages, calling on library
programs, lxnkage routines, and input/output and control facilities of the monitor.
Software provic.d with the system includes a monitor, processors for four distinct
languages, a linking loader, an input/output control system (10CS), a hybrid run-time
library, debugging and utility routxnes, system diagnostics, and a complete mathe~
matical library.

TACTICAL MISSILE SIMULATION

The hybrid facility has been used to simulate many military missile systems dur-
ing design and development stages. In general, these simulations normally include
the simulation of aerodynamics, autopilot, actuators, and, when applicable, inertial
reference units (IRUs). Aerodynamic data, obtained from wind-tunnel tests, are
usually programmed on function generators that may be either card-programmed, hybrid,
or digital function look~up routines. The autopilot and actuators are generally pro-
grammed on the analog portion of the simulation. Tie-in with hardware is usually
included as an option, with the actual missile autopilot substituted for the simu-—
lated autopilot,

Programs of 2~, 3~, and 5-degrees of freedom are used when single-plane or
fixed-velocity studies are sufficient for evaluating missile performance changes due
to autopilot compensation changes, actuator changes, or other parameter or module
modifications not requiring a complete 6~DOF study.

AIR DEFENSE 6—DOF SIMULATION MODEL

The design criteria for an air defense hybrxd simulation model are determined
primarily by the complexity of the non-linear aerodynamic functions, the frequency
response requirements of the missile's pitch, yaw, and roll control loops, and the
large quantity of required simulated error sources. The simulation represents the
six degrees of freedom of the vehicle, with comprehensive modelxng of the aerodynam-
ics, rocket motors, on-board programmer, inertial reference unit (IRU), autopilot,
body-mounted sensors (three linear accelerometers and three rate gyroscopes), control
surface actuators, winds, atmospheres, and error sources. The hybrid computer simu-
lation flow diagram is presented in Figure 2.
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Figure 2. Hybrid 6-degree-of-freedom (6-DOF) simulation
flow diagram



fleprcscntation of the missile's control hardware contains all the major non- - .
linecarities required for evalution of stakility and performance. The simulation must
be maintained 1n real time in order to permit insertion of . actual missile hardware
for somé phases of the orogram, The IRU model has pitch and yaw degree of freedom,
with simulation of the pitch, yaw, and roll integrating rate gyroscopes, gimbal-angle
limits, torque limits of the pitch and yaw platform-drive motors, and c¢lectronic-
amplifier cynamics and compensation. Equations of motion uscd are bascd on a spheri~-
cal, nonrotating earth with gravity.

The initial-turn flight phasc provides a desired change in azimuth and elevation
anglcs after the missile has cleared the launcher. The missilc is stecred along a
precalculated trajectory by use of an incrtially stabilized attitudc reference system
IRU aligned to the dcsired heading angle in pitch and yaw. This closed-loop body-
attitude control system providcs the pitch/yaw control loop with a constant input
attitude command signal.

For attitude control guidancc, the same pitch-yaw autopilot model is used, but
it receives error signals rcsulting from IKRU rate commands as well as gain changes.
the roll loop maintains thc rcquired roll attitude, receiving similar gain and atti-
tude commands, togcther with other commands that switch in an intcgral compensation
network, In thc accclcration guidance mode, the autopilot pitch and yaw control loop
accepted acceleration commands by switching in the body-mountcd accclerometcrs.

The rocket-motor model consists of a highly dctailed thrust profile, selectable
from & group of several stored in memory, with thc capability of expanding and con-
tracting either or both amplitude and time duration of any selected profilc, such
that eithcr thrust or total impulse, or both, could bc varied as desired, Thrust
ignition also could be time shiftcd wit} spect to related events, Uncorrccted
thrust is corrccted for altitude, noting ¢ uurd-level pressure of the location at
which the profile was measured. Propeilant weight, missile weight, remaining
impulse, missile center of gravlty, and inertias are all derived from the gcneration
of thrust. Thrust amplitudc and duration are subjcct to both random and tzmperature
effects., Thrust misalignment as an crror source is provided in thrce dimensions.

The body-coordinate-axis systcm was selected for this simulation to avoid noise
contamination of coordinatc second-derivatlve terms, and to avoid, in thc forward and
inverse transformation resolvers, mismatch inhcrent in the inertial axis system mech-
anization, 1n addition, a slight equipment edygye favorcd thc body-axis systcm, The
existence of a potential scaling problem in the cross-product terms of the U, V, W
equation mechanization in thc body-axis system could reduce resolution at lower
levels.,

The guidance programmer modcl duplicates time and amplitude granularity of the
attitude, rate, and acceleration comands, and issues correct mode and gyain band
switching to the autopilot. The control-actuator model contains scrvo-valve dynamics
and all major non-linearities pertinent to performance, such as current limits, hinge
moment. load, pressure feedback, and fin dcflection limits, and provides histories of
coil current, dlffcrential pressure, hinge moments, fin rates, intcgrated fin travel,
battery capacity, and other factors, Accclerometer modcls arc provided with bias,
cross-axis acccleration error, and angulur misalignment. Cyro models includc bias, g
and g-squared sensitivity errors, and anqgular misalignments, Thc autopilot model is
equipped with mode and gain-band switching, correct dynamic ranges, a number of moni-
tor points with a fixed ratio betwccn hardware and simulation levels for all monltor
points, and such error sources as biases, gains, and limit errors.

Interface with actual missilc hardwarc (autopilot, L{in actuators, programmer,
and inertial platform) provides coupling at matched signal levecls with impedance
match and loading isolation, when nvcded., Switching logic under digital control
selects all or part of the necessary hardware components, and monitors 56 points,
which are run-to-run selectable. Immcdiate hardware/all~-simulation comparisons are
used to check the validity of the models and to dctect hardware abnormalitics.

AERODYNAMIC MODEL

Required to predict the acrodynamic naturc of the missile for any Mach numbcr,
aerodynamic roll angle, attack anglc, or combination of fin dcflections within the
operational envelope, the aerodynamic model task can be quite complex. This model is
carefully built up through itcration betwecn wind tunncl and flight test data., The
final modcl may be cdefined by 36,000 pcrtinent data points packed into 18,000 core
locations. Final mechanization of a typical model lncludes 20 functions of four arg-
uments, l0 functions of threc arguments, 5 functions of two arguments, and 40 func-
tions of one argument, 1Interpolation of all arguments cxcept for the high-speed fin
motions is performed digitally, with fin intcrpolation accomplished by analog cir-
cuitry in & pseudo-hybrid fashion, to ensurc adegquate dynamic rcsponsc to fin deflcc-
tion in recl time. Control, table access, interpolation, and handling routines for
function generation occupics as many as 2500 core locations; mechanization of the
aerodynamic model requires 20,000 memory locations, including data tables and gcncr-
ating routincs.

Thc format of the aerodynamic model, especially the fin coefflcients, is ideal
for simulation. The undeflected fin characteristics are cxtracted from the total fin
coefficients and are combined into the missi'e total body coefficients, lcaving a set
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of incremental fin coefficients that vanish as the fins approach zero. This results
in symmetry with respect to fin deflection and requires the use of data for only one
fin polarity, with coefficient polarity switching handled by switching logic. Since
incremental coefficients vanish as the fins approach zero, polarity switching 1s
smooth and without discontinuity,

The incremental fln coefficients are based on single-panel data. The effects of
_interaction of adjacent fin deflections are modeled by mcans of multipanel correction
factors applied to the single-panel fin coefficients, Aerodynamic generation
requires approximately 17 of the 25 ms fast~frame time,
SIMULATION EQUIPMENT.AHD PRCGRAMMING

Hardware requirements

The 6~DOF hybrid simulation completely fills one EAI 8900 hybrid system, using
all 708 amplafiers, 498 auto-set potentiometers, 9 electronic revolvers, and 144 mul-~
tipliers in threec EAI 8812 analog consoles, All 80 multiplying D/A converters and 32
multiplexed A/D converters of the interface are required. Although the digital pro-
gram was divided into three overlaying sections {each stored on disk for instant
recall into memory as needed), one overlay (togethe¢r with root segment, common, and
resident monitor) required 43,840 locations of the 49,000 in the corc memory of one
EA]l 8400 digital computer. During normal running, the¢ model is supported by three
magnetic tape drives, one card reader, one line printer, seven d-channel strip
charts, three X-Y plotters, one remote text display and control station, and one disk
drive., When flight hardware is brought into the system, a fourth 8812 analog console
is required for interfacing. The simulation normally captures 80 data values every
100 ms (missile time) and dumps real time to disk for a non-real-time dump of 160,000
values to magnetic tape at the end of the run. Special runs require data gcabs every
20 ms (missile time) for a maximum of 800,000 total values dumped from disk to tape
at the end of the run. These tapes dumps are in format, ready for off-line data
reducvion. The following is a summary listing of the simulation's hardware
requirements:

One 8400 EAI digital system, of which the followin3y were required: 49,000
magnetic-core memory locations (32-bit words}), 1.75 microseconds cycle time. CPU
with high-speed floating~point hardware, byte manipulation, multilevel interrupt
structure (32 levels, with masking), console register, 16-bit manual/program—
mable control, and register displays.

Three 8812 EAI analog consoles, of which the following were required: 708
amplificrs, 144 multipliers, 498 autoset potentlometers, a quantity of l0-card
memory diode function generators, 9 electronic resolvers, 65 servo-set limiters,
3 comparators, 135 AND ygates, 45 D/A switches, and 51 operational relays,

One EAl 8930 interface, of which the following were required: 32 A/bD multiplex
converters, 80 D/A multiplying converters, 16 external {nterrupts, 24 A/D sense
lines, 24 D/A control lines, 3 16-bit input data words, 3 16-~bit output data
words, and 1 automatlc data channel processor.

Peripheral gear, of which the following were required: 1 line printer (600
lpm), 3 magnetic tape drives (7 track), 1 disk drive, 1 t-rminal, 1 remote dis-
play and control station, 1 card reader (800 cpm), 1 card punch, and 7 &-channel
strip charts.,

Software requirements

The hybrid simulatlons require a particularly versatile resident monitor that
can handle several types of processors, permit the use of on~line debugging routines,
and provide timer control, external priority structured interrupts, casy control of
input-output, parallel automatic data channel operation, and other services, retriev~
able from software system in dlsk storage, as needed. The monitor occupies 5352 core
locations.

The 6~DOF simulation has the following multiframe timing requirements: 25 ms
for function generation, integration, A/D, D/A, and all computations; 1(0 ms for data
capture to dlsa, A/D, B/A, and slower computations; and 200 ms for issue of program-
mer commands to autopilot,

An exccutive program is used to simplify the handling of the multiframe timing
- and scheduling, including program initialization, A/D and D/A conversion, mode and
program seguencing, real time data capturc, and interrupt servicing. The program
uscs 1536 core locations, sharing memory with the simulation.

To provide rapid but thorough automatic setup and checkout of the analog mechan-
fzation, the EAl hybrid opcrating system ({i0l) was used, together with a program
written in HOI language, to compute potentiometer scttings, set potentiometers and
MDAC values, and conduct stacic checks based on both model equations and on analog
wiring. The HOI program and the interpreter HOI do not share merory with the simula-
tion. Capture of large amounts of data in real time is accomplished by means of the
real time disk I/0 software routines, On-line debujging of the digital program
requires the essential EAI CASPRE routing, which shares memory with the program.
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The EAI functlon table processor and function dump-are used in preparation of
digitai function-generation routines and tables (off-line). Extensive off-line data,
processing of the run data tapes is performed by the T100 data-processing program to
provide statistical :qalyses and automatic data plotting for evaluation.

Data acquisition and output

Run-history data samples of 80 pertinent variabies are captured every 0.1 secony
and dumped into disk storage in recai time, using real time I/0 software, and are then
dumped to magnetic tape at the e¢nd of the run in T10C data-reduction format. Ior
special cases, the model can be slowed down by time scaling sampiing couid be done
as frequently ag every 20 ms (missile time) for finer gran: ty of output. 2 . disk
access-time limitation of approximately 60 ms (maximum} pre :s increasing the real
time sampling frequency witl »ut resorting to multi-buffering As many as 800,000
values can be captured, ntored, ond dumped per run, Wwhil: the dump to tape is
occurring, 44 selected parameter values are dumpea to the line printer at l-second or
%-second intervals, with an option of finer granularity (down to 0.1 second) for any
selected l0-second interval., Along with the run history, a description of each run
and the status of the model are cutputted to monitor and to provide a permanent-
record of steotus at the time cach run is made, Analog tracings of 56 variables are
recorded on strip charts throughout each run, while- three parameters of special
interest can be recorded on X-Y plotters,

Extensive off-line data reduction can be performed by a digital data analysis
program that use¢s the 6-DOF output magnetic tape as input. Being a comprehensive
analysis package, this analysis program provides a wide spectrum of analytical capa-
bilities. These capabiiities range from simple digital listing and plots to compos-’
ite overlay plots and tabuiations cf comprehensive statistical analyses.

Run controi

Automated but flexible control of the program is accomplished by means of
instructions, parameter chLange, and option selection input by typewriter, card
reader, and console register switches. As many as 280 error sources and parameters
can be varied about their nominal values and automatically snapped back to nominal
after the run, Nominals can be changed as easily, but are not changed at the end of
the run. Run control also permits the user to select any one of 10 atmosphere
models, 6 vind profiles, and 7 thrust profiles. The thrust profile can then be
shifted and reshaped to model hot or cold motors with or without a change in total
impulse. 1In addition, to increase the ¢ffectiveness of the sifmulation, run control
provides some 34 options, some of which are: hardware mode No, 1l (hardware autopilot
and control actuation system only); hardware mode No. 2 (hardware programmer, iner-
tial platform, autopilot, and control actuation system); halt at end of rur; verify
but do not set potentiometers; initialize for new output tape (MTI); terminate run in
hold mode; digital start interrupt; output run history to line printer; automatic
selection of gain band; initialize new run seriec; print list of input commands; do
not set or verify potentiometers; fine printout option; output run history to tape;
change time scale; put coded run number of strip charts; change strip chart speed;
change strip chart spacing; use rcll-coupling filter; get CASPRE debugging routine;
change normal potentiomcter setting toierance; change c¢ritical potentiometer setting
toierance; resad input commands in CLOBBER mode; suppress multipanei fin correction;
and commands fromn magnetic tape.

Improved potentjiometer setting routine

The potentiometer-sctting routine included in the EAI system library was greatly
improved by the use of an iterative technique trat forced the potentiometers to be
set to much higher accuracy than that attained with the standard routine, This
results in significant improvement in quality and efficiency of both the setup and
the run control of this simulation.

Pseudohybrid function. generation

Because of the amount of digital work dore in the tastest time frame, particu-
larly function generation, the shortest realizable frame time is 25 ms. The result-
ing update frequency is much too low for inte polating on the reiatively fast-moving
fins. (onsequently, a compromise technique for multivariant gereration of fin coef-
ficients was developed whereby interpolation on all arguments except tin deflection
is done with anaiog ~ircuitry. In this way, instantenecus injection of fin effects
on missile kinematics are realized, with no update e-rors so long as fir deflections
are within + 10 degrees. When fins are deflecting at a hﬂqh rate and through large
angles, update errors equivalent to as much as 20 degreesof doflection could exist
for as long as 50 ms, In generation of an erratic function such as hinge moment,
such update deiay errors become appreciabie and the model has to be slowed down to
obtain the required sampied frequency,

Setvp and checkout of program for operation

Setting up the 6-DLOP hybrid proqram consists of installing anaiog patchboards on
three consoles, inserting function cerds into generators, mounting a 6-DOF disk pack,
bringing in the #0l program from the disk, setting potentiomcters for static test,
performing the static test (wire test), setting potentiometers for a dynamic check
run, and performing the dynamic check run.



Initially, the setup required approximately 60 minutes, including the time
required to manually trim a large number of potentiometers (which failed. to set with-
in tolerance) for the dynamic check run., The improvement -in the potentiometer-
setting routine previously mentioned drastically reduced the number of potentiometers
that were set out of tolerance. This, together with the insertion of noise-
suppressing capacltors around critical components during static test, resulted in a
reduction of checkout time to approximately 30 minutes.

Originally, in order to allow insertion of a complete section of the HOI pro-
gram, a modified programming technique was developed that, while packing the program
into core more efficiently, resulted in awkwardness and inefficiency in the process
of making changes to the program. The HOI program was then coded in a straight-
forward manner that resulted in higher efficiency. To achieve this, however, it was
necessary to redivide the HOI program into its functional sections and store each
section as a file on disk.

Hardware—-in-the-lodp

The 6~DOF hybrid hardware-in-the-loop capability allows the simulation to be
interfaced with the autopilot, control actuation system nhardware, and simulated-
flight missile. This capability allows the guidance programmer, autopilot, and con-
trol actuation system to be checked out in normal operation modes.

HYBR:D SIMULATION AND THE FLIGHT-TEST PROGRAMS

The 6-DOF hybrid simulation has been the primary analysis tool for several test
programs. The simulation allowed for extensive real time statistical, stability,
performance analysis, and hardware-in-the-loop studies that could not be done by dig-
ital simulation. 3

Some 280 system error sources and controllable parameters could be varied about
their nominal values and automatically returned to nominal at the end of a run on the
6-DOF hybrid program, Of the 280 parameters, 36 were initial condition values and
any one of seven sets of 36 initial condition values was selectable, together with
the option that any of the 280 elements, either inside or outside the. selected ini-
tial condition matrix, could be changed simultaneously. This could be accomplished .
with the same ease and in the same manner that any controllable parameter could be
changed, thus providing the capability for complete analysis of all possible toler-
anced conditions that would ensure a successful flight,

A key step in validating the simulation was the successful accomplishment of
hardware integration tests. Major subsystems, such as the autopilot and control act-
uation system, were integrated with the simulations and were then tested under
extreme conditions to ensure that the simulation models accurately represented the
hardware. These tests were accomplished as soon as breadboard or prototypes became
available, Matching of hardware and simulation data in a benign ervironment is a
prerequisite to successful matching of hardware and simulation in a flight environ-
ment, so the ultimate test was the integration of a complete missile with the 6-DOF
hybrid. All flight trajectories were then flown with the missile, which had an
active programmer, inertial reference unit, autopilot, and control actuation system.
Comparison plots between the si.ulated system and the hardware system were made for
all key system performance parameters to ensure proper operation for the entire
flight. .

Structural bending data and flexible-body analytical models were verified by
stability and frequency tests performed on a ground-vibration survey missile. 'The
purpose of this series of tests was to verify the stability of the missile, determine
various frequency responses of the missile and subsystems, and validate analytical-
models at the flexible-body frequencies. The results were used to synthesize the
autopilot filters required to assure stable operation in flight under both nominal
and toleranced conditions, During the tests, the missile was suspended in low-
frequency slings, and both launch and burnout flight conditions were tested. An
active inertial sensor assembly (gyro and accelerometers), inertial reference unit,
control actuation system, and autopilot were used in the tests, with all but the
autopilot contained in the missile. Other important subassemblies not functionally
required for the test were simulated by equivalent mass models to obtain the designed
weight distribution throughout the missile. The autopilot breadboard was designed to
operate in several different modes SO that both open-loop and closed-loop tests could
be performed with and without the autopilot filters.

Flight-test planning

Missile flight-test planning, like many other design activities associated with
large systems, js an iterative procedure, since it is outside the capabilities of
existing mathematical techniques to set up the system as an analytical optimization
problem subject to a set of goals and constraints. Generally, this iterative proce-
dure involves simulating the system, observing the system response to a set of in-
puts, and then providing a new set of inputs that hopefully will more nearly provide
the desired response, The weakest portjon of this procedure is the data analysis,
i.e., the observation of system reaction to inputs in sufficient depth to provide the
basis for perceptive decisions on future inputs.



Digital and hyorid computer techniques, along with the statistical methods,
greatly simplify the flight planning task, and result in shorter transition times
from system definition to final analysis and to a clearer, more profound understand-
ing of the missile system. The 6-DOF hybrid simulation makes it possible to change
both the missile system and its environment in many different ways to provide vast
amounts of information on the effects of large numbers of independent error sources
on geometrical and missile-performance variables. These data, used as inputs to the
digital analysis program, provide a wide spectrum of analysis capabilities. The
progress of flight-test planning is illustrated in Figure 3.
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Figure 3. Progress of flight-test planning

The test vehicle trajectories are synthesized on-line on the 6-DOF hybrid simu-
lation. The 6-DOF digital simulation is used to check and verify the final nominal
trajectory predictions before dispersion studies are performed on the 6-DOF hybrid
simulation. The individual parameter-variation dispersion study is performed to
establish statistical predictions of expected 3-sigma dispersions for. each missile,
238 independent random dispersion contributors, including propulsion, atmospheric
environment, electronic scale errors and biases can be investigated. For each dis-
persion run, performance information on 63 parameters can be stored on magnetic tape.
The data analysis program will process this stored date to obtain the 3-sigma disper~
sion variations associated with geometrical position of the missile, on-board guid-
ance and control system parameters, Mach-altitude, angle of attack, and load factor.
The results of the dispersion study are used to ensure that the predicted dispersion
characteristics of the test missile are well within the rated operational capabili-
ties of the missile on a 3-sigma basis for all test commands.

Time histories of missile pérformance characteristics and their 3-sigma disper-
sion values can be automatically plotted by a CalComp plottr. For a deeper insight
into the dynamics of the missile, error-source ranking tables can be generated.

These error-source ranking tables are summarized for each output variable by -plotting
the time history of each error-source dispersion. This type of plot clearly shows
the interplay between the error sources and is also extremely useful during the post~
flight reconstruction of flight characteristics when predictions of the inflight
errors must often be incorporated into the simulation in search of better predicted
flight characteristics. Figure 4 is a typical plot} showing the sensitivities of each
subsystem and major subsystem error as a function of altitude. The information pre- -
sented in this figure shows that the major contributor of altitude dispersion is the
autopilot electronins subsystem.

Traditionally, dispersions are predicted only on trajectory parameters such as
downrange position, crossrange, and altitude. In some cases, angle of attack and
total normail load factor may be added. To verify the simulation, dispersion predic-
tions were macde for all key performance parameters in order to evaluate flight
results on a statistical basis, Statistical dispersions were predicted for geometri-
cal position, angle of attack, total normal load factor, IRU pitch-and-~yaw-yimbal
anyles, pitch-and-yaw-rate gyro output, and pitch-and-yaw-accelerometer output.

These predictions were made for the total flight. Key portions of the flight, where
test commands were introduced to check missile response, were examined on an expanded
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major subsystcm errors at fixed times

time scale in order that motions of the parameter could be evaluated. Figurec 5 is a
typical preflight prediction expanded-time plot for body pitch-rate gyro output. A
typical overlay comparison plot between flight and preflight predictions is presented
in Figure 6. .
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In addition to the statistical predictions, overlay comparison plots between
flight and preflight predictions were made for 25 performance parameters which
include inertial reference unit roll attitude command, IRU roll gyro output, IRU roll
integrator output, IRU autopilot command, autopilot roll command, body roll-rate
gyro output, pitch~, yaw~, and roll-fin command, control fins 1 through 4 positions,
control fins 1 through 4 hinge moments, longitudinal acceleration, downrance, cross-
range, and vertical velocity, total velocity, total normal load, and total angular
rate,

A prime consideration of the flights was the relative stability (phase and gain
margin) available in all control loops during flight. A special stability analysis
performed on the 6-DOF hybrid provided a realistic and accurate check of stability
characteristics. after the nominal trajectory was obtained, a series of off-nominal
trajectories, off-nominal autopilot gains, and aerodynamic tolerance flights was per-
formed. The off-nominal trajectories were configured to approximate the + 3-sigma
trajectories, and the autopilot gains and aerodynamic fin effectiveness were changcd
to approximate the expected + 3-sigma change in low frequency and high frequency gain
marjins.

The advantage of this approach was that the actual angle of attack and aerody-
namic roll angle were considered. The use of the hybrid offered many advantages, the
most. important being that all system non-linearities were modeled, and therefore more
accurate results were obtained. However, the results were not a true 3-sigma dis-
persed value, since the combination of trajectory and autopilot tolerances used to



obtain these data was not a random occurrence. The maximum values obtained for the
important, trajectory, autopilot, navigation system, and control actuation system var-
iables were reviewed as worst~case values representing a larger than 3-sigma
dispersion. ) Er

The results of this special study were used to ensure that the predicted disper-
sion characteristics of the test missile were within its rated operational capabili~
ties, and also to determine if the particular missile would complete its flight
before dispersions became sufficiently large to result in very low stability.

Flight-test results

Ten flights were completed representing anine month test program conducted at
White Sands Missile Range. The first missile performed exactly as predicted until an
error in the range safety system prematurely -aborted the flight. The remaining nine
missiles were successfully flcown according to plan, and all program test objectives
were realized. The success of the test flights allowed analysis to be focused on the
comparison of predicted versus measured flight values, with refinement of the simula-~
tion models as the projected goal.

Accomplishments in this successful flight-test program were many. Missile
integrity was demonstrated in 17 maximum acceleration tests and in 24 maximum angle~
of-attack tests; 79 pitch/yaw coupling tests were performed to provide aerodynamic
and stability characteristics data; and 978 pitch/yaw acceleration commands and 117
roll commands were executed in the flight program to test the missile's response
characteristics in all autopilot gain bands.

The test series not only proved the design of the missile's control system,
structure, and aerodynamics, but also validated the 6~DOF hybrid simulation model.
In all cases, actual flight dynamic responses matched preflight predictions generated
6 to 12 months earlier. Comparison plots, showing that the 6-DOF predicted simula-
tion data were virtually identical to flight data, indicated not only a competent
missile system design but also a high degree of sophistication in simulation tech-
niques. The use of the hybrid simulation techhiques ecliminated the need for a large
number of flight-test missiles to verify missile design and performance capabilities,
and thus saved time and money.

The flight~test program was designed to maximize the coverage of the specified
performance. The objective was to fly trajectories that would test the missile
system, satisfy all flight~test objectives, and be compatible with all aerodynamic,
structural, control system, and range safety constraints,

From the voluminous quantity of data acquired, four illustrations representative
of predicted and flight data were chosen for inclusion here. Typical results of the
excellent agreement b.tween predicted and flight data are shown in Figure 7, which
presents the time history of yaw-rate gyro, with 3-sigma dispersion bars. Data
representative of the yaw accelerometer are presented in Figure 8. Figure 9 illus-
trates the excellent agreement between predicted and flight data for a command
sequence, This figure presents the expanded time-history of the body pitch-rate gyro
for a control actuation system duty~cycle sequence. Data representation of the close
agreement petween predicted and flight data for a control actuation system duty-cycle
are presented in Figure 10. Illustrated is the expanded time-history of the No. 3
fin position. The data presented in this figure illustrate the accuracy of the pre~
diction capability of the hybrid simulation, since control-fin position for a given
acceleration command sequence is extremely sensitive to.variations in missile veloc-
ity and altitude.

+35IGMA

= +2 SIGMA

2 +1 SIGMA

e
2 g NOMINAL
o =3 -1SIGMA
g 120 - +3 SIGMA o -2 SIGMA
il +2 SIGMA e -3 SIGMA
2 gg L—— ACTUAL +1SIGMA o
E "~~~ PREDICTED NOMINAL w
3 ~1 SIGMA z
o 9ok -2 SIGMA O
3 -3 SIGMA w
s ° . =
w g
't o} <
© z —— ACTUAL
£ -s0 > = = = PREDICTED
>

. ~120 L s . s ) 1 ) 1 | I 1 1 1 1 ]

] 40.0 408 416 424 432 44.0 30.0 30.4 30.8 312 316 320 324 328 332 336 340
o USRS e TIME (SECONOS) :
Fiqure 7. Body yaw-rate gyro output, Figure 8. Yaw accelerometer output
flight and predicted with 3-sigma (transverse acceleration in yaw plane’,
dispersions flight and predicted with 3-sigma

dispersions



&
1

]
=]

3
1

—— ACTUAL
o= = = PREDICTED

FIN 3POSITION (DEGF-KEES)
o

-40 G ] 1 1 1 1 1 1 1
700 704 708 712 716 720 724 728 732 736
TIME (SECONDS)

Figure 9, Body-pitch rate-gyro
output flight and predicted
20

o ACTUAL
== === PREDICTED

-
o

FIN 3 POSITION (DEGREES}
L
o o

-20 1 3 1 ] 1 1 Sy
89.0 89.8 90.6 914 | 922 83.0 838 94.0

TIME {SECONDS)

Figure 10. Control actuation system
duty-cycle, fin3 position, flight
and predicted

CONCLUSIONS

A comprehensive hybrid simulation of missile flight dynamics and subsystem oper-
ating characteristics can be used for effective prediction of missile flight perfor-
mance. For a representative missile, this required three analog-computer consoles
and one digital-computer console with a 48,000~-word core memory and an interface
unit. This simulation can also be used effectively for statistical analysis of
effects of random variables and for hardware-in-the-loop studies in real time.

Comprehensive simulations must be supported by extensive wind-tunnel and sub-
system test programs to provide input data compatible with the degree of sophistica-
tion of the analytical simulation.

The flight results to verify the simulation and design were in close agreement
with the preflight predictions made 6 to 12 months in advance of the flight,

[
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SUMMARY

A unifying approach is proposed for the systematic investigation of missile gu‘dance
techniques in guidance law and information processing design. It is based on the consequent
distinction between the well-modelled kinematic world and the fuzzy real world together
with the separation of the overall guidance problem in a steering problem and a feedpack
problem. The approach provides for insight in guidance law structures and information
requirements as well as in the necessity and the potential benefit of applying modern
control theory. Modern filtering and controller design techniques are reviewed for this
purpose.

The cxemplified investigation of the two-point and three-point guidance principles shows
the kinematic guidance law character of extended proportional navigation and of line-of-
sight guicance and the possible improvement of system behaviour by the application of
modern control techniques.

1. INTRODGCTION

The gudidance faw as part of the guidance loop (fiy. 1.1) represents an essential component
in the design of guided missile systems [1]). The information, which is neceded to perform
the guidance task of missile~target 1ntercept, determines basically the configuration of
necessary densons and infowmation processing. The demands on the missile accefchrating
capabitity as an important system parameter depend strongly on the kind of guidance law.
Concerning with the proportional navigation, constant bearing and line-of-sight guidance
laws [2) these relations are illustrated in fig. 1.2.

A unifiying approach is proposed to investigate m{48{€c gquidancc techniques in the areas
of guidance law design and information processing with the advantage of a systematic
design and analysis procedure of missile guidance loops. Furthermore insight can be
gained about the necessity and potential bencf.t of applying modern control theory [3].

The approach is based on a consequent distinction between the "well-modelled hinematic
wornfd” and “the fuzzy real wonld" (fig. 1.3). This provides for a rather clear insight
into the necessary guidance law structure and allows to associate guidance law components
systematically with distinct guidance properties. Furthermore the overall guidance
problem is separated in a "stecnding phroblem” and a "{ccdback probfem” motivated by-the
insight in the information structure of control problems offered by control theory. This
concept admits the application of mathematical tools to the nonlinear steering problem
and of control theory to the linear (linearized) feedback problem. As a consequence
guidance laws can be structured in {cedforward and feedback control fcams [4, 5).

The different steps of the solution approach are as follows:

(1) A gudidance prineci{pfe is formulated as a reasonable idea for missile-target intercept.
The principles of two-point guidance (fig. 1.4a) and three-point guidance (fig. 1.4b)

are investigated in chapter 2. From the viewpoint of these guidance principles pro-
portional navigation and constant bearing guidance belong to the first guidance class,
whereas line~of-sight guidance can be associated with the latter.

{ii) The solution of the overall guidance problem, i.e. how to guide the missile to
satisfy the guidance principle, is first t-eated under the well-defined [inematic
nelations o§ motion. The concept of the sepaxa*ion inte a steering and a {eedback pacbfen
involves the determination of nominal conaitions for exact satisfaction of the guidance
principle and of stabilizing measures for an asymptet{c satisfaction of the guidance
principle in the presence of deviations from the guidance conditions.

The solution of the steering proplem provides for initial conditions of the missile
motion and the acceleration of the missile along the nominal course. The relation for
the necessary acceleration is denoted as steering law. A stability analysis shows that
the kinematic deviation behaviour is not asymptotically stable, i.e. errors in the
initial conditions and the construction cf ° ~» steering law will cause unsatisfactory
deviations from the nominal course. To stabil ..e the kinematic deviation behaviour a
feedback of the deviations is necessary. Hei : the resulting kineratic gudldance Law
consists of the stecting Law and the sfabif(2ing fecdback. It illustrates the {ixed
structure and information needs of the steering law and pessiblfe information
regquirements, structures and parameter sets of the feedback iaw.

Proportional navigation and line-of-sight guidance represents stabilized kinematic
guidance laws for two-point guidance and three-point guidance respectively.
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(ii3) The guided missile while operating in the aeal wonld is subject to disturbing
conditions e.g. limited and noisy information, missile and sensor dynamics, constraints
on missile acceleration ctc. Since real world effccts cannot bc comprehcnded completely
and described perfectly, the rcal world guidance problem is a fuzzy probfem. It has to
be solved by an {(teratdive stcp-by-step procedure to find an "optimal” solution in the
sense of kceping the nissile motion "sufficiently closc" to the nominal course of
kinematic guidance with regard to essential real world =2ffects such as dynamic delays
and noisy measurements. Hence real world affects the design of the fecdback portion

of the guidance law and nccessitates information processing.

The step~by-step proccdure is characterized by the analysis of essential effects and
their influence on the system performance, by the synthcsis of suitablc informatien
processing and guidance law algorithms and by the 8imulation of the guidance loop to
evaluate the system performance.

Design considerations using f§rcquency demain control techniques usually involve
parameten deteaminaticn in the kinematic quidance laws and in noisc suppressing filters.
The Wicner filter approach {6, 7} is limited to single~-irput-single-output systems with
time-independent system parameters and noise statistics, assumptions which are in general
violated in missile guidance.

To includc real world properties more systematically in thc solution of the missile
guidance problcm modern, timc domain controf techniqucs offeer attractive advantages in
this case of a multi-input-multi-output system with time-varying system and noise para-
meters. Optimal (nonlinear or linear) {iltening techniques (8, 9] provide for noise
suppression and additional information processing about guidance loop states from the
noisy measurements. Optimal centrel Paw design techniques (10, 11, 12] lead to extended
feedback control structures and parareter determination algorithms to compensate the
disturbing influence of missile and sensor dynamics. A brie=f review of modern con:rol
techniques is given in chapter 3. Finally some examples domonstrate the benefit of
applying modern control theory in the case of proportional navigation and line-of sight
guidance {(chapter 4).

2. Two-point and Three-point Guidance

2.1 Review of Proportional Navigation Derivation

The well~known approach to proportional navigaticn [2, 5] is reviewed to demonstrate the
different viewpoint of the proposed concept for the investigation of missile guidance
law and information processing design.

Choice of the guidance Law structure:

The choice of the guidance law structure for proportional navigation can be motivated

by the attempt to avoid the disadvantages 04 the pursuit guidance faw, i.e. the
kinematically unfavourable missile course with high demands on the missile normal
acccleration [2]. Pursuit guidance means that the missile velocity vector v _(t} has
always to be directed to the target. Using the notation of fig. 2.1 this can be realized
by a missile turning rate 0_(t) equal to the line-of-sight angle rate é(t). To circumvent
the disadvantages of the pursuit course the modified guidance law

0,(t) = K(t) 8(t) 5 K(t) > 1 (2.1)

seems to be reasonable since it provides for a missile lead angle ¢ (t) as a basis for
a morc suitable guidance course. The quidance law structure (e.g. 2.1) 1s the basic
structurc of propoational navigaiion.

Guddance faw paramter deteamination by an analysis of the kinematical behavioun:

The condition A(t) = O characterizes the collision course in the casc of constant spced
missile and non-manoceuvring targets [2]. Hcnce it is interesting to analyse proportional
navigation with regard to this condition. For this purpose a relation for the line-of-
sight angle acceleration 8(t) will be derived from the general kinematic relations

(fig. 2.1)
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. . . (2.3)
+ vy -+ cos o et + V. osin o O(to) = 9,

This is a general differential equation which governs the line~of-sight angle o(t) as a
function of thc missile turning rate 6 (t). Substituting the jroportional navigation
(eq. 2.1) yields:

ré +(2F + v cosg K)O = -V sine + v cose, 6+ ¥ sino.; O(t)) =0, (2.4)
If the missifc velecity 45 condtant and thec farget {3 net manocuviing, the righthand
side of cq. 2.4 vanishes. The behaviour of O(t) is governed by a homogeneous differcntial
equation. If the gain factor K(t) of proportional navigation (eq. 2.1) is choscn as
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K = An V¢ cos® i An Z: .
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and substituted into eq. 2.4

rd+ F (4, -2 5 =0 ; 6(to) =0, (2.5b)
the solution of this differential equation tends to zero for the missile-target-closing,
j.e. £(t) < O. For a detailed analysis an analytical solution for eq. 2.5b can be
obtained as follows [13}: Assuming £(t) # O the substitution of

)

p = - hmﬁl ;1>

>0 ; 0<P <o (2.6a)
o o :

and the application of the differential relations

d . d 1 1

-d—E = r E ; "d-s = = r a‘i_' (2.6b)
yields the first-order differential equation with a constant eoefficient

s+ A ~205=0 (2:7a)

dp n :

This equation can easily be solved. Eliminating the substitution the solution of eq. 2.5b
ig given by

. . = An—2
o=0_ (=) 5 (2.7b)
o r
o
The graphical illustration (fig. 2.2) shows that the angular rate &(t) decreases linearly
for A = 3 and approaches the zoro-line asymptotically for A_ > 3. The eollision course
condifion of o(t) = O is satisfied exaetly at the final poing r = O with a vanishing

turning rate = O. Henee the disadvantages of pursuit guidance are avoided by the

proportional ngvigatiun guidance law (eq. 2.1) with the gain faetor K(t) given by eq. 2.5.
Furthermore fig. 2.2 shows that the line-of-sight rate d(t) of the proportional navigation

tends to the collision eourse condition O0(t) s O for increasing values of the navigation
constant A . Therefore the latter is viewed as a speeial ease of proportional navigation
in this approach, which is reached in the limiting case of An - o,

Extension forn varying missile speed and tanget manoceuvres:

The proceeding discussion of proporiional navigation has assumed constant missile speed’
and a non-manoeuvring targdet. Removing this assumption the differential equation

(eq. 2.4) is no longer homogeneous. The solution will not tend to zero except the guidance

law of proportional navigation is extended to eompensate the driving functions of eq. 2.4:

8, = K- v [-v - sing +V_ sino + v, cos® 6.1/(v - coso) (2.8)
This type of guidance law is denoted by extended proponticnal navigation. The first term

in the braeckets represents the well-known drag compensation, whereas the other terms pro-
vide for taaget manoceuvac compentation.

2.2 Two-point Guidance Priniciple and Proportional Navigation Guidance Law

The two-point guidance principle:
The principle of two-point guidance is based on relations between the target'T and the
missile M without any external reference point. To guatantee missife-target Lntercept
there is a reasonable idea: sl

The missile M will intercept the target T, if it is guided such that an

observer in the missile states the target to be approaching on the line

to the target's initial position (fig. 1.4a).
This corresponds to the requirement of a constant line-of-sight angle o(t) = o_ = const
with respect to an inertially fixed direction (fig. 2.1). Given the initial '
line-of-sight angle o(t ) = o_ the two-point guidance principle can be formulated by
the kinematic guidance Londitlons:

S(t) -, .= O eAck)
S(t) = 0 : | (2.9b)
% t <t=<t

a(t) = 0 o £ | (2.9¢c)
(£(t) <01, (2.9d)

It is emphasized thot the approach of two-point guidance applies the underlying eoncept
of constant bearing or collision eourse guidance [?] as initial point-of-view.

+
) The closing condition is not analysed. It induces inequalities on the velocity

ratio u, = v / vy {14].
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Kinematic model of motion: .

The kinematic model is based on the equations of nrelative kinematics (ea. 2.2) and of

the missile ki{nematics. A normal missile acceleration apm,(t) provides for a proportional
turning rate Op({t) of the velocity vector v_(t) and a tangential missile acceleration
ame(t) causes a proportional variation of the missile speed vp(t). The accelerations

are congidered to contain control commands as well as disturbing effects.

The target velocity ve(t) and flight direction 8¢ (t) are thc cxternal (driving) functions
of thc relative kinematics. Us‘ng the lead angle relations

O f 9, -0 : ¢, =8 -0 (2.10)
the kinematic model of motions is given by (fig, 2.1):

-1

O = r -[vtosinmt - vm-sipmm] : a(to) = o, (2.11a)
r = v, +cosp, = v, .cosg H r(to) =, (2.11b)
o = v, la ety =a (2.11¢)
'm = a, Povalt) =V ' (2.114d)

Differentiation and substitution in eq. 2.11 yields a relation for the line-of-cight
angle acceleration &(t) needed in the further considerations:

" -1 . s :
= s[= 2¢r O~ nD . - . + .
g=1r -[-2 O~ cogp - a shuh v, «cogp

e ¢ t -Gt + sirmt 'Vt]: O(to) =0 (2.12)

(o]

Sofution 04§ the steening problem: .

The stcering problem involves the deteamination of the 4ree parametens of the kinematic
modef to satisfy the kinematic guidance conditions (eq. 2.9) exactly. The missilc normal
ani tangential acceleration a__(t) and a__(t) can be chosen (eq. 2.12) to satisfy the
concition {eq. 2.9c) of a vanxghing angl@ acceleration g{t) = 0 for t_ < t < tf. This
implies a constant angle rate &(t) = & . By a suitable choice of *he initial lead
angle o (or the initial speed v_ ) iR eq. 2.11a a vanishing value of 6_ = O can be
obtained%to satisfy the conditionmo(eq. 2.9b) of a vanishing angle rate °6&(t) = 0,

t <t < te. The satisfaction of the angle condition (eq. 2.9a) follows directly.
Sﬁmmarizing the solution of the steering problem consists of relations for

e the initial lead angle Gmo‘

1

@, = arc sin (xv - sin wto} {2.13a)

with the speed ratio ;v

X, o= vy / ve @M, £ O ) (2.13b)
e the stecering law for the mtissile aécelerations:

- _ cose, sincot .

anp t tan @ Ay, = Ve cose, 9y + cose t (2.74)

Since the angle rate condition (eq. 2.9b) is satisfied for t_ < t < tr, the lead angle

Stability analysdis:

Loosely spoken, stability characterizes the system property of returning to nominal
conditions under the influence of initial errors and of moving "close" to the nominal
conditions unter the influence of "small" external disturbances. Hence the stabifity
04 the hinematic gudidance conditiens (eg. 2.9) has to be investigated to ensurc the
satisfaction of the guidance conditions in the presence of initial lead angle errors
and of stecring law construction errors. T

The stability analysis applies the “"linearized" point of view duc to the assumption of
only "small" deviations from the kinematic guidance conditions which is finally ensured
by a "well-dcsigned" gquidance law. To set up a kinematic deviation medef the actual
bhehaviour of the guidance conditions is linearized about the nominal behaviour of the
guidance conditions (eq. 2.9 or equivalently egs. 2.13, 14) by a first-order Taylor-
expansion., Thc deviation variables x1(t) and xz(t) are defined:

=5 = —6:0_
X,' e} e} 00

. . (2.15a)
* 6 0 g -0=0

]
i

2
In view of the following feedback problem the input variables u,(t)_and u, (t) as

additional components of the normal and tangential missile acceleration commands are
introduced: .

b e 2
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Uy % 2 amn = amn - amn (2.15b)

uy T obane T oA T gt

.

Applving thc rule of Taylor-scries expansion [ 10] to thc relation of the line~of-sight
‘angle acceleration (eq. 2.12) the kinematic deviation model can bc derived:
X T ¥ ioxy(t)) =0

5 ——1 11 - —
Xy = X [- Z-r-x2 - cosp u, - sinwm uzl +

(2.16)

+ stecring law construction errors 3 xz(to) = xZo

reprcsenting a system of linear, time-varying differential equations of first order.

An approximate stability analysis [10] with the assumption of piecewise constant or
"frozen"” cocfficicnts of the deviation model is performcd using the "charactcristic
polynomial” p(s) of the deviation model

pis) =s> +2.T /% s (2.17)

Since the (necessary and sufficient) conditions for thc stability of a sccond-order
systcm are violated, i.c. not all coefficients of the characteristic polynomial. are
positive, the stability of the deviation behaviour is not guarantced.

Sofution o4 the stabifizing feedback problem:
The input variablcs u,(t) and uz(t), i.e, additional acecleration commands, can be used
to modify the dynamicll behaviofir of the kinematic deviation model by the feedback of
the deviation variables xl(t) and xz(t), 2.g. by thc finean feedbach Law

u =k, *x

+ tan om- u + k * X, (2.18)

1 2 1 1 2
To determine parameter sets for the feedback coefficients k,(t) and kz(t), which stabilize
the deviation behaviour, the "characteristic polynomial” pcls) of the“closed-lcop
deviation model is analysed
2 =-1, .= = -1, -

pc(s) = s +r (2r + cos@, kz) s +r cosy  k, - (2.19)
The previously mentioned conditions for stability of a second-ordcr system are satisfied
by the choice of the feedback coefficients

>0 (2.20a)

k2=—An-E-—or?D—- : A > 2 (2.20b)
m

By a suitable choice of Ay >> 2 an arbitrarily fast approach to thc kinematic guidance
conditions can be achicvced which guarantees the missile-target intcrccpt under kincmatic
world conditions.

The kinematic guidance Law for two-point guidance:

Summarizing the kinematic guidancc law consists of the steering law (eq, 2.14) and the
stabilizing fcedback law (eqs. 2.18, 20) for the normal and tangential missile
accelerations:

_ cosp, . sintot
Bun * AN O ¢ A = vy o cos® T8t cosT,_ Ve T
s (2.21)
r 0
- k‘ 5 g ~ An . cos%m 60 .

The kinematic guidance law (eq. 2.21) provides for the asymptotic stablc satisfaction

of the kinematic guidance conditions (eq. 2.9) in thc prcsence of initial lead angle
crrors and stecring law construction crrors. For exact implementation targct information
{8 _(t) , 0 (t)y, v, (t), v, (t)], kincmatic information {o(t}, o(t), r(t)] and missile

. inEormatioR le(tf. vm(tf] would be needcd.

Requinements and properties of the hinematic gudidance Law:

A discussion of the kincmatic guidancc law provides for insight into some basic re-
guircments and properties of two-point guidance, especially a differcnt interprctation
of the propertional navigation guidance law. ’

1. Implications of a constant-specd missilc and non-manoeuvring targets:

In the case of a constant-specd missile (vm = 0) and non-manoeuvring targcts
(6,, ¢, = 0) thc steering law (eq. 2.14) implies a vanishing normal missilc
acEelegation
a = 2,22
a8 =9 ( )
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i.e. thc kinematic guidance law (eg. 2.21) consists of the stabilizing feedback

law only. ’

The nominal two-point guidance course is a straight line betweer. the initial missile
position and the collision point and is identical to the well-known collision

course [2]. The nominal missile flight direction is determincd by eg. 2.13. The
clnsing velocity Ve = - K is constant.

Demands on the rissile acceleration in case of targct manoeuvres:
The demands on the missile acceleration aw(t) along the nominal two-point guidance
course

a_=a _ + tan o S (2.23)

a
m mn m “mt

>

which are 'caused by target manoceuvres, can be derived by substitution of the lead
angle relation (eg. 2.13) into thc steering law (eg. 2.14). The acceleration ratios
xan and Mot with respect to normal and tangential target manoeuvres

laml cos®,

o [¢]
" = TE VT " L i O <o, < 180 (2.24a)
an et Ve v Jxv - sincht t
la_| sing
m t
X = TT~T = wu, (2.24b)
at Ve v Juv ~sin @

arc illustrated in fig., 2.3 as a function of the targct lcad angle ¢ _(t) = 6 _(t) - ©
and with the speed ratio X _(t) = v _(t} / v_(t) as parameter. The demgnds on ﬁissile
acceleration a_(t) exceeds the dri@ing tar§et acceleration only in the case of a
tangcntial manBeuvre near the turning point. Since this kind of manceuvre is
typically negligiblc the two-point guidance principle is favourable from thz view-
point on system demands. :

(o]

Implications of a constrained missile lead angle © (t):

If the missile lead angle'wm(t) is limited to a maXimum admissible value mm max

lo ()] < @ max : (2.25)
e.g. duc to a constrained field-of-view of a target tracking onboard sensor, a
minimum condition on the velocity ratio Kv can be derived from eg. 2.13:

o> o
v _.sin‘Dt / sinwm max (2.26)
If thc velocity condition is satisfied along the nominal course, the technical
constraint (Sq. 2.25) 1is not violated. For technical rcasonable values of

m max > 30" the min mum condition (eq. 2,26} is satisfied by a specd ratio ®, > 2.

Normal and tangential missile acceleration efficiency: ’ ’
The kinematic guidance law (eq. 2.21) indicates that normal as well as tangential
missile acceleration can be applied to satisfy the guidance principle. But the&r
efficiency depends on the missile lead angle ¥_(t): For lead angles & (t) > 45
the necessary tangential acceleration amt(t) i® less than the necessary normal
acceleration amn(t).

Interpretation of proportional navigation in terms of a two-point guidance principle:
A comparison between the extcnaed proportional navigation guidance law (eg. 2.8)

and the kincmatic guidancc law based on the two-point guidance principle (eq. 2.21)
shows two essential differences:

The kinematic guidance law (eq. 2.21) relates the lead angle
values 3(t) to the initial linc-of-sight anglc o due to the
relation® = 6 - o = 6 - Oq+

It contains a feedback term proportional to the line-of-sight
deviation ©6o(t) from the initial linc-of-sight angle o4 due

to the relation 6o = o - 0 = o0 - Gy ]

Hence the two-point guidance condition on the target to approach the missile under
the initial line-of-sight angle o_ scems to be the reason for these differcnces.
This condition can bc weakened, s?nce it is not necessary that the target
approaches under the initial line-of-sight angle b_, but under the given instan-
taneous linc-of-sight anglc o(t). In this case of Pan {nstantaneous two-point
guidance painciple the kinematic guidancc conditions (eg. 2.9) reduce to

o(t) - o(t) =0 t< ot
Set) = e
G (t) =0 (2.27)
[T(t) <ol.
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Rcpeating the prcviously shown dcrivation stcps the kinematic guidance Qaw

_ cosv, . sinfot . i
a + tan @ _-+a Y . b ———— - . e
mn m mt t co Uﬁ et cosSh Ve An cosd, G {2.28)

can be derivcd to satisfy the instantaneous two-point guidance conditions (eq.2.27)
Essentialily the iead angles 9 _(t) and @ (t) are related to the {nstantancous
€ine-vi-sight angle o(t). Furthermore thé stabiiity analysis i{s only to be per-
formed for the deviations o. the iine-of-sighc angle rate,. sincc the angle con-
dition is satisfied by definition. A compazison with the externded proportional
navigation guidance law (e¢q. 2.8) shows the identity of both guidance laws.
Especiaily it turns cut that the propoatdivnal navigation term (eq. 2.1) can be
tntergrgg?d as the stabifizing {eedback team of the kinematic ruidance law

eq. 2. 5 :

Analys (s c§ neal wonéld effects:

Real worid effccts vioiate the assumptions of the kinematic guidance law. Hcnee thedn
{ndluence cn the deviation behaviour {rom the kinematic guidance conditions has to bc
analysed. As a typical example the {n{luence o4 missile dynamics on proportional
navigation is discussed., Recalling this is thc kinematic guidance law for thc instan-
taneous two-point guidance principie assuming a constant-speed missiie and nonmanoceuvring
targets. It is referred to [5, 14, 15] for the analysis of target manceuvres, Sensor
dynamics and measurcment noise.

To approximately describe thc reai world effects with regard tn missile dynamics a
second-order, linear model for the missile dynamics is inscrted in the guidance loop
modei (fig. 2.4). Assuming "frozen"” parameter of the guidance loop model the - *
characteristic polyromial p(s) can be cvaluated:

3

pls) = s~ + 2 (% + Em wm)s2 + um(4 % gm + wm)s - w .

m

Hipgle

, - 2) (2.29)

The nccessary stability conditions of positive polynomial coefficients lead to
® the Lowen {{mi{t on the navigation constant Ap > 2 known alco
from the kinématic stability analysis (eq. 2.20b) and

® a feedback {nvariant instabllity for "snall" distances T(t),
which arises if the relations

i 4€
- ! - “m o,
r < g or r_ < — || (2.30)
m m wm m w
hold. Assuming for cxample the values W, = 5 3-1 and £ = 1,0 the instability occurs
for r < 0,8 Jrl. In a_?ead-on fight situUation with ' high closing velocitics

v.=1|t] e.g. BOOm s the guidance design enginecr has to give due regard to
thits effect.

Together with the nccessary conditions the following condition

Hinls

r,e E £
2 (5 + &, wng Az B +o) +o

n o (A - 2) > 0 (2.31)

m n

is sufficient for stability which leads to
an upper bound on the navigation constant Ayt

A <21 +X
n ',.I w

- (g o -1El - 4 IEl
m - m T m m Y

} . (2.32)
m

Substituting the above-mentioned numerical vaiues the admissible region for stabilizinc
navigation constants An is shown in fig. 2.5,

The stability analysis including the missile dynamics makes evident that the kinematic
guidance conditions (eq. 2.27) canno: be satisfied within the final renion by the pro-
portional navigation guidancc law. Therzfore it is neccssary to investigate the terminal
‘miss distance behaviour with respect to mnissile dynamics. The results of [15}) are {llu-

strated in fig, 2.6.

Gudidance Law synthesis ander real woald conditions:
The synthesis of the guidance iaw together #ith the necessary information proccssing
using avaiiable measurements is f£irst considered from the "conventienal™vicwpcint,
Continuing the exampic of proportional navigation as realization of the instantancous
two-point gaidance principie under the above-mentioned assumptions there are typicaily
two design stcps:
Guidancc law synthesis by parameter determination:
Applying the structure of proportionai navigyatfion (eqs. 2.1, 4) as the guidance,
law to be realized it remains to determine the value of the navigation constant
A*  (eqg, 2.4) providing for a "sufficient compromise” of the dcviation behaviour
under reai world conditiors. The influence of the factor 1/cos Gm can be included L
in the consideration. E I

24



Information processing by noise suppressing filters: :

The realization of propertionai navigation fig. 2.7 requireg information about the
closing velocity v = jrl and the line-of-sight angle rate o(t), which can be
obtatned from a miSsile homing radar sensor by a Doppler-frequency measurement and
by the differentiating property of a target tracking unit, obviously to be seen
from the transfer-function of the line-of-sight tracking unit

Fo(s) = —S— . (2.33)
45—

TT
Since the measurements are corrupted by noise e.g. radar glint noise suppressing
filters are implemented. Frequency domain techniques e.yg. Wiener filtering are
applied for a suitable design.

If the prescribed specificatfons on guided missile behaviour cannot be satisfied by the
conventional solution the above-shown approach indicates systematically {w¢ areas §er
potentiaf (mprcuvement of the guided missile properties:

Inclusion of the steering law into the guidance law design (eq. 2.28):

Due to the omitted steering law. in conventional design tatgel mancecuvies and missile
velocdity variatiens act as external disturbances on the deviation behaviour rrom

the kinematic guidance conditions (eq. 2.27) which cannot be compensated sufficient-
ly by the stabiliziny feedback law of proportional navigation.

Extensions of the stabilizing feedback law:

To stabilize the deviation behaviour from the kinematic idance conditions with
regard to defaying elements <{n the quidance Loop it is 1. 'essary to extend the
teedback law to include additional deviation variables. In the case of missile
dynamics (fig. 2.5) the extended feedback law

Sa = - A __E__
mn . n cosw

506 - k, 6a -k, 6a (2.34)
m

leads to the closed~loop characteristic polynomfial Pc(B)

pe(8) = 83 + (2T/F + 26w + ..,mz k,) s? ¢

+ 125/3 (25, wp + o, ky) + umz (1+ k)] 8+ (2.35)

25 ,- .., _
+w® r/r [2{1 + k) An’

The necessary econdifions for stavility can be satitfied in this situation Ly the choice
of feedback gains

L= 2

ky > =2 10r/xr + € wpl/e
K -z 2 2 2,3~
1> - 2 r/r(2 Em W+ wy kz)/wm -1 12.37)

Ay > 2 (1 +k )

The neccssary parameter regions for the above~mentioned numerica' values (E 1,
wy = , [r| = 800) are illustrated in figy, 2.8,

Both measures will in general require the avaflability of additional information which
can be obtained fron additional sensors e.g. missile accelerometers or partially can be
drawn by processing on the present measurements. Hence a th{id area has to be considered:

Information processing for neise suppression and (nframation
fLeeonstruction §rom noisy measurements,

To solve the design problems related to the three arcas of possible improvement of
guided missile properties modean control theony offers solution technigues

to estimate complete information from noisy meaturements by
optimal filtening theory and

to determine suitable structures and parameter sets of the extended
feedback law by optimal control theory.

Both arecas of modern control *theory are roughly reviewed in chapter 3.

2.3 Three~point Guidance and the Line-of-sight Guidance Law

Due to the unifying property of the proposed approach to guidance law design this section
is identically structured as the previous section. Hence the application to distinct
guidance principles e.g. in midcourse guidance is straigh* forward. For reason of the
iimited spate the presentation of this section is kept briefly.

The three-poding guddance principle:

The guidance principle of three po:nt guidance is hased on relations betweer. the target T
and the missile M relative to a reference point O. The xeasonable {(dea for missile-
fanget {nte cep” can be formulated:

[
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The missile M wili intercept the target T {f {t approaches the
target on the line between the reference point O and the target T. .
Using the missile and target linc-of-sight cngles c“(t) and €, (t} relative to the

reference point O (fig. 2.9} the three~point guidan€e princip}c can be expresscd by the
kinematic guidance conditivns:

€ (t) ~ € (t) = 0 (2.37a)
Em“’ s ét(c) = 0 (2.37b)
€ _(t) - €.(t) = o0 ) (2.37¢c)
l?t - }m < o} . : (2.37d)

Kinematic model 04 absolute motion:
Tre kinematic model of absolute motion consists of the missile motion rodel (section 2.2)
and the relatiors of the absolute kincmatics to be derived from fig, 2.9:

Em =N VEN- sin¢m / Tm i eqft) = €0 (2.38a)
im = Vm coswm 3 rm(to) R (2.38b)
ém = 1/ vy ay, 3oep(t) = e (2.38¢c)
'm = a, ovplt) 8 v (2.38d)

From these equations the relation for the linec-of-sight angle acceleration Em(t) can be
derfived: :
ze ~1

Tt = r - [~ 2 oB9_ + € +
{ Vi, cose, € cosy a

= n J s € (t) =€ (2.39)

+
nim’m dmt m o mo

mn

Solution of the steerning problem:
Applying an analogous derivation as i{n chapter 2.2 the kincmatic guidance conditions of
three-point guidance (eq, 2.37) are ecxactly satisficed by the following condfitions:

The initial missfile line-of-sight angle € o and initial

missile lead angle Oro = emo = Ein i

oo % Eoft) (2.40a)
G, = orcsin {g (e ) - F /Y ). (2.40b)
The missile acceleration by the steering law

Epn + tanﬁm e = ?m/cosGm < E v 2V ét (2.41)

Since the angle rate condition (eq. 2.37b) is satisfioed for to <t < tf, the lead angle
behavjour wh(t) is described by eqg. 2.40b also for t, St 2t

Stability analysdis:

The kinematdic deviation model to describe the actual deviation behaviour from the
kinematic gquidance conditions (eqg. 2.37) due to errors in the nomial conditions
(egqs. 2.4u, 41; contains the deviation variables

€ =~ €

LTI Em = m m

6 ¢ € -c
X2 = tn = m Em

- (2.42)

6 = -
vy = %nn &mn %mnn
U = . mt ¥ %mt T %t

Lincarization of eq. 2.39 by a first-order Taylor series yields the kinematic deviation
model for three-point quidance

i
X, = X
2 :

>

i xl(to) lo

____1 —_— -— . — — "
Xy = r {- 2vm- cos® * Xy + CosY Uy 4+ sinwm uzl, xz(to) = x (2.43)

m 20

Under the assumption of frozen" parameters the examination of the characteristic
polynomial p(s})

pls) = 82 + 2 Voo éos@m /x, s (2.44)

indigates a deviation behaviour, which is not asymptotically stabie sfince the coefficient
of 87 1is zero

BORT i el e i b8 30 e vty
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Sotution of the stabifizing §cedback preblem: :
To modify ghe dynamical behaviour of the deviation model the linear feedback law

(2.45)

u, + tane_u, = —k1 Xy - k X,

1 m "2
can be applied. Examining the characteristic polynom1al P (s) of the closed loop
deviation model

-1 — - - . = -1, o -k

T )
p.(s) = 52 +org (2 v, coseo, + cosoy kz)‘s +ry cose 1 (2.46)
stabilizing parameter sets of the feedback law (eq. 2.45) are given by
r ) : (2.47a)
= . >
k, = B ro / cos oy i B >0
v (2.47b)
k2 > 2 Vo

The kinematic gudidance Law fon threce-point guidance:
Summarizing the kinematic guidance law for three-point guidance includes the steering
law (eqg. 2.41) and the stabilizing feedback law (egs. 2.45, 47):

ann * tan Oy Ay T rm/coswm-et + 2vm € " B irm/coswm- 5 e, - kZGEm (2.48)
It provides for asymptotic satisfaction of the kinematic guidance conditions (egs. 2.37,
28). In the case of k, = O the kinematic guidance (eg. 2.48) corresponds to the well-

kncwyn line-of-sight gliidance law [51].
Paopeatdied and nequinements of the kinematic guidance Law:

1. Implications of a constant-speed missile and non-manoeuvring targets:
Examining the steering law of three-point guidance it is to be seen that the
assumptlons v , = 0 do not cause the steering law acceleration (eq. 2.41)
to vanish - a basfc dxfference to two-point guidance.

2. Implications of a constrained missile accelerating capability:
Investiguting the influence of the above mentioned property of three-point
guidance - for the case of a constant-speed missile with a maximum admissible

normal acceleration a
1 accel ion a .o

lagn tt) | < ' , (2.49)

%m max
shows a further. disadvantage. There are regions around the reference voint, whcre
the kinematic guidance conditions of three-point guidance (eq. 2.37) cannot be
satisfied without violating the system constraint (eq. 2.49). The bounds of these
regions, where the limitation is just violated at interception, are derived in
[16]. They are illustrated in fig. 2.70 in a normalized (x*, y*)~-plane with the
velocity ratio X, = Vo / v, as parameter. - .

3. Implications by constralned missile lead angle:

Assuming the admissible lead angle O (t) to be limited to a maximum value @ mnax

e (e)] < o max (2.50)
for technical reasons as limited beamwidth of onboard beacons or retroreflectors,
a minimum condition on the velocity ratio % can be _erived.

Substitution the relation for the target line-of-sight angle rate &, _(t) according
to eq. 2.38a into the nominal lead angle condition (eq. 2.40b) it £81lows that
the maximum value of @ (t) for a fixed target lead angle ©_(t) is obtained at the
collision point r (t )m= rt(tf)‘ After reordering eq. 2.40% under this condition,
an inequality for'thé veloCity ratio X, is derived ;

/ sin @ {2.51)

¥ > sin
= ha™ m max

v rm=rt
which is equivalent to the condition (eq. 2.26) of lead angle limitation in two-

point guidance.

For reason of similarity to the results of section 2.2 about the anaysis of real
world effects [17) and to the considerations about the synthesis under real world con-
ditions these steps of approach are omitted.



3. _Review of Modern Control Theory With Regard to Missile Guidance Demands )

"3.1 Information Processing by Optimal Filtering Techniques

Information processing represents a substantial Link between the information needs 04
the guidance Caw and the possible ingormation offen of the feasible sensor equipment
of a guided missile system. Especially the considerations about extended guidance law design
are influericed by two features: On one hand information can be obtained from noisy measure-
ments only; on the other hand direct information sensing cannot be performed for each signal
by physical and/or econemical reasons. .
Filtering theory provides for tools of information processing on noisy m.asurements.
It is based on the reasonable idea to separate the measurement signals in.£4me-co@ae£atcd

- 8ignals and time-uncorrcfated distunbances. The later do not possess any information
about the past which may be useful in the future: They are purely random. Therefore
filtering techniques aim at estimation of the complete time-cornclated information.

The correlated portion of measurement signals includes the information signais as well
as time-correlated disturbances, i.e. coloured noise. To describe their dynamical
behaviour mathematically differential equations can be used (concept of shaping filters
[18]). From the physicadl point of view uncorrelated disturbances represent noise with
negligible time-correlation relative to the correlated signals. Mathematically they can
be modelled by white noise [8]). Restricting the review to the linear, Gaussian case,
filtering theory is based on the mathematical {rcal worfd) model:

o measurement model:
z = Hx+ v ' (3.1a)
z(t) : m-dimensional measurement vector;

v(t): ﬁ-dimensional measurement noise vector with white,
Gaussian noise v(t) ~ N{O,R(t));

x(t): n-dimensional state vector for correlated signal modelling
e state space model:

X = Fx + Gw + Du ; x(to) ~ N(xo, Po) (3.1b)

w(t): s-dimensional input noise vector with white, Gaussian noise
wit) ~ N(O, Q(t));

u(t): r-dimensional deterministic input vector

The matrices F(t), G(t), D(t) and H(t) are of appropriate dimensions. Since the state
vector x(t) contains all useful information the design aim of filtering theory con-
sists of devaloping algorithms to produce a state estimate X(¢) using the available
measurements z(T), t_ < t < t. In the case of high quality demands on the estimation
performance it is adgaﬁtagzous to formulate the estimation problem as an opt{imal
§iLtening problem with regard to the estimation-error variances as performance measure:

Given measurements z(t), t_ < T < t based on a state vector model (eq. 3.1). Find a
state estimate R(t) of theoagtuaT state x(t) such that a quadratic performance
criterion J on the error-coyariance matrix P(t) = E {X(t) XT(t)} +ith the estimation
error vector X(t) = x(t) - x(t) is minimized: :

J = trace P(t) = min . (3.2)

The solution of the optimal filtering problem is given by the well-known Kalman-Buecy f§il-
ten [8], which consists of .

e a linear vector differential equation for the state estimate X(t):
X=F % + Relz = H %) + Du ; i(to) = %g {3.3a)

e a nonlinear matrix (Riccati) differential equation for the error-covariance matrix
P(t) to be integrated forward in time:

pb=rp+pPrl -pu R TuP+codT ; Plty) =P, (3.3b)

e and a computational rule for the filter feedbﬁck matrix Ke(t):
Ke = P HF RV, ' : (3.3¢)

The block diagramm (fig. 3.1) shows the solution structure of information processing by
optimal filtering.

+) Though realization aspects of digital (onboard-) computers would require a discrete-

time presentation of the review of control and filtering techniques [8, 101, the
continuous-time discription is used for reason of basic understanding.
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The solution of the filtering problem by the time domain approach of Kalman-Bucy filter-
ing offers ecdsential advantages as against the frequency domain approach of Wiener fil-
tering [6]:

e The cases of multi-noise-inputs and multi-sensors-configuration can be treated
within this framework. .

e The real world model (eq. 3.1) is formulated to include time-varying system co-
efficients and statistic parameters.

. .There are numerically efficient algorithms to sulve the matrix Riccati equation
by means of a digital computer [10, 19}.

e If real world and real world model coincide, the estimation accuracy of information
processing can directly be obtained from the diagonal elements of the error-cova-
riance matrix P(t). Else it has to be determined by sensitivity analysis [8] or
simulation [21]).

3.2 Controller Design by Optimal Control Techniques

The discussion about stabilizing feedback Laws in guidance Law design (chapter 2) has
emphasized the need for controller design techniques which provide for extended structures
and for parametea deteamination algorithms to satisfy stability and system performance
requirements especially with regard to real world effects.

To review optimal controf techniques based on the time-domain approach (state-space
approach [10]}) the distinction between optimal control techniques with free design pa-
rameters and specification-oriented optimal control techniques is advantageous. This
classification of control techniques gives insight in the meaning of "optimality" and-in
the necessary design procedure of distinct design techniques.

(1) Optimul Contrnol Techniques with Free Design Parameten Detenmination:

To satisfy prescribed system specifications in a (more or less systematic) step-by-step
procedure a controller design technique needs free parameters to be determined iterative-
ly until satisfying system behaviour is achieved. For this purpose an optimality cri-
terinn can be formulated which includes free design parameters. The minimization of the
optimality criterion provides for a unique solution which is continuous in the free de-
sign parameters: small variations of the design parameter will cau<e small variations

of system properties under observation. Hence optimaility is of secondary importance

for this class of control techniques. The Gaussian, quadratic optimal design procedure
as typical example is reviewed in the following [18]

. The design procedure is based on a real world model according to eq. 3.1.
An optimality criterion J is formulite. as follows:

te
J = E{xT(tf) Sp x(tg) + JE (xT L x + uT

to TS
It assumes a fixed control intervall tg < t < tz. The symmetric weighting ma-

trices Sg, L(t) > O and M(t) > O represeﬁts the free parameters of the design
procedure. By variation of the coefficients of the weighting matrices the final
and transition behaviour of the state vector x(t) as well as the control input

behaviour u(t) can be influenced.

M u) ét} (3.4)

. The derive a control design technique a functional optimization problem is for-
mulated:

Given the batch of measurements z(t), to < T < t, of a dynamical system governed

by (eq. 3.1). Find the control input vector u = u(z(7), t) such that the opti-
mality criterion (eq. 3.4) is minimized.

. The well-known solution of this optimization problem separates in two parts
according to the certainty - equivalence - principle [18]:
~ The linear control law with state~vector feedback:

-~

u = Kc X 3 §(t) = optimal state estimate . (3.5a)

The optimal feedback matrix K¢

=1 4T

Ke =M 'D s (3.5Db)

can be calculated by integration of a nonlinear matrix Riccati differential
equation for the (n,n) matrix sS(t) backward in time:

§=-sFr-FTs+som'pTs-1n , S(ty) =8¢ . : (3.5¢)

- The optimal state estimator or Kalman-Bucy filter (eq. 3.3) to provide for
the optimal state estimate x(t) using the instantaneous measurements z(t).

The structure of the resulting closed-loop system is illustrated in fig. 3.2.



e Some essential propenties cf Gaussian quadratic control are summarized:

Al: The functional optimization problem leads to a desirable feedback control of.
the (nstantancousd measurements z(t).

A2: The stability of the closed-Loop system can be proven examining system pro-
perties as observability and controllability [10].

A3: The overall desiqn procedure separates in two independent desdign steps cor-
responding to the considerations about feedback laws and information process-
ing in chapter 2. .

A4: If real world and real world model coincide the average behaviour of the

' ctosed Loop system can be examined by the state covariance matrix
X(t) = E{x(t) xT(t)} and the control covariance matrix U(t) = E{u(t) uT(t)}.
For this purpose the estimation error covariance matrix P(t) of eq. 3.3b and
the estimation state covariance matrix X(t) = E{X{t) % (t)} as solution of

.
A

= 2 iy 2 T T - _
X=(F-DK.) X+ X(F-DKcg) + Ke R Kf i x(to) =0 (3.6)
are necessary to evaluate the relations for X(t) and U(t):

X=%+P; U =Ko X K& . _ (3.7)

If the modelling assumption is not satisfied the system performance is
examined by sensitivity analysis and/or simulation.

D1: In most cases the design of the control law (eq. 3.5) requires extensive com-
putational wonk to find a proper set of free design parameters Sg, L(t) and
M(t).

D2: The solution of the optimal control problem strongly depends on the value of

the ginal time ty; which is not exactly known in rissile guidance. This may
lead to the néceésity of on-line computation of the optimal controller.

D3: On-Line computation of the optimal parameter sets Ko(t) and Kg(t) requires the
solution of two Riccati equations (eq. 3.5c¢, eq. 3.6¢c), each of which repre-
sents n.(n+1)/2 nonlinear differential equations.

D4: The nealization of the contrcffen (eq. 3.3, eq. 3.5) requires the implementa-
tion of a full-order state estimator and a full-order feedback law. In case
of a sophisticated real world model this may cause problems by feaflization
effort and neliabifity. Hence the controller design is usually based on
Lowen-onden approximate neal wonld models.

(ii) sSpecification-oriented Optimal Control Techniques: ‘
To treat the guidance design problem more systematicalfy with respect to the gudidance
specifdications of most accurate system performance and of Low nealization effort it is
advantageous
- to use a physically meaningful performance measure in terms of the variances of the
state variables and/or
~ to put constraints on the structure of admissible solutions for the guidance
problem.
Two examples for these types of optimal control techniques are given below.
The proportional feedback, mean square optimul control problem is formulated as follows:
The real world model is given by eq. 3.1. Find the parameters of the proportional
feedback law as most simple realization

z (3.8)

’

u = Kp

such that the instantaneous performance measure J on the variances of th2 state va-
riables

g = EtxT(e) 8(t) x(t)}  ;  e(t) >0 ‘ (3.9)
is minimized. The symmetric weighting matrix 6(t) serves to express the distinct
accuracy demands on the states and in time.

The optimal solution for the feedback matrix K (t) can be computed from
T

K; = - [D ep]' . p* -8 .x . HT . R-1 ) (3.10a)

where the state covariance matrix X(t) = E(x(t)xT(t)} is solution of the matrix diffe-
rential equation

- . . T . OKk* . =T T . Py =
X = Fq X+ X Fe + D Kp ) Kp «.D°" + G Q G X(to? Po (3.10b)

F.=F + DKrH
¢ p

This control design technique suffers of the gencral disadvantage of propoatdionaf output
feedback: stability of the closed-loop system cannot be guaranteed in general [10].



The controller design technique of variance optimal distunbance compensation [20] is mo-
tivated by the distinction between time-correlated disturbances, acting on the system dy-
namics and measuréments, and the physical states, to be controlled most accuratcly. In
this case a performance measure is meaningful which contains the varianccs of the physi-
cal states as well as of the disturbance estimation errors. The ninimization of such
performancc measure provides for a most accurate physical state control by a proper di-
sturbance compensation. B :

The design techniques assume the separation of the neal wonld model in a disturbance
modef and a physical state modef (fiq. 3.3). During the derivation it turns out to be
necessary that all physical states can be influcnced separately by thc control inputs
corresponding to an invertible control input matrix D{t). This situation is satisficd
in proportional navigation or in line-of-sight guidance by the application of reqular or
pseudo-inverse matrix calculation rules {21]. Using the notation of fig. 3.3 a perfor-
mance mgdduac J 4ncluding the physical states’ xy{t} and thc estimation errors Ra({t) =
X2..) = xz(t)) can be fowmulated as follows:

3 = B{Ix] (1) %’g(t)}e(c) [xl(t) ; 8(t) >0 . (3.11)
Liz(t)

The compensation control proble. is formulated as a functional optimization problem:
The real world model is given by eq. 3.1 with an invertible input matrix Dy{(t). Based
on a batch of measurements z({Tt), to < T < t, find the control input u = u{z(t), t) such
that the performancc measure J in eq. 3.11 is minimized.

The solution structure (fig. 3.4) is governed by a proportional feedback of the instan-
taneous neasurements z(t) and a feedback of the disturbance estimates xz(t)

u = - Ky z+ K3 Xy (3.12a)

Xy = (F22 - K2 H2) X, + K2 z ; xz(to) = Xag {(3.12b)

To determine the optimal parameter sets for the gain matrices Ky{t), Ka(t) and K3(t)
the subsequent equations have to be solved:

-1 -
k=[x 7] =0 p&l g (3.13a)
K;
with the covariance matrix P(t)
P=E{[x, (x",[; %1) (3.13b)
K x2
/
! which is solution of the matrix Riccati differential equation
P=FP+PF -pH R'HP+Go0GT; P(ty) = P . {3.13¢)

The gain matrix K3(t) can be computed from

= - p- ! g
K3 = D.l F12 + K1 H2 5 {3.134)
The solgtion of the optimal disturbance compensation problem offers some {ntencsting
propenties:
. Thecre is a direct cquivalence betwcen the optimal compensation and optimal
filtering problem.
° The stabifity of the closed-Loop system can be proven in terms of controllabi-
lity and observability.
. Thi solution requires the information of the indtantaneous measurements z{t)
only.
° The solution of the compcnsation problem depends on system parametens only.

It can be computed in a one-design-step proccdure by forward integration of
{eq. 3.13c). B

° The nealization requires a state estimator of order nz only. From this paint
of view the controller makes a compromise between full-order and purely pro-~
portional feedback requirements.
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4.1 Application of Optimal Parameter Determination Techniques to Line-of-sight Guidance
Law Design '

Guidance law design for line-of-sight guided missiles can advantageouslv be based on the
structure of the kinematic guidance law (eq. 2.48) to realize the three-point guidance
principle. An exemplified investigation for a modelwise surface-to-air gquided missile
illustrates

LY the Intluence of an approximation df the primarily necessary coefficients in
the kinematic guidance law and )

. the performance improvement by applying optimal coptrol techniques to the deter-
mination of a variable feedback gain factor B(t) for a given feedback structure in
the line-of-sight guidance law. ’

For the purpose of comparison an initial or conventional solution of the line-of-sight
guidance problem is derived assuming apnroximate steering law coefficients and a constant
feedback gain fuctor B. The essential design steps are as follows:

(i) Structural considerations about the guidance system design:

The structure of the conventional line-of-sight guidance system is governed by the avail-
able sensor cquipement:

The reference for the line-of-sight motion is given by a target-tracking radar
unit. '

The missile deviation angle from the line-of-sight 6ep(t) is measured by a radar-

mounted angle measuring device (e.g. a goniometer) with the relation zq = 2z, (Sepi{t}),

noise). '
The line-of-sight angular rate ét(t) is measured by a radqr—mognted angalar velo-
city measuring device (e.g. a rate gyro) producing z;(t) = z3(€y, noise).

To obtain necess~ry information about the lire-of-sight angular acceleration Et(t) infor-
mation processing is performed in a differentiating network driven by the & (t) - measure-
ment z5(t). The output is the signal z3 = z3j(€¢(t), noise).

According to the structure of the kinematic guidance law (eq. 2.48) the commanded missile
normal acceleration ap,(t} is a linear coumbination of the available information {(assump-
tion: appl(t) = 0, Y, = const):

a = Uy o+ 24 + Hy ¢ 2y = k2 -z . (4.1)

The primarily necessary coefficients in eq. 2.48 are approximated using a "mean missile
range function" for the missile range: Tp{t) ~ T + Vp ¢ (t-t ), and the related

assumption of only small lead angles Op(t): cosmg?t) T, App?ying these approximations
the guidance law coefficients are given by
Hy o= rmo + vm - (t - to) 5 Uy = 2 vm (4.2a)
k=8 [r = Vy - (t=-t)l; B=const . : {4.2b)

The constant gain factor B of the feedback portion is determined in a subsequent design
step. )

(1i) A real world simulation model:

To evaluate the system performance it is necessary to set up a simulation model as a
"sufficient" image of the real world. 1In this case the following real world effects are
included in the real world simulation model (fig. 4.1):

. Normally distributed initial conditions of missile motion to describe the
uncertainties of launch- and boost-phase.

. A second-order model to approximate the missile dynamics.
. A limitation on the commanded missile normal acceleration.

. Coloured and white noise modelling with regard to sensor noise: giint noise
€g1(t), thermal noise ey}, (t), random bias terms b (t), by (t) = const and
broad-band gyro noise ny(t).

. Different target engaging conditions (fig. 4.2).
The simulation model represents a system of nonlinear differential equations (of order

¥

13) which is driven by white Gaussian noise. Since the distribution of the terminal miss
distance dp(ty)

dp(te) = e (te) + T (tp) {4.3)

is (at least approximately) Gaussian distributed, the stochastic linearization approach
f21) offers an attractive tool for an analytical solution of the nonlinear stochastic
analysis problem on a digital computer. It provides for the mean value dp{ty) = E{d (tf)}
and the standard deviation og(tg) = E([dm(tf) - Hm(tf)lz} to characterize the distril
bution of the terminal miss distance.
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(iii) Definitioh of a system performance measure:

The simulation of a guidance law with regard to different target engaging situations
denoted by the index i produces several numbers of distribution characteristics di(tg)
and oj(tg). To comparc the system performance for distinct guidance laws it is useful
to introduce a system performance measure N = I(dL(tf), ci(ty)) which transforms the
performance information to one pérformance value. A meaninqgul performance measure Il is

given by
1 N CHE i
n=g 151 lldm(tf)] + oglte) /L (4.4)
N : number of enjaging situations;
LT 5 Earget expansion measure, e.qg. mean visible lcngth.
(iv) Constant guidance law parametcr determination:

A parametric simulation analysis with respect to the feedback parameter B indicates thc
system performance behaviour N(B) illustrated in fig. 4.3. The parameter £ = Bopt is
chosen as guidance law parametcr to obtain "optimality in the sense of the performance
mcasure M" under the assumption of a constant feedback parameter [I' = const. The distri-
bution parametersi of the terminal miss distance are shown in table 4.1, casc 1.

To improve the system performance a considerable dcsign step is to remove the assumption
of a constant parameter B. Hence it is necessary to apply a suitable control design tech-
nique producing a time-varying parameter B = B(t). To solve this problem of proportional
feedback parameter detcrmination, the (optimal) proportional feedback technique in section
3.2 can be used. 3Sincc it provides for "optimality in the sense of minimum state va-
riances" it can be viewed as a systematic design tcchniques in thc sense of the perfor-
mance measure I in eq. 4.4. The design procedure consists of the following design steps:

(1) Design model considerations:

The output feedback design techniques (eqgs. 3.8 : 3.10) is based on a real world model
(eq. 3.1). Since thes posed guidance parametcr design problem is concerned with the feed-
back portion of the guidancc law, the real world model corresponds to a linearized devia-
tion model from the kinematic conditions of the thrce-point guidance principle (egs.
2.37). To obtain optimality in the sense of the mean square error performance meuasure
(eq. 3.9) a sophisticated design model is necessary inducing high computational on-line
realization cffort. To satisfy the given design specification of low on-line realization
effort a "simple, but sufficient design model" of the real world is to be set up provi-
ding for a suboptimal feedback parameter B(t) with satisfying system behaviour.

A sensitivity analysis of the system performance with respect to the real world effects
of initial condition errors, missile dynamics and sensor noisc leads to the following
design model:

e It contains the state variables of the lead angle deviation xj(t) = 6op(t)
and the missile line-of-sight deviation angle x(t) = 6ep(t). To derive a
deviation model for these state variables the associated nonlinear diffcren-
tial equations for op(t) = eép(t) - gn(t) and ep(t) are set up from eq. 2.38:

A VI L -1
O = Vin T sinwm + vm amn
(4.5)

1

=v_ . r_ .
sinwm

€m m m
Linearization by a first-ordcr Taylor expansion yields the deviation model in
terms of the previously introduced statc variables x;(t} and x3(t). Because
of formal consistency between the control law: u(t) = K(t} z(t) in eq. 3.8
and the feedback guidance law Sapn = [T, (t)/cosPy(t)] + B(t) - zy(t) the part
[.] is associated with _the control input matrix. Hence the control input is
defined by u(t) = {.1°%V . Samn(t). The deviation model is given by

% = [-35 .71, ' T - [v_ 5. 1"
X, = Vi . cosmm (o] %y + T [vm coswm] u +

X .« cosd
2 v cos«pm Ol x

o o]

2
+ system noise

o] (4.6a)

z, = X, + measurement noise . (4.6b)

In this notation the parameter determination problem of the guidance feedback law
is cquivalent to the output feedback control problem

u=8-z, , ' (4.6c)

such that the system matrices of the control technique can be obtained by com-
parison of eq. 4.6 and eqs, 3.1, 3.8.
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. The deviation model is not extended to include missile d/namics or coloured noise
shaping filters by reason of low realization effort

e The noise terms in the deviation model fer. 4.6) give regard to. disturbances in
the steering law measurements {zp and z3) and to disturbances in the feedback law
measurement zj. They are modelled approximately by white Gaussian noise. The
spectral densities of glint and thermal noise include the target range dependency,
i.e. the design model depends on the dAifferent enqaglng situations.

° The weighting matrix ©(t) provides for free parameters of the design procedure.
They are weighted by increasing functions of the time to express the increasing
demand on system accuracy during missile-target approach.

Summarizing the design model consists of the cystem matrices in eq. 4.6, approximately
modelled noise statistics and a free parameter containing weighting matrix.

(11) Guidance solution based on an approximated design model:

For a first guidance law design using the control technique (eqs. 3.8 # 3.10) the design
model is based on the approximations Tp{t) ~ Fpo + v, - (t-tg) and cosPp(t) s 1. Hence
only the target range ri(t) is needed as additional informatlon for target-depending
modelling of the noise statistics. Due to the principal character of the investigation
target range r¢(t) is assumed to be measured noise-frece.

To find suitable free desiqgn parameters in the weighting matrix 6(t) an iterative design
procedure leads to feedback parameter. functions B(t) which are illustrated in fig. 4.4,
case 2 for the three engaging situations under investigation. The associated distribu-
tion parameters of terminal miss distance are given in table 4.1, case 2. Essentlially
it can be stated that a performance improvement of about 23% is achieved by

. éalculating a time-dependent parameter B(t) by an on-line algorithm with low
realization effort (second-order design model) and .

s the target range rg(t) as additional information.

(111) Guidance solution based on a lead angle adapted design model:

A further improvement of system performance can be achieved if the functions T (t) ana
cos@p{t) can be realized. This enables

. a lead angle adapted design model (eq. 4.6) and

Y lead angle adapted quidance law parameter according to the kinematlc guidance
law (eq. 2.48):

®; = Ty(t)/cos o (£) 5 ny =2V, , (4.7a)

kp = B(t) - T (t)/cos @ (t) . {4.7b)

The functions ?m(t) and Gm(t) can be evaluated e.g. by an integrating function generator

£l L= == = —_—1 - -t =

e, = Vi rm cos [ + vm amn ; wm(co) = mmO (4.8a)

r = v ot oces o : rm(to) = Io (4.8b)

— = P — ___1

o, = arc sin(e (ey) rpo vl . (4.8¢c)
The initial line-of~sight angular rate st(to) can be obtained from the initial z?(t
measurement. The term &dp,(t) representing the steering law acceleration in eq. g can

be approximated by the feedforward term in tke guidance law: apn(t) = uy(t) - z;(t) +
5 25(t). Hence this solution approach does not require additional informdtion but
additional realization effort.

Repeating the iterative design procedure a different set of free parameters in the
weighting matrix @€(t) produces the parameter function 8(t) in fig. 4.4, case 3 and the
distribution parameters in table 4.1, case 3. The further performance improvement of
about 16% to total 35% can be explained by the following:

. The mean terminal miss is reduced due to the adapted steering law.

° The improved steering behaviour necessitates a less feedback gain (fig. 4.4)
such that the standard deviation of the terﬁinal miss distance decreases.

This result corresponds to the familiar control design experience of unburdening the
feedback control by a proper feedforward control to obtain improved system performance.
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4.2 Application of Optimal Filtcring .and Control Technlqucs to Proportional Navigation
Guidance Law Design

As shown in chapter 2.2 proportional navigation can be treated within the framcwork of
the kinematic guidance law of the two-point qguidance principle. Furthermore it was

‘rointed out that the feedback part of the guidance law can be extended with regard to

real world effects. 1In this sectinon an excmplified investigation illustrates the possib-
le performance improvement by applying the Gaussian, quadratic nptimal control technique
(chapter 3.2) with special rcqgard to missile dynamics, stochastic noice and target ma-
noeuvres. In addition the problems of final-time dependency and rcalization effort are
emphasized.

To simulate different quidance loops the “eal world model as shown in fig. 4.5 is used.
Essentially it is characterized by the noniinear kincnatics, which are driven by the
states of target and missile motion. Two target engaging situation arxe considered:

case I: ri{tpg) = 3000 m ; olty) = 1.9°
vnlto) = vplt) = 750 ms=1 ; apltyg) =0 g ; 8 (ty) = olte)
velto) = vi(t) =250 ms~1 ; ag(ty) = apl{t) =0 g ;  Eplty) = 180° ;
case II: r{tg) = 2000 m ; o{ty) =0° ;
vplte) = vplt) = 750 ms™1 ; a,(ty) =0 m/s? ; 8, (to) = alty) ;
velto) = ve(t) = 250 ms=1 ; aglty) =549 ; o (t,) = 1800

The missile dynamics are characterized by a linear second-order model with a constraint
on the commanded acceleration input. The sensor cquipment (fig. 2.7) consists of a tar--
get-tracking radar unit providing for measurements of the line-of-sight angular rate

o(t) and of the closing velocity f(t). A sccond-order model approximates the servo dy-
namics of the senscr.

Glint noise €g) (t) and thermal noise €rh(t) are modelled as coloured and white noise re-
spectively wiih range depending statistics. The closing velocity r is assumed to be mea-
sured noise-free. The simulation applies the stochastic linearization approach [21].

For reasons of comparison a conventional guidance faw design is performed using the pro-
portional navigation law

a =-A . .0 5 (4.9)

mn n
According to the considcrations of section 4.1 about the comparison of different guidance
laws and the design under various flight conditions the performance measurc N in eq. 4.4
is used to optimize the cystem behaviour and to compare the results. Minimizing the per-
formance measure I1 with respect to the navigation constant Ap as the only free parameter
in this design case the terminal miss distribution parameters shown in table 4.2, case 1
are obtained.

To improve the system performance by extending the propontional navigation law with res-
pect to the real world effects as shown in fig. 4.5 the approach of the Gaussian, quadra-
tic optimal control techniique is used. As a realization requirement the computatioral ef-
fort is to be kept low.

Following the solution of the controller design technique in section 3.2 the design prd?
cedure is separated in a filter and a control law design.

To get estimates X(t) of the real world states the Kalman-Bucy-Fi{fter algonithm (eq. 3.3)
is applied. It uses a real world model of order 8 containing the kinematic states o(t)
and o(t), the missilc and servo dynamic states and the glint noise. 1In addition a first-
order Markov-model is included for target accelcration modelling [21}). To avoid the sin~
gular filter case the measurement z(t) is superposcd by an artificial white noisc. Since
& is described by the nonlinear differential equation (2.3) a first order Taylor expansion
about the ncminal conditions (2.9) assuming constant target- and missile velocities was
done. Therefore the filter model requires information about the nominal conditions T(tg),
c(to), et(to) and the velocity ratio iy. The nominal range ¥p(t) is approximated by

Tplt) = Tplty) + r{t-t_). Due to the principal character of the example possible consi-
derations about low-order and/or constant gain filter design are beyond the scope of this
section.

To avoid the disadvantage of the quadratic eptimal control tcchniquc, i.e. the fipal time
dependency of the solution, requiring high on-linc computational cffort in the casc of
chanying final time, it is suggested to use a flight-constant, but initial condition de-
pending fecdback vector kco(tp) for state mstimate fecedback. Hence the extended guidance
law [s given by

R T -
amn(t) * kc(to) x{t) . (4.10)
The ddesign problem consists of finding o.c suitable set of weighting matrices for the
control technique {eq. 3.5), such that the pre-launch computed fcedback vector ke(ty)
causes a satisfying system behaviour in the sense of the performance measure I in eqg. 4.4.
A suitable set of weighting matrices was found by trial and errcor. The resulting feed-
back matrices for the considered flight situations are shown in table 4.2, case 2, They
coribine the estimates of line-of-sight anqular rate, of missile dynamic states and of tar-
aet manoeuvre to produce the guidance command {(eg. 4.10). The improved system performance
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of about 45% can be briefly explained by the following

The mean terminal miss is reduced due to fast target manoeuver detection by
the filter combined with a damped flight behaviour due to the control law.

The standard deviation is diminished by the low-pass character of the filter.

This shows

the efficiency of applying optimal control techniques to the considered

guidarnce law design problem.
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@ target condition verformance
o L
8 measure
g‘ 1 3 (L, = 1og)
~t
3
] °d(°3) dm(tf) od(tf) dm‘tf) od(tf) n
I 3.30m - 3.60m 4.95 m - 0.05m 3.00m 1.0
11 2.45 m - 2.65m 3.70 m - 0.20m 2.55 m 0.77
I11 2.25 m - 1.7 m 3.5t m 0.0 m 2,15 m 0.65
Table 4.1 Numerical results for line-of-sight guidance law comparison
cage 1 case 2
engaging condition engaging condition
I II I II
Control Gatn Aopt = 4.6 kc = [o] .kc - [e]
5234 5995
~15.3 -24.6
-1.4 -2.3
[¢] [¢]
[¢] [¢]
[¢] [¢]
_-1.5 B L_-l.9 =
mean terminal miss [m} 1.4 1.3 0.0 0.1
standard deviation terminal
miss (m] 3.1 4.4 2.77 2.74
performance measure I, .
(Lt = 10 m) 1.02 0.56
[}

Comparison of conventional proportional quidance law (case 1) and optimal
cantrol techniques {casc 2)

Table 4.2
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TESTING OF MISSILE GUIDI.NCEl: AND CONTROL SYSTEMS

by
Philip €. Gregory
Martin Marietta Corporation, Aerospace Division
P.0. DBox 5837
Orlando, Florida 32855 U.S.A

SUMMARY

Improved techniques of testing and data recovery which permit accurate math model-
ing of flight systems have been an important adjunct to the increased growth of simula-
tion. Early simulatinns tested irdividual components such as the inertial instruments
in physical environments, but as terminal auidance sensors developed, interaction be-
tween the physics of the sensed information and the system led to increcased ground test
complexity.

Television, semi-active laser, infrared, and radar simulation rooms are being
giouped around a central computer facility which can service each in turn and which can
provide some limited functions for each simultaneously. 1In some cases these technolo-
gies are combirad. As an illustrative example, in this paper an improved radar guidance
laboratory which allows simultaneous infrared simulations for developing and testing
point tracker radar and IR duzl mode quidance systems is descikibed. These guidance sys-
tems must be tested for target acquisitior, discrimination, and tracking capabilities
under precisely controlled conditions in a dynamic, real-time, simulated environment.
The radar guidance types can be passive at 3 to 5 or 8 to 14 microns.

A short review of system requirements is furnished, and the major laboratory sub-
systems are described, with emphasis on the features of the rotational and translational
motion systems, anechoic chamber, linear array target antenna system, radar generation
system, IR target system, and computation. The principal new design features of this
laboratory are the linear array target antenna system and the radar generation system,
which provides for four distinct radar emitters, each of which can simulate simultane-
ous, indepandent RF sources. These sources can be surveillance, surface-to-air missiles
(SAM), search or early warning radars, plus radar returns from illuminated targets, and
all types of pulsed and continuous wave ECM signals. Phenomena, such as atmospheric
attenuation, Doppler shift, target cross section deviation, and glint are also simulated.
Criteria used to specify the required system performance, the reasons for criteria selec-
tion, and the laboratory test results are also included.

The costs of acquisition and operation are also identified. An important con-
sideration is the expected life of the facility. Technology is continually changing
and five to ten years is the limit of useful life without modifications. Examples of
obsolescence and modifications of an electro-optic laboratory are given.

INTRODUCTION

Most simulators have been built specifically to save monev, even though it is
rather difficult to determine the cost tradecoff. However, if the simulator is to solve
a problem that would involve considerable risk to flight vehicles, or if it were ex-
tremely difficult to provide the tactical environment, then the discussion on cost ef-
fectiveness can be put aside and only the cost of the simulator is of concern.

Nowhere is this more true than in the case of the missile point tracker homing
radar guidance system. The extreme difficulty of testing critical performance factors
of modern airborne point tracker homing radar guidance systems in actual missile flight
tests makes implementation of extensive flight test programs essentially impossible. If
such flight test programs could be implemented, cost would be prohibitive. The techni-
cal difficulty lies in the fact that realistic, high performance multiple targets, in-
cluding decoys, cannot be repeatedly provided to test radar secker cuidance system ac-
quisition, tracking, and discrimination capabilities under controlled conditions.
Examples of radar-quided missile systems which have multiple air target discrimination
and maneuvering high performance target capabilities are strategic long rance bomber de-
fense missiles, long range tactical air defense missiles, and advanced tactical air-to-
air missiles. The more sophisticated the targets which these weapon systems must -
engage, the higher closure rates, and higher target maneuvering rates, make safe, real-
istic flight tests all but impossible. Table 1 presents a partial list of technical
prohblem arcas which require experimental evaluation for advanced air tarvset guidance
systems, in the proper context of the intended mission and anticipated R and tactical
environments.

A point tracker homing gu.dance system tracks a point source which appears to be
located at infinity and can be electro-optical, laser, infrared, or KF types, or com-
binations of these. The RF point tracker guidance system can be passive, semi-active,
or active, Srecific characteristics follow.

1 Passive system - 7he missile homes on a target which is emitting a radar
signal, such as a tracking station. Here only the characteristics such
as frequency, antenna pattern, and signal strength nced to be provided.
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Semi-activ~ system ~ The target is illuminatcd by a source external to the
missile. - Again, a signal duplicating that emanating from the target must
be furnished for the missile. But in addition to this (for most semi-active
systems), pulses of the proper frequency, timing, etc., which the missile
would rezeive from the ground station must bc supplied.

i~

Active system ~ The frequency, timing, etc., of the return pulses must be
derived from the radar transmitter aboard the missile.

jw

TABLE I

Typical Mission Requirements not Capable of
Evaluation Using Flight Tests

Mission Requirements Potential Tcchnical Problem for Guidance

1. Home on target Main lobe clutter rejection
Guidance signal crosstalk

2. High closure rate Maneuver limits
Acquisition sensitivity
Radome induced anomalies

3. Low altitude impact Multipath guidance

4. Formation targets Target discrimination
Guidance processing logic

5. All weather ' Guidance noise

6. High altitude Long range acquisition

Receiver dynamic range
Side lobe clutter rejection
Recelver sensitivity

7. ECM Target discrimination logic
Miss distance

Further, in addition to the single return from the target, which should include
such effects as scintillation, glint, and atmospheric attenuation (e.g., rain), other
elements of the environment may be included. There may be multiple targets or decoys,
ground clutter, multipath returns, and a number of simulated ECM signals.

The RF point tracker system operates as follows:
Use +~ Provide update target position information.

Techniques - Active tracking in range, angle, or Doppler (or range, angle,
and Doppler), or passive tracking in angle, frequrncy, PRF,
. etc., ot emitting targets.

Unique Processing - Clutter, multipath, glint, ECM, multi-targets, etc.,
rejection, or discrimination, or rejection and
discrimination.

Problems -

Glint

Scintillation

Multipath

Sensitivity

Clutter

Electromagnetic environment
Multiple target environment

Sensor errors

Kinematics (scenario and placform).

A further complication is that advanced guidance systems may be multimode and
therefore able to hand-over from one guidance mode to another (passive RF to active
RF, or RF to IR, etc.) on diffecrent frequcncy bands.

Four clements of simulation are required to subject a missile guidance system to a
simulated environment which approximates a large part of the flight envelope.

1 A target which the missile can fly against in as near a real-world environment
as possible,

2 A seekecr system to track the target and issue guidance commands.

3 Computers to convert the guidance signals to control surface positions, simulate
the aerodynamics and klnomatlcs of the m15511e, and control the missile
environment.
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4 A transport system to maintain the spatial relationsuip of the missile with
respect to the target.

During the 197n's many government and commercial organizations designed and built
testing facilitics in an attempt to furnish valid simulations. One of these, still
in operation, was built by Martin Marietta at Orlando in 1966. The facility allows the
designer to:

Determine the guidance system characteristics;

1

2 Measure the guidance system performance;

3 Evaluate and optimize thc seeker performance over the extremes of its
environment;

4 Integrate the guidance system with the missile prior to putting hardware in

the field and well in advance of flight testing.

The guidarce development center has been continually cxpanded and consists of an
electro-optical guidancz laboratory, an RF/IR point tracker guidance laboratory, an RF
correlator guidance laboratory, a pilot display laboratory, and a computer laboratory.
This paper will discuss the RF/IR guidance laboratory, with primary emphasis on the
RF aspects.

The RF/IR guidance laboratory was recently expanded to provide a capabilicy of
dueveloping and testing advanced point tracker RF and IR guidance systems well into the
1980's. Thc overall simulation requirements generated during an extensive preliminary
design study are:

1 Perform full mission, real-time, closed-loop dynamic simulation.

2 Verify miscile system capabilities to search for, acquire, and accurately
track targets in the presence of ECM and evasive flight tactics.

3 Test critical performance factors o¢f modern air target hioming radar and IR
guidance systems.

4 Allow full mission hand-off from cne guidance mode to another.

5 Perform simulation of active, semi-active, and passive radar systems.

6 Test under repeatable conditions.

7 Perform systam integration and checkout prior to flight test.

All of these requirements aie important; howevcr, items 2 and 3 really represent the
main reascns for simulation. : .

THE RF/IR GUIDANCE LABORATORY AND ITS MAJOR SUBSYSTEMS
1. General

Figure 1 shows the original layout of the guidance development center. The radar
guidance laboratory interfaces with the computer laboratury and operates independently
of thc rest of the GDC. A block diagram of a point tracking sensor is shown in Figure
2. The sensor uses either a conical scan or a monopulse system to kecp the antenna
gimbal pointed at the target. Gyros mounted on the gimbal and pickoffs on the gimbal
are used to providc steering signals to the missile. This type of tracking is in widc
use with conventional airborne radars to track targets which can be characterized es-
sentially as point sources of radiation.

To understand in more detail how this is accomplished, consider the four simulation
elements previously mentioned. For the target, the laboratory must furnish a radar sig-
nal which "looks" like the signal the seeker is designed to track. To provide the RF.
environment, it is necessary to have a shielded anechoic chamber and an extensive RF gen-
eration capability. The shielding isolates the system from all the unwanted radiation of .
the outside world. The anechoic chamber prevents spurious reflection of the signals
transmitted in the laboratory. The RF generators must cover the range of modern tracker
systems, and must provide for the other clements of the RF environment. GDC equipment
can cover the frequency range from upper UHF to Ku-band (0.5 to 18 GHz). The seeker,
while usnally supplied by the customer, must be interfaced to the lab.

All of its guidance signals must be converted to dc analog voltages for thc com-
puter simulation, and all radar signals except those cominc from the target and the
target environment must be exchanged with the proper lab devices. If a hardware (instead
of a simulated) autopilot is used, such accelerometer and rate gyro signals as it
requires must be provided in the proper form from the computer simulation. A simu-
lated secker is also usually mcchanized on the computer for lab and computer checkout.
With the seeker mounted on the thrce-axis flight table, the steering signals from the
seekcr hardware are used to drive the mathematical model simulated on the computcr.

The output of thc mathematical model provides input signals to the trarslation and
rotational drives. Thc target transport system positions thc targect in the Y and 2
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Figure 2. Point Tracking Sensor

positions to simulate the missile lateral and vertical translations. The sixth degree
of freedom, longitudinal range, is electronically controlled as power, as a function of
range.

A block diagram depicting the overall simulation of a missile in flight is shown
in Figure 3. It is composed of computer performed simulation, translational and rota-
tional degrees of freedom equipment, a target model, and « guidance seeker package.
The GDC gimbal (3-axis flight table) provides the missile reference frame bused on an
inertial reference frame. All forces and moments on the airframe are calculated from
the missile reference frame. Division by mass properties (inertial) then gives the
accelerations in the same frame. Integration of these accelerations, then, gives the
translations (u, v and w) and rotational (p, q and r) velocities in this body frame of 3
reference. These velocities must then be transformed to an inertial frame of reference i
to be corrected for commanding the velocities of the three degrees of translation. Thus,
by adding the three degrees of translation, the true dynamic spatial relationship of the
missile rerlative to the target is oubtained. By having this angular and rotational in-
teraction, closed-loop simulation permits the computer representation of the aerodyna-
mics, kinematics, autopilot, and actuators to experience the same dynamic environment
that the seeker experiences under actual flight conditions. Even launch dynamics and
wind buffeting effects can be simulated with realistic forces being applied to the
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seeker under test via the three-axis table and its translaticnal capability.
‘Presents a sketch of the simulation configurations.

1 Anechoic

2 Two-axis
vertical

3 Two-axis

4

2

s

1

8

The main elements are:

chamber inside an electromagnetically shielded room;

electromechanical transport system which provides lateral and

translation of the target antenna system;

gimbal for rotation of the target antenna system;

simulation.

IR generation system for point IR sources;

Target antenna vystem which provides RY radiation;
Three-axis gimbal for real-time rotation of the system under test;

RF generation system which provides RF signals for radiation;

Hybrid computer for computatioh in dynamic closed-loop, real~time

MisSs
OISTANCES,

Figure 4. Simulation Configuration

2, Anechoic Chamber and Shielded Room
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Figure 3. Missile Flight Simulation
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® 6 OOF MISSILE SIMULATION

RF SCENARIO

1

v

RF SOURCE NO.

RF GENERATOR (UHF — Ki BANO)
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RF SOURCE NO.3

RF SOURCE NO.4

¢ PRIMARY TARGET
+ SCINTILLATION & GLINT
+ MAIN LOBE CLUTTER
+ CN.GOAKL ECM

® OECOY/ALTERNATE TARGET

+ STANOOFF ECM
+ SIOE LOBE CLUTTER

* MULTIPATH

+ GROUNO ECM
+ SIDE LOBE CLUTTER

The anechoic chamber (Figure 5) is 25 feet high, 25 feet wide and 32 feet deep.

The chamber was specified to provide anechoism from 0.5 to 18.0 GHz, although it will
operate very we.l up to 50 CHz at a reflection level ranging from 30 to 45 dB on axis.
an electromagnetically shielded room which is specified
for insertion losses for plane waves greater than 80 dB from 0.5 to 50 GHz, and greater

The chamber is located insid

than 70 dB for electric fields from 200 kHz to 1 MHz,
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3. Three-Axis Flight Table

The flight table located in the back of the anechoic chamber countains the guidance
secker and electronics. The flight table carries the seeker through three-degrces-of-
freedom: pitch, yaw, and roll in that order of sequence. The flight table ¢an accept
a sceker package up tc 14 inches in diameter weighing up to 100 pounds. Its main per-
formance parameters are:

Pitch Yaw Poli
Displacement +120 deg about +45 deg 360 deg
vertical centinuous
Velocity {(max} 200 deq 200 deg 750 deg
Accuracy - 0.05 deg 0.05 deg G.05 deg
Bandwicth 15 Hz 15 Hz 20 Hz

4. Two-Axis Translational System

The translational system is located at the transmitting end of thé anechoic chamber
and consists of the horizontal beam and supporting columns as well as the lateral car-
riage. Trajectory motion of the missile in the lateral and vertical direction is pro-
vided by motion of the translational system carryir, the transmi;tting linear array tar-

get antenna system that .he seeker is tracking. The main characterictics of the trans-
lational system are:

Lat :ral Vervical
Displacement 22 feet 22 feet
Velocity (max) 4 feet 6 feet
Accuracy - 0.25 inch 0.25 inch
Bandwidth 3 Hz 3 Hz

5. Two-Axis Gimbal

The two-axis gimbal assembly (Figure C) is located on the lateral carriage. The
main function of the gimbal is to point the linear array target antenna system toward
the seeker contained in the three-axis flight table as the two-axis translational system
moves about in the chamber. The separation of the centerline of the two-axis gimbal is
25 feet, with the lateral carriage centered at the transmitting end of the chamber. The

gimbal is designed to position a 250 pound pay.oad. The main characteristics of the two-
axis gimbal are:

Yaw Pitch
Displacerert ¢ 425 deg +25° deg
Velocity (max) 15 deg 15 deg
Accuracy 0.1 deg 0.1 deg
Bandwidth 10 Hz 10 Hz

e

Figure S. Anechoic Chamber

Figure 6., Two-Axis Transitonal
and Gimbal Assembly
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6. Linear Array Target Antenna System

The linear array target antenna system (Figure 7) consists of #n electronic tee
array of 13 lou periodic antennas which can move three simultaneous, independent RF
targets arwund the array. This array is mounted on the two-axis gimbal. A 16-bit
Nova-2 minicomputer is dedicated to positioning these three targéts on the array and
is under ~ontrol from the hybrid¢ computer system. '

7. RF Generation Equipment

The RF generation egquipment (Figure 8) for point tracker guidance systems covers
a range of 0.5 to 18.0 GHz, Two sets of RF generation equipment are used. One covers
from 0.5 to 12.4 GHz while the other covers from 12.4 to 18.0 GHz., The RF yenerators
are under hybrid computer control and form tlie RF pulses when commanded. The outputs
of these RF generators are fed to the target motion system.

8. The IR Generation System

The IR generation system is located on the two-axis gimbal beneath the antenna
array. The IR system is colocated with an RF antenna that can be operated independently
of the antenna array. The RF antenna operates between 12.4 and 18.0 GHz, while the two
IR sources can t ‘perated between 3-5 and 8-14 microns., This system is designed for
use for air-to-g 17 dual mode RF/IR guidance systems. .

9. Hybrid Computer and Software

The hybrid computer system, which 1z dedicated to operating the GDC laboratories,
(Figure 9) consists of Xerox Sigma-5 digital computers and several EAI 231-RV analog
computers.

In general, the analog computers accept the guidance commands of the seeker and
simulate the aerodynamics of the missile and target to determine the trajectory. The
digital computer controls the timing and processing of the radar signals for the target -
and other elements of the environment.

In addition to the system and hybrid
software, the software needed to generate
the electromagnetic and natural environ=-
ment 1is:

1 Target characteristics (Doppler,
scintillation, giint, range deley,
attenuation, pulsewidth change,

emitter characteristics}).
- 2 Environmental models (terrain back- ‘

, ; scatter, atmospheric effects, multi- S AT
i . path}. - 222223
Pl om e ot o
3 RF r i i i ST Y
3 un time liorary (attenuation, ™ e ki

pulsewidth, pulse delay, frequency). e S
s o

i L 3 Y Y L W)
ST LTy N AR

Figure 7. Linear Array Target
Antenna System

Figure 8. RF Generation Equipment

Figure 9. Hybrid Computer System
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MAJOR CONSIDERATIONS

The major considerations in determining the simulation systems specifications were
that the simulator provide a dynamic, real-time environment for a multi-mode guidance
missile system which would allow extensive tests and evaluatiuns to be performed. The
following simulation system specifications were established:

o Tracker types - point trackers, active and semi-active coherent and
non-coherent, passive

o Number of independent simultaneous targets - four

o Total field of view : 45 degrees vertical and horizontal

o Target angular rates - Up to 28 deg/s

o Hand~-over from one mode to another {(active, passive)

o Crossing targets

o Types of signals - CW or pulsed

o0 Operating frequency renge - 0.5 to 18.0 GHz

o RF power density at test aperture - 10 mv/m? (max) per target

o Dynamic range - 100 dB

o S/N ratio - 40 @B

o Maximum PRF - 320 kHz

o Frequency agility

Any frequency within a subband or a pulse-to-pulse basis Doppler shift caocability
is included for simulation of the radar types. It was felt that four independent simul-
taneous target types would be any form of decoys, main target, various ECM's clutter,
multipath, glint, and scintillation. Each of these target or environment types would
be a computer software model and woul” be called when needed. The nuvmber of targets
could be considerably increased providing the PRF rate of the tarqget is under 100 kHz.
These targets then could be time shared on a channel, each with independunt PRF rates
and pulse widths.

Ideally, the total field of view would be greater than 100 degrees because =i the
large gimbal look angles of radar guidance systems. However, since this woull Y. bpro-
hibitive in cost and very difficult to achieve mechanically, a 45 degree FOV s ivuil-
able in the GDC RF chamber. This is sufficient for most mission profiles.

The hand-over from one guidance mode to another is imperative for full miscs:on
system testing, to determine not only initial and final conditions, but to deteraine

transients and boresight psoblems. Calculations showed that it would be opti-unm to
achieve up to 140 mW/meter2 on the aperture system under test for simulator c.r.e-in

flight an¢l a large power radiant target in a passiv? mode. lowever, in actual .ractice
it is not practical to provide that much power becuuse of large TWT requireme..ts at the
source. The frequency agility requiremen: is necessary to follow the freauer. ' varia-

tion of the system under test.
PRINCIPAL NEW DESIGN FEATURES

The concept of an RF quidance simulation facility is not new; an RF guidance lab-
oratory was a part of the GDC when it was built in 1966 and consisted of an ope¢nh-ended
anechoic chamber, three-axis flight table, two-axis translational system and a very
limited S-band RF generation system. Computatinn facilities consisted of two enilog
computers. In 1972, the computational facilities ‘ere increased to the hybrid computer
complex discussed earlier.

The expansion of the original RF guidance laboratory to the one that now exists
incorporated new design features such as thc target motion system, the PF generation
system, and the FF/IR system.

1. Target Motion System |

Specifications

The top level specifications for the target motion system are summarized as
follows:
Operating Freguency - 0.5 GHz - 18 GHz

Number of simultaneous independent targets - fourx, inclurding decoys
standoff, and ou-board ECM, clutter, and multipath

Additional return s.gnal source capability - clutter, rultipath, and
ground band ECM

Ly R . H 5
\\“.. ; ‘/ & }/.\‘; O 3 } . _»—-’n .
e ' N AL A o/ T R PN
NG et AN A e S LTI



Multiple target angular separation - 0 to 9 degrees
Total field of view - 45 degrees
Relative target missile crossing angular rates

Velocity = 28 deg/s?
Acceleration = 19.5 deg/s2

Target positioning accuracy ($ncluding anecheic chamber RF and target
motion system) = +3 milliradians (rms) )

Polarization - linear (vertical or horizontal)

Maximum test aperture diameter - 11 wavelengths

RF power density at test aperture 10 aw/m2 (max) per té “t channel
Glint bandwidth - 10 Hz

Four basic radiating configurations were considered to meet these specifications, and
the following conditions or criteria of design were assumed:

|=

The test aperture diameter = Djj; 4 > 10 in at f = 12.4 GHz,

The aperture diameters that may be tested cver *he entire frequency region
of 0.5 < £ < 18 GHz w-e subject to both the rar-iield condition, R > 2.56
D2/1, and to the condition that the illumination across the test aperture
not vary by more than ¢ = 1 dB (+0.5 dB) for all except approach l. The
latter condition recuires that R > 3.337 dg/) D.

jeo

|w

The radiation path length = R may be 25 ft for approaches 2 and 3; the maxi-
mum chamber cross section is 20 x 20 ft. Ffor the large fixed array
(approach 4), 18 < R < 30 ft; for this case, the maximum chamber cross sec-
tional dimensions available for the array are L x L = 24 ft x 24 ft,

4 The array element spacing = d, > 6 in, based on estimated minimum element
size required for low freguency (> 0.5 GHz) operation. -

The four approaches were:

1l Fixed single or multiple radiating elements.
2 Multiple fixed and electromechanically drive elements.
3 Fixed and electromechanically driven limited dimension matrix array.
4 Fixed large dimension matrix array.
Approach 1

This approach was based on locating fired single or multiple radiating elements
on a vertical wall at the rear of the anechoic chamber. As the simulation of glint
and multipath was required and that the angle of arrival of the returas be controlled,
approach 1 was eliminated.

Approach 2

This approach used three individual servo-driven elements as target radiators.
The signals emitted are direct analogs of the actual RF signals that would be en-
countered in flight. Target-tc-missile relative motion is provided by moving the
target for trajectory simulation and moving the flight table to simulate missile short
period motions. The radiators can be moved relative to one another to represent tar-
get return, glint, decoys, ECM, and multiple targets, or combinations thereof. The
radiators are attached to the horizontal beam and are translated over the 20 ft x 20
ft extent of the anechoic chamber mouth.

Some particular limitations of this concept were:

1 The phase centers of the radiating elements cannot be colocated closer than
1.8 degrees.

2 Assuming angular glint with bandwidths up to 10 hertz as anticipated for
targets with 100-ft cross range extent at slant ranges as small as 1000
feet to be simulated, the position rates and accelerations upon triad would
become unmanageable.

Approach 3

The third approach was called the hybrid antenna system and uses two linear arrays
of two-element subarrays. The linear arrays are each of length L = 4 ft and form a tee
configuration. The entire tee array is moved electromechanically acrcss the anechoic
chamber mouth for large target translations. Vernier target motion and g¢glint simula-
tions are achieved by phase center scanning (PCS) within each two-element ribarray (each
representing a target source).
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For R = 25, the far field condition allows Dyjo 4 = 10.6 inches. Then, the element
spacing in each linear array will be dg = 0.767 Dy2.2 = 8.10 in. For L = 4 ft = 4¢& in =
(N-1}de, thcre arc N = 7 elements per linear subarray or a total of Np = 2N = 14 cle-
ments for the lincar tee array. Thc ratio D/X = 1 at 12.4 Gliz. To satisfy the test
aperture illumination criterion of +0.5 dB, the same D/) at frequencies above 12.4 GHz

must be maintained becausc de = 0.767 Djp_4 is fixed.

Three simultaneous targets were chosen to be simulated@ by this approach. Each two-
element subarray can handle all three targets and a crossing target capability exists.
As ¢ach simulated target is translated across each ribarray, thc nearest adjacent sub-
array element is switched irn to form a new subarray, thereby allowing a smooth hand-over
and translation of thc target centroid across each arm of the tee.

The linear tee array is a special and simplified form of matrix array (array of
subarrays) considercd in apprcach.

In order to maintain an attractive cost, the number of antennas was limited to 13
with options to add up to 120 more radiating elements at a later date.

Approach 4

This approach employs a large fixed matrix array which would be located on a wall
at the rear of thc chamber. Configuration of this approach containcd from 500 to 900
radiating elements. It consisted of radiating elements placed on an equilateral tri-
angular grid, forming three-element subarrays or triads. This system also met desired
performance criteria; however, it was eliminated because of cost and anticipated tech-
nical problems associated with the SPNgT switch where Ng = yp/3 = 34; the problem here
lies in its practical implementation for reasonably low insertion loss, high average
power handling, and rhase equality between outputs ports, for the entire 0.5 to 18.0 GHz
region. Further, this approach does not allow a combination RF/IR capability as no me-
chanical target motion is involved.

Selected Approach

Approach 3 was selected. The block diagram is shown in Figure 10. The antennas
chosen for meeting the broad frequency reguirement of 0.5 to 18.0 Gilz low mass and ease
of fabrication were log-periodic antennas. The base dimension is 8 inches and the
length to apex is 13 inches. Ordinarily, the 8-inch base dimension would render these
antennas useful down to 1 GHz (0.5))., By loading the elements of the array, these an- .
tennas can be made to operate down to 0.5 GHz. A gain of 7 d@B and a half-power beamwidth
of 70 degrees is characteristic of these structures.
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2.

RF Generator

Specifications

The top specifications for RF generation are summarized as follows:

Non-Coherent Point Tracker Channel Specifications

Freguency

Instantaneous fregquency diversity
Dynamic range

Amplitude resolution

Amplitude accuracy

Types of signals

Pulsewidth (pulsed mode)

Lowcr power {input to RF genr.<:tor)

S/N (broaéband)
Pulsewidth resolution
Range delay

Range resolution
Pulse repetition rate
Range rate

Range rate resolution

FACILITY COST

operating costs must be considered.
cost for a complete laboratory.
for example, radar, electro-optical,
ment and a-smaller increase in the other factors must be inclugded.

1.0 - 12.4 GHz
400 MHz

100 dB niinimum
0.2 dB minimum
+2 dB maximum
CW and pulses
50 ns to 80 us

~20 dBm minimum (internal coupler
provided for coherent ECM)

40 dB minimum

50 ns

1 ms maximum

50 ns

100 Hz ~ 100 kHz
13,000 ns/s maximum
50 ns/s

To determine the value of laboratory ownership, both initial acquisition and

Table II is a summary of the initial acgquisition
If it is desired to build more than one laboratory -
infrared - a corresponding increase in test equip-

When considering

recurring costs, it is evident that the most significant items are those associated

with labor.

The costs shown in Table III are represcntative.

TABLE II

Initial Acquisition Costs

Item 1979 $§ (millions)
Building 4
Computers
Test Equipment 11
Controls 2
Total 22
TABLE III
Operating Costs/Shift/Year
Skill Number 1979 $ {thousands)
Programming 3 150
Labor Operating 2 80
Maintenance 2 80
Supervision 1 60
Subtotal 370
Materials 1t of Hardware 30
Total 460

A previous lecture has shown the powerful economic and political justification for
sirulation; however, the global savings may not bc important to the immediate program

manager. Yf a facility is to be used extensively by projects, its wcekly rental chargcs
must be low. To establish a reasonable return on investment, the depreciation, cpera-
ting costs and profit must be established based upon expccted operation of the facility.
Ficure 11 illustrates the reduction in costs per week, as additional shifts are worked

N in the same facility. To. 1n rease operatlons substantlally beyond two shifts requires
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simulation facilities include at least two Simulation Laboratories such as shown in
. Figure 1. The multiple laboratorics also have the advantage of stabilizing work loads
and allowing for income while modifications and changes are being made.

With consideration of all the above aspects, it is apparent that this type of faci-
lity will cost $2,000,000 per year. Few countries or companies could afford such a lab-
oratory for their individual requirements unless thcre are multiple weapon developments
being pursued. The laboratory at Martin Marietta is currcntly running slightly below
four shifts-and rents laboratory time to the United States Government (Army, Navy and
Air Force), foreign govcrnments, and as a third priority to other commercial firms such
as Gencral Dynamics, which has conducted an F-16 weapons program there.

B0 —
70 —
60 wm
s {1000) 50 .
0 -

30 -

20

~ wde
Lo e
-

SHIFTS
Figure 11. Cost Per Week as a Function of Shift

ELECTRO-OFTIC IMPROVEMENTS

In an earlier lecture ("Laboratory Technique and Evaluation Methodology," Series #52},
the operation of an electro-optic facility to design and evaluate weapons was described.
buring the intervening time, technology has progressed o the point that such systems
are becoming obsolete. These weapons are constrained by the operator's acquisition of
the target through the weapon optics. This restricted the operator to limited ranges
and a relative small terrain area in front of the vehicle flight path. Now that it has
been conclusively demonstrated that tracking systems can hit the targets they are locked
on to, the weapon problem becomes one of finding the target at greater ranges. It was
necessary to modify the laboralory to permit evaluation of the more complex task. To
illustrate the changes required, let us examine a mission scenario.

If a helicopter flying through its tactical mission is considered (Figure 12),
the flight gunncr or pilot must perform a target search and detection through the wind-
screen with the unaided eye. Then, thiough the use of the optical sensor (the aided
eye) he acquires the target through the fire control display, and the recognition or
identification and tracking task is initiated. In some cases, the aircraft is maneuver-
ed into position through the boresight of the aircraft, or in others the fire control
gimbals are torqued to the line of sight, The weapons or turret alignment is thus
effectcd, and the task may consist of transmitting target coordinate and code informa-
tion., However, if the hclicoptcr is to deliver weapons, the missile launch seocuence
is initiated, and the weapon is fired and left to track the target automatically to
the point of impact.

As can be seen, there is heavy interplay betweern the man and the machine. Without
this interplay in the early development tcste, the total effectiveness of a system is
not known until after a rigorous flight test program has been performed or fecedback from
subsequent field operations has been received.

It is also worthy of note that in thc real world, scoring is accomplished in terms
of the end result which is singular in nature - "Was the selccted target hit?" This is
not su in the simulated world wherc check points can be used to determine where the
greatest man/machine errors exist.
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TARGET ACOUISITION
& HUMAN EYEBALL
® OPTICAL SENSOR
® LASER SENSOR

tISSILE PREP AND AIMING
& AIRCRAFT MANEUVER
¢ TARGET COORDINATE
TRANSFER
® MISSILE LAUNCH
SEQUENCE

H MISSILE FLIGHT
® GUIDANCE AND CONTROL

Figure 12. Helicopter System Mission

. The major subsystems to fully accomplish the simulation are the crew station, the
visual scene displays, the motion base, thc largc payload gimbal and the computer soft-
ware program (see Figure 13).

The terrain model is B0 by 40 feet with a large selection of optical tcrgets. It
can be scaled selectively from 1:200 to 1:1200 thus permitting extended target search
or terrain masking experiments. The lighting is variable between 200 and 2000 foot
candles with color mixing (Figure 14). :

The vehicle gimbal system (VGS) (Figure 15), is a versatile gimbal system that-ac-
cepts a large payload and is interchangeable with the present flight table provided in
the optical chamber. The gimbals are servo power driven. The gimbal order of yaw,
pitch, and roll is conducive to aircraft maneuvers such as those required for pylon turns.

/7 : ® TARGET ACQUISITION
: ® MISSILE LAUNCH
® MISSILE FLIGHT

OPTICAL
PROBE

FIRE CONTROL
D

Figure 13. Simulation Elements
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The optical probes move on a two axis transport over the terrain model to simulate
alt degrees of freedom and provide the pilot with both an out the window scene and a

14,

weapon system sensor display (Figure 16)}.

The crew environment is the cockpit area of a helicopter or aircraft.
lage sections provide a realistic environment ror the pilot and gunners to perform their
tasks on a six-degree-of-freedom motion base (Figure 17).
Six hydraulic actuators produce the degrees of
performance that will satisfy motion cues for helicopter and aircraft

for computer control.

kst gl i

D et

Figure 17,

Figure

Motion Base

l6.

FPigure 15,

Terrain Model

Optical Probes and Gantry

Venicle Gimbal Syctem

aActual fuse-

The motion base is designed
freedorm with a
flight simulation.
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‘One of several airc¢raft, ship, or tank cockpits (Figure 18) can be rounted on this
motion buse to provide a most realistic operator workload. The hybrid computers con-
trol these simulation elements in a variety of combinations to achieve specific mission
objectives.

Weapcn systems, fire control systems, equipment integration, pilot workload,
avionics corfigurations, sensor/display combinations, and other concepts are evaluated
for total system acceptability. These factors are rated for advantages and disadvantages
from an cperability standpoint, thus ensuring optimum system concepts before baseline
hardwar . is designed.

- ; CONCLUSION

Complex simulations of missile guidance and control systems are now within the state-
of-the-art. Such simulations hold the potential for reducing costs and schedules on de-
velopment programs. They can also increase system performance by allowing systematic
evaluation of variables. However, since weapon development can quickly make technology
obsolete, flexibility of the simulation facility's configuration and ingenuity in its
design are of paramount importance if the facility is to be cost-effective.

Figure 18. Helicopter and Aircraft Cockpits
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Application of Aan extendod Kalman fllter to an advanced
fire control system

A/NMAYBECK. P. 5.: B8/LUTTER, R. N. A/{USAF, Instlitute
of Technology. Wright-Pattwrson AFB, Ohio}: B/(USAF.
Avionics lLaburatory, Wright-Patterson AF3, Ohio) In:
Conference on Decision and Control., ano SymposiuT 2n
Adaptive Processes. {&th. and Special Symposium on Fuzzy
Set Thecry and Applications, New C~icans. La.,. Oecember
7-9. 1977, Preoceedings. Volume 1. (A79-14857 04-63)
Piscataway., N.J.., Institute of Electrical and Electronics
Engineers, Inc.. 1977, p. 1192-1195,

A8S:An extencded Kalman filter is developedg to aid the
tracking of an air-to-air missile from a maneuvering target
aircraft. The filter exploits knowledge of the dominant
aerodynamically induced 1ift and drag forces of a
non-thrusting missile employing proportional navigation
guidance. Th. filter provices both dynamic tracking
estimates tn a local inertial frame and estimates of
pertinent parameters ir:luding the propcrtional navigation
constant. Inttial research has established the feasibility
of this modeling approach to tracking filter development,
and current vfforts are fully exploring its performance
capabilities. The objective is a filter that will provide
both accurate, robust tracking estimates and meaningful
threat pregictive capabilities 77/00/00 79415018

Missile guidance for low altitude air gefense

A/NESULINE. F. W. A/{Raytheon Co.. Missile Systems
Oiv.. Bedford. f'ass,) In: Guidance and Control
Conference, Palo Alto, Calif., August 7-9. 1978, Technical
Papers. (A78-50159 22-0t) New York, American Institute of
Aeronautics and Astronautics, Iinc., 1978. p. 516-523.

A85:Practical dosign caensiderations for a low altitude
radar guided alr defense missile are presented. Low
altitude tarcet signals return to the receiver mixed with
large clutter signals from groundg and large multipath
signals from smooth sca. The doppler effect and the
Brewster angle effect are used to separati: true target
returns from clutter and nultipath contaminations. Sensor
design factors. including clutter and multipath rejeciion,
doppler resolution., and sensor stabilization are discussed
in the context of a ccrplete missile guicance and control
system, Basic contributors to miss alstance are discussed
with a quantitative miss distance example showing the role
of missile lateral acceleration capability.

AlaA 78-1317: 78/00/00 78A50216

Strapdown se¢ker guicance for tactical weapons

A/CALLEN, T. R.; B8/EHRICH. R, 0. A/(USAF., armament
Laboratory. Eglin Af8, Fla.): B8/(Rockwell Internstional
Corp., Columbus, ohiog) In: NAECON *78: Proccedings of ' the
National Aerospace and Electronics Conference, Oavton.
ohio. May 16-18, 1973, Volume 2. (A78-49851 22-04) New
York, Institute of Electrical and Electronics Engincers.
Inc.. 1978, p. 697-704.

ABS:A description is presented of the work accomplished
thus far in connection with a study which 12 to determine
the best combination of guidance law structure. signal
processing technicues, and achievable seecker and sensor
accuracy requirerents fcr the cffective use of strapdown
seekers with tactical guided wcapons, An evaluation 1s
provided of propcrtional navication utilized as the
guidance scheme for air-to-surface weapons with strapdown
seekers, Attention is given to mathematical mocdels of
air-to-surface weapons. methocds of generating line-of-sight
rates. seeker modcls and erro’ sources. and simulation
results. The results of the study thus far indicate., as
expected, that proporticonal navigation with reascnable
navigation gain 1s sufficiently sensitive to seeker and
scale factor errors to make implementatton extremcly
difficult. 78/00/00 78449928

Navigation computation in terrestrial strapdown inertfal
navigation systems

A/BAR-ITZHACK. I. Y. A/(Technion - Israel Institute of
Tachnology. ftaifa. Israel) 1EEE Transactions on Acrospace
and Electronic Systems, vol. &ES-13. Nov. 1977, p. 679-689.

ABS:Various computational schemes for computing the
translational 'velocity -and position relative to carth., &
computation which has to te gperformed by the processor of a
strapdown inertial navigation system, are ccmpared. 4
split-coordinate epproach .as scleccted tn which the
differential equations are sulved at different
computational rate¢s. The differential equations of this
scheme are developed and the assumptions on whiCh thne
development is fcunded are stated. It is shown that the
split-coordinate approach can be used only (f the
gravitational acceleration is assumed to be.plecewise
constant and {s updated at the slowest computaticnal rate.
Then the intermediate-rate computation has to be carried
out in an earth-fixed coordginate system rather than in a
local+*level, local-north system.

77/11/00 7842343



A low cost Glo navigation set for tactical weapons Aip Force Armament Laborztory. The sSystem ¢ zept

A/SCHMITT. A. F.: B8/DEPRIEST, C. D. A/ (Teledyne incorporates a low cost inertial guidance suusyStem with a
Systems Co.. Northridge, Calif.); B/(USAF, Armament GPS ‘Class M’ missile receiver. Attention is given to the
Laboratory, Egiin AFB. Fla.) Institute of Nav 'gation, program philosophy which encompasses concurrent development
Annual Meeting, 33rd, Costa Mesa, Calif.. June 22-24, 1877, of system configuration anag Class M Receiver by two
Paper. 14 p. ingependent contractors. and which will ultimately lead to
ABS:Tne Air fForce has begun competitive development of a free flight demonsirations of tactical GPS midcourse
Glcbal Pcsiticning System [(GPS) weapon guidance system fer guidance. 77/00/00 78415603
glide bombs and missiles. The primary objective of the
considered program is to develop and deronstrate a GPS
weapon midcourse guidance system capoble of reliable. Low cost inertial guidance with GPS update for tact:cal
handover "¢ iny one of scveral terminal systems. A GPS weapons
receiver navigates by maxing direCt ranging measurements A/COX, J. W. A/(USAF, Armament lLaboratory. Eg@lir AFSB,
from its position to four of eight transmitting satellites Fla.) In: NAECON ‘76; Proceedings of the National
in view at any time, The satellites’ precise positions are Aerospace and Electronics Conference, Dayton, Ohjo., May
furnished by data contained in a navigation message 18-20, 1976. (A77:37352 17-33) New York. Institute of
superposed upon the transmission of each satellite. A Elec*rical and Electronics Engineers, Inc.. 1876, p.
receiver of sirplified design., designated the GPS Class M 623-€25. .
Receiver, is to function in a mother-daughter approach ABS:The Air Force Armament lLaboratory has recently
together with the launch aircraft (the mc her). 77/06/00 initiated new efforts to develop a low Cost Inertiail
78417910 ’ Guidance Subsystem ({CIGS) for tactlical guicded weapons. The
efforts are to: (1) define the inertial strapdown subsystem
requirements., (2) design. develop and test an engineering
Tactical guidance requirements for strapdown i{nertial model LCIGS. and (3) cevelop new low cost ifnertial
A/MUELLER. C. E.: B/PHELPS., R. K.: C/SCHEIDENHELM, R, {nstrurents for long range 1mprovement of performance and
A/(Honeywell Systems and Research Center. Minneapolis, reguction cost. The result will be a cesign uata package
Minn.): 8, (Honeywell, Inc.. Defense Systems Qiv., suitable for a competitive, ncn-proprietary procurement of
Minneapolis. Minn.): C/{Honeywell, Inc.. Avionics Div., inertial strapdown subsystems. LCIGS will be optimally
St. Fetersburg. Fla.) In: NAECON ‘77: Proceedings of the designed to receive position and/or veloclity updates from
National Aerospace and Electrenics Conference, Dayton, alternative navigation schemes such as Navsiar Global
Ohto. May 17-18, 1977. (A78-15551 04-33) New York, Positioning System. A digital processor will be designed to
Institute of Electrical and Electronics Engineers, Inc,, handle system integration for a mcdular family of tactlcal
1477, p. 433-440. USAF-supported research. missile configurations. 76/C0/00 77A37432
. ABS:An analysis of tactical inertial performance
s requirements for three strapdown {nertial guiocance syStem
v mechanizations - pure inertial, RAC aided inertial, and GPS A guidance concept for air-to-air missiles based on
t:*l- aided inertial - is described. Cost-optimal performance nonlinear differential game theory
a requirements are determined for a family of powered and A/POULTER. R. A.; B8/ANDERSON, G. M, 8/ (USAF, ,
W uripowerad guided conventional weapons. Stochastic sensor Institute of Technology. Wright-Patterson AFE. Ohio) In:
S error modeling. velocity-matching transfer atignment. and NAECON ‘76: Proceedings of the National aAerospace and
‘}?{. optimal anag suboptimal Kalman filtering are also discussed. Electronics Conference, Dayton. Ohio, May 18-20. 1876.
'f}:,' 77/00/00 78A15604 (A77-37352 17-33) New York, Institute of Electrical and
X Electronics Engineers. Inc.. 1976, p. 605-608.
3.‘ i ABS:This pape: discusses a new guidance concept for
ﬂf}k' Tactical Giobal Positionirg System Guicance afr-to-air missiles based on differential game thecory using
?fz'l A/DEPRIEST. C. D. A/ (USAF, Armament Laboratory, Eglin realistic nonlinear system dynamics and kill probability as
5,4 I3 AFR, Fla.) In: NAECON ‘77: Proceedings of the National the payoff. Current missiles use proportional navigation, a
)34 Aerospace and Electrorics Conference, QOayton, Ohio, May feedback guidance method that is an optimal differential
L;-' 17-18. 1977. (A73-15551 04-33) Nev York, Institute of game pursuit strateqy if the intercept problem is modeleg
) Electrical and Electronics Engineers, Inc., 1877. p. as a simple linear system with quadratic cost. Wits, this
418-423. more realistic problem formulation. proportional navigation
ABS:The paper reviews the status of the Tactical Global is no longer optimal, Computer simulations of the intercept
Positioning System Guidance Program, which was organized to problem comparing proportional navigation to this new.

develop and test a demonst-~ation GPS guidance system at the guldance concept are presented for maneuvering targets.
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Constiderable increases In 4111 probabllity are achieved
with this new concept thereby providing the incentijve to
cevelop a real-time version. 76/00,/00 77437429

Morphological thinking on the synthesis of a beam-riding
missile system

A/MAHAPATRA, P. R. A/{Indian Institute of Science,
Bangalore. India) Institution of Electronics and
Telecommunication Englineers, Journal, vol, 22, oct. 1976,
p. 689-693.

AES:In this paper, the concept of morphological approach
to a general system cgesign problem, first evolved by
2wicky, has been applied to the case of a beam-riding
missile system. In a detailed study of the morphological
box for the system. such sub-system corbinations as are
feasible but not conventionally employed are brought under
close scrutiny to yield dimensions in which conventional
beam-rider system engineuring can expand to include the
technology of today. T~ particuiar case of the combination
of various types of terminal guidance system witn the
principal beam-riding guidance system has beer. studied in
some depth and detail, 76/10,00 77A28068

Cuvariance error analysis of a missile trajectory Iin an
atmospheric flignt

A/BAn-ITZHACK. I. Y.: B/BAR-GILL. A. A/{Technion -
Israel Institute of Technology. Haifa, Israetl) {Isragl
Annual Ccnference on Aviation and Astronautics., 1Bth, Tel
Aviv anc¢ Haifa. Israel. May 19, 20. 1976.) Israei Journal
of Technology. vol. 14, no. 1-2, 1976, p. 37-46.

AB8S:This paper presents an analysis of position and
orientation errors during *he atmospheric flight of a
missile. The autopilot employs body angle guidance where
true missile orientation is measurrd by a directional gyro
and vertical gyro. The analysis applies the covariance
propagation ‘echnigue to the error state vector. The
mathematical mocdzal is a six-degree-of-freedom model:
angular time constants >f the autopiloted missile are
negligible. ine linear state eqguation of the error vector
is obtained by a piecewise linearization of the nonlinear
airframe model atcut the reference trajectory. This
analysis is applied to an assumed model of a missile
simitar to the U.S. Navy Condor. It is conciluded that the
error sources., which are the major contributors to the
final error. are the wind, the error in the determination
of the zero lift drag coefficient, the thrust deviation,
the ceviation in the atmospheric conditions and the gyro
inftial misalignments and thelr drifts. 76/00/00
77415031 :

Laser inertial platform for Army missiles

A/JOHNSTON, J. V.. B/PUGH. R. E. B/{U.S. Army,
Missiie Commang, Recdstone arsenal., Ala.) In: Engineering
in a changing eccnomy: Proceecings of the Southeast Regicn
3 Conference., Clemson, $S.C.. &pril 5-7, 1976, (A76-47201
24-99) New York. Institute of Electrical and Electronics
Engineers, Inc., 1976, p. 221-223.

A8S:The system aspect of a laser nyro strapcdown inertial
measurement unit zppilcable to US Army missiles ts
examined. The sensor assembly contains a single triad that
mounts the three ring laser gyros and three acceierometers,
Attention is given to the unique conditlions for agplication
of laser gyro IMUs to Army missiies, the general parameters
of strapdown IMUS. strapdown ravigation software, operating
modes, and the performance evaluation system. 76/00/00
76447227 ’

Guidance of ballistic flight vehicles

A/MOGILEVSKII. v. D. Moscow, izdatel’stvo
Mashinostroenie, 1 ,/F, 20° p. Ir Russien.

AES:The book glves a systeratic exposition of the
funtamental questions of the theory of guidance of flight
vehicles with ba’ istic flight segment. at the same time
giving attention to the design of guidance systems and the
construction of basic guicance algorithms. After posing the
general problem of guicance and giving a formal dcscription
of ballistic motion, the book examines the probiem of
determining the optimal program for control of injection,
giving attention to single-parameter and multiparameter’
control laws. Synthesis of an optica: control law for
satellite rendezvous 1s also studied along with the problem
of autonomous navigation and simplifiedg methods for
controlling engine cutoff. 76 /00/00 76443424

A missile laser gyro rate sensor

A/MORRISON., R. F.: B/STRANG, C. B. A/ (Sperry Rand
Corp.. Sperry Gyroscope. Great Neck. N.Y.): B/(Martin
Marietta Aerospace, Orlandc. Fla.) In: Guicance and

Control Conference. San Oiego. Caiif., August 16-1B., 1976,
Proceedings. Conference sponscred by the American Institute
of Aeronautlics and Astronautics. New York. American
Institute of Beronautics and Astronautics. Inc.. 1976. 6 p.
Research supported by Martin Marietta Aerospace.

ABS:The paper describes tne Sperry SLIC-7 laser gyro.
destgned to satlisfy severe dynamic and environmentatl
requirements of an advanced 1nterceptor missile. Tne lcser
gyro has the folluwing design features: (1) a iow expansion
Cer-Vit material for perimeter stabillty: (2) ali-mirror,
multilayer dielectric corner reflectors: (3) a helium-neon
gas discharge tudbe; (4) a lock-1in avoidance mechantism: and
(5) a configuration which provides a unique arrangement Of
three axes of laser gyros integrated into a common
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structure. The laser gyro electronics assembly - signal

processor, laser gyro control, and power suppiy = is

described, and preliminary test results are presented.
AlAA 76-1967 76/00/00 76A41456

Command to line-of-sight guidance - A stochastic oprimal
control oroblem

A/KAIN, J. E.: B/YOST, D. J. 8/{Johns Hopkins
Untversity. Laurel, Md.) In: Guidance and Control
Conference. San Oiego. Calif., August 16-18, 1976,
Proceedings. (A76-41426 20-12) New Ycrk, american Institute
of Aeronautics and Astronautics, Inc.. 1376, p. 356-364,

ABS:A command to line-o¢-sight {CLOSt guidance design
approach using modorn stochastic coptimal control theory is
discussed. CLOS guidance requires .+ wide guidance banrdwidth
tn order to follow a threat maneuver. Yet the LOS noise
(beam jitter. innerent in any LOS tracking scheme must be
attenuated in orcer to prevent excessive conirocl surface
saturation. The stochactlic describing function (CAQET) is
used to modeir» the aerodynamic c¢ontrol surface saturation
nonttnearity allowing the ’linear’ stochastic optimai
control theory to be applied. Results from a sample
airframe indicate near optimal performance ursing a
realizable nonlinear guidance compensation against a
randomly mancuvering threat.

AlAA 76-1856 76/00/00 76441467

Large angle-of-attack missile cortrol concepts for
aerodynamically rontrotled missiies

A/ARROW, A.: B/YOST, 0, u. 8/(Johns Hopkins
University, laurel, Md.) In: Guidance and Cuntrol
Conference., San Dicgo. Zalif., August 16-18, 1976,
Proceedings. (A76-41426 20-12) New Yorx. Amerfcan Institute
of Aeronautics and Astroncutics, Inc., 1976, p. 247-254,

ABS:A coupled or cross axis autopftiot control concept is
presented which can provide a significant increase in the
usable range of anjte-of-attack for aerodynamicafly
controlled tacticai missiles wiihout an ¢ tendent increase
in either stcering respgonue time or roil channe! bandwidth.
ihe unioue frature of the coupted control system design is
that =adequate airframe stability can be maintained in the
presence of aerofynamic cross coupfing at large
angies-of-attack without either physicaily rolling the
airframe to a prefoerrec orientation with respect to the
airstream ur increasing the bandwidth of the roli system,
Stability s maintainecd by ‘intentionally c~oss coupiing
sensor signals arocng the -~ontrot channeis (t.e., roll
sensor signals 1nto steering control and vice versa) at
large angles-of-attack. In effect, the intentional cross
channel coupling partialtiy carcels the destabilizing effect
of the interchannal aerodynamic coupling.

ATAA 76-1944 76/00/00 76A41455

Radar guidance of missiles

A/IVANOV, A, A/{Raytheon Co., Bedford, Mass.)

In: International Radar Conference, Artington, Vva,.
Apri1l 21-23, 197f Record. (A75-45182 23-32) New York,
Institute of Electrical ard Electronics Ergineers, Inc..
1975, p. 331-335.

ABS:Guided missSile develonment dates from the latter
days of Worid war I]l. 0f the many types of guidance used.
the most successful has been semi-active radar homing. This
paper highlights the CW semi-active approach and presents
typical implementations of a misstle-borne seeker,
Extesion of thes2 systems t= other than CW waveforms end
ground radar considerations ar ~1S0 disCussed. 75/00/00

75445230

Fluidics 1n missile control systems

A/GRIFFITH., W. A. A/(U.S. Army. Misstle Research.
Development and Engineering Laboratory) Fluidics
Quarterly, vol, 6, July 15873, p. 31-42,

ABS:Fluidics components and systems have been used tn
experimental misslle control systems for the paSt decade.
The advantages of fiuidic systems In comparison to
conventional devices are evaluated. Fiuldic systems have
fewer moving mechanical parts. thereby reducing wear and
contamination, and increasing reliability ang storage life.
Attention is given to design conslderations, taking into
account a nufiber of problems which have been
satisfactorily so.ved. Fabrication technigues for use tn
the research and development of fluidic missile control
systems must be versatile and responsive. Some uf the
tecnniques currently used for missile fiuidics fabrication
are machining, etching. and diffusion bonding. 74/07/00
75414338

SLIC-7 laser gyro investigations
A/ABOALE., J.: B/DREXEL. W.
Neck., N, Y. i
ABS:This program is the initial pnase of an effort to
develop laser gyre techneclegy for application to fow cost
inertial misstile guidance systems. As part of the research
and development effort two investigations of SLIC-7 laser
gyrc were conducted: (1) thermal analysis ard (2) storage
and shelf life evaluation. The key to quick rea2 tlon and
performance stabifity is the cdeslign to minimize thermat
gradients and, therefore, thermal sensit!vities. Test
results disclose that the thermat gradients across the
discharge tuves are the key factors. Analyses ‘indicate that
the SLIC-7 gyro can meet the low therrmal sensitivity goals
and the storage and shelf life requirements postulated for
the missile guidance systems. G

AQ-AQ059028 S5G-4240-1027 AFAL-TR-78-32 78/03/00

Sperry Rand Corp.. GPea!'

- 78N13021



Laying and a ".ing study for advanced land combat systems, entire range of air-toc-air missile functions.. Further., the

part 2 Navy standaro eiecCtronic module (SEM), in either SEM-JA or
A/JOHNSTON, J. V. Army Missile Research and SEM-2A configurations. provides a practlcal means of
Oeveiocpment Command, Redstone Arsenal, Aia. {Technoliogy packaging the macromoduies and maintaining the standard
tab.) microbus interface.
ABS:New developments in {nertial equipment have led to AD-AD42466 BR-9448 77/05/04 77N3221D
new guldance mechanizations. Computer technology in the
past ten years has made outstarding advances In size speed,
and lcwer cost. These advances have brought to the A Kalman filter application to the advanced tactical
forefront the {mplementation of strapdown guidance. The inertial guidance system of the air-launched low volume
purpose of this report is to update a previous study to ramjet cruise missiie .
inciude strapdown mechanizations. A/VANQEVENDER., J. A. Naval Postgraduate School,
AD-A0Q54127 DRDMI-T-7B-43-PT-2 78/Q2/22 78N30076 Monterey, Calif.
. . ABS:A Montecario simulation 1s conducted to ascertain
performance of the ATIGS system which s a proposed
Laser-gyro strapdown inertial system applications air-launched cruise mlssiie configuration. The simulation
A/LEVINSON, E. Sperry Rand Corp.. Great Neck, N. Y, is cenducted within a local-ievel inertial frame consisting
(Gyroscope Oiv.) In AGARD Strap-Down lnertial Systems of down-range, cross-range., and up as primary reference
48 p (SEE N7B-26124 17-03) vectors. Efforts are made to measure the relative ef fects
ABS:Tne following laser gyro strapdown inertial systems associated with the intended pure pOsition reset provided
are cescribed: (1) tacticol cir to surface missile by a2 MICRAD sensor as compared with those effects which
micdcourse guidance: (2i shipboard fire control!: attituce could be expected from a linear suboptimal Kalman filtering
reference:. and (3) alrcraft inertial navigation. Mission scheme used In conjunction with the MICRAD sensor.
requi. ements system configuration, alignment techniques, AD-AQ039338 76/12/00 77N30156
and existing harcware and software are deiineated for each
application, Error anaiysis simulation and test data are
presented whlch demcnatrate the capacity of the laser gyro DME sunrface to surface missiie demonstration syStem
T system to mect the specific application requirements. analysis 18M Federai Systems Div.. Owego. N. Y.
B! 7B/05,u0 78N26130 ABS:System design, anaiysis and tests were performed in
% preparation for a joint U.S. Army/Air Force demonstration
) ',' flight test. This fiight test wiil involve use Of the Alr
} i; Modgular digital missile guidance, phase 3 Force Advanced Location and Strikes System (ALSS] Distance
%;m4u' A/LANGLEY., F. J. Raytheon Co.. Bedford, Mass. Measuring Equipment (DME) navigati{on and Quldance
ﬁgtf@l;, (Missile Systems Div.} techniques for ccatrol of a Hawk missilie on a
i!'}if AES:This report presents the results of the third phase surface-to-surface trajectory. Requirements are cgeflned for
G of a study tc investigate the feasibility of modular the i‘nterface between the CME Weapon Guldance Subsystem and
'T€2A§- digital guidince and control systems for air-to-air missile the Hawk flight control system. A ONME gata link antenna
VQ’AQ applications The studies involved the aralysis of system was designed, Scale model antenna pattern test
Tﬂ,f‘ﬁ functions for digital impiementation in all classes of resuits are presented which validate the performance for
;Zgﬁ}@ air-to-air missiles and the derdivation of computer the DME, Telemetry and Command Destruct antennas needed for
#‘1; [ requirements in terms of throughput memory.  architectural flight tests. A projected fiight test geometry Is defined
;;;ﬁ‘h‘ features, modularity and corcatible software relating the missiie trajectory and alSS ground station
iRy characteristics. Phase 11l validated the performance and focations. Functional requirements are identified for
e effectlveness of the macromocuiar microcomputer family moaifications nec"ssary to the ALSS software to provice
e wly defined In Phase II, on an ingividual module basis; as missiie countrol ouring the fiight tests.
fﬁx i whole microcumputers: and as federated microcomputer AD-AQ32155 1BM-7G6-L61-017 76/10/31 77N231B2
'}aﬂzi system: appited to specific generic missiie types., using
Kréﬁ.i digitai simulation techniques. In sumrary., the studies have
.ﬂa;};, shown that mocular digital guidance and zontrol! 1s both Simulation models and baseline guldance -and contro! for
;4”;§ﬂ feasible and effective In improving misslle performance and irdirect-fire missi.es with strapdown-inertial Quidance
8% 7 flextbiiity to coiunteract changing threat situaticns and A/JORDAN, W, E. Army Missile Research, Oevelopment and
ggzﬁﬂ- advancing technology. Using a common microccmputer bus Engineering Lab., Redstone Arsenal, Ala.
x 'ﬁ‘; interface. (micrcbus). a family of fourteen microcomputer (Guidance and Controil Oirectorate.)
e # L W macromodules. in various configurations. will support the ABS:The simulation models ard basel!ne guidance and
TG '
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control described 1n *nils ~eport were developed to define
performance requirements for the al~frame. propulsion,
guidance, autopilot. and conirol systems for
strapuwown-incrtially guided 1ndirect-fire missiles, A type
of proportlonal navigation guidance using missile to target
relative veloclty and gosition is cderived and has the
property of teing able to shape the missile trajectory for
range extension and instrument error minimization. Typical
fnputs fcr ineprti1al instruments and control system
performance and sizing are obtained.

£0-A024977 RG-76-41 76/01/00 TIN12102

Optimal multiple-arc trajectories for an all-aspect
air-to-air missile

A/LAWHERN, R, A. California Univ., tes Angeles.

ABS:A thrce-phase algorithm of steepest descent is
developed to investigate the nature of oc.imal turning
strategies in the all-aspect air to air missile. The
missile iIs aimreg in approximately the correct direction for
fntercepticn. The burnout velocity of the misstile {s
maximized with burnout veloc:ty angle constrained to the
proper direction for interception. The terminal line of
sight argle rate is minimized subject to a constraint on
terminal closing range. The alcurithm s tested in missile
engagements for which optimal behavior is known, Optimal
burnout velocity is typically obtained within 5% in 15
total 1!z2raticns of thz algorithm. During trajectory angle
optimization. accuracies typical o; miss distances less
then 100 feet are obtained for all engagements. Several
missile-target engagements are examined. 76/00/00
77M11082

Qut of llne of sight missiie link Optelecom, Inc..
Gat thersburg. Md.

ABS:This report describes develupment almed at producing
an optical f her communlication link between & missile andg

ts launch point for transmission of TV data from the

missile to the launch ro>int and commang signals in the
reverse dire. .icn. Optical fibers having a 1oss of 30 db/km
were fabricated that were paid out from a spool at speeds
of greater than 200 ft/sec.

AD-A024560 76/34/00 T7IN10421

Weapon delivery impact on active control technology
A/SMITH, H.: .'B/CARLETON, O. B/(AFFDL) Air Force
Armament Lab.. Eglin AFB. Fla. In AGARD Impact of Active

Control Technol. on Airplane Design 14 p (SEE N75-30027
21-01)

ABS:The need for cooperative efforts among the
laboratories,/test-organizations and users is empnasized to
improve and properly match aircraft pointing and armament

component accuracies to achieve the maximum ef fectliveness
with conventional weapuns. The Data Measurement Programs of
the Armament Oevelopment. and Test Center/Air Force Armament
Laboratory are discussed. including the results and plans
for the Instrumented Rack/Bomb and Gunnery Pipper/Fireline
Trace ang Impact Pattern Mode! Programs. The Active Control
Technology Programs of the Air Force Flight Qynamics
Laboratory including objectives, designs. and results of
the Tactical Weapon Oelivery (TweaD) Program are discussed.
The objectives of the Multimode Control and the Control
Configured Vehicle/Advanced Fighter Technology Integrator
Programs are delineated. It is concluded that incorporation
of active control technology and matched armament component
accuracies in future weapon systems shows pramise for
considerable improvement in the effectiveness of unguidea
weapons. 71/06/00 75N30040
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A singular perturbation analysis of optimal thrust control
with proportional navigation guidance

A/CALISE., &. J. A/(DOynamics Rescarch Corp.,
Wilmington, Mass.) In: Curference on Decision and
Control., and Sympgosium on Adaptive Processes, 16th, and
Special Symposium on Fuzzy Set Theory and Applications, New
Orleans, La.. December 7-9, 1977, Pro:eedings. Volume 1,
(A79-14357 01-631 Piscataway., N.J.. Institute of Electrical
and Electronics Engineers, Inc., 1977, p. 1167-1176.

A85:This paper derives a nonlinear optimal! thrust
contro! law for a missile using prcportional navigation
guidance to intercept a mancuvering target. It is shown
that using singular pertur' ation techniques combined with a
multiple time scaling approach leads to & control solution
that has an algebraic feedback forr.. A state transfermation
(similar to the energy state transformaticn used in.
aircraft anarysis) that can be used to extend the analysis
is also derived. Numerical results are given for a short
range alr-lanched missile, and comparlsons are made to
pgroporticnal navigation guidance with boost-coast
propulsion., The results show that optimal TMC greatly
improves performance for missile launches at hign aspect
angles relative to the target velocity vector. and when
launching from a lag condition relative to the
line-of-sight. 77/00/00 79A15014

Optical image processing for missile guldance

A/CASASENT, D.: ‘B/SAVERINOC, M. 8/(Carnegie-Mellon
Unlversity. Fittsburgh, Pa.) In: Optical signal and imzge
processing: Proceedings of the International Optical
Computing Conference, S5an Diego. Calif., august 23, 24,
1977. (A7C-11986 02-35' Bellingham., Wash., Society of
Photo-Optica: Instrumentation Engineers, 1977, p. 11-20,

ABS:The paper summarizes the results of a current
program in which optical pattern recognition (OPR) is
applied to missile guidance. The emphasis in the program is
on maintaining correlation In the presence of variocus image
dgegradations that invariably ocCccur betwe. : the {nput and
reference functicn. The two novel aspects of OPR that are
used to recuce the effects of such cdegradations are control
of ma‘tched spattal filter parameters and thz use of
space-variant OFR techniques. Various types of degradations
between on-line input imagery and stored reference imagery
are considered. 77/00/00 79411989

v

Millimeter wave secker technology

A/OLTMAN, H. G.: 8/8EERE., M, E, 8/(Hughes Aircraft
Cc.. « 1cga Park, Cailf.) In: Guidance and Control
conference. Palo Alto. Calif.., August 7-9, 1978, Techninal
Papers. (A78-50159 22-01) New York, American Institute of
Aeronautics ana Astronautics, Inc., 1978, p. 148-158.

AT 1 IR

ABS:The fabrication processes and tests conducted thus
far on the 94 GHZ microstrip integratec circult show the
feasibility for integrating a microstrip/dipole antenna on
the same substral® with other RF circuitry. Scaled
frequency tests showed Gocod results which were Qenerally
confirmed at 94 GHz. although microstrip line losses are
higher than waveguide losses when cOmpared on a basis of
equivalent lengths, such is not true when comparcd on a
basis of equivalent circuits. Losses for equivalent
circuits are essentially the same - about 0.8 d8 for the
described circuit. The approcach to fabrtcate 'seekcr
circuits using photo replicating techniques promises to
yield low cost, reproducible circuits, It remains to
integrate mixers and other seeker cOmponents to determine
performance 1imits, .

ATAA 78-1259 78/00/00 78A50176

Electro-optic guidance system integration as apptied to
missiles

A/KNIGHT, G. C.; 8/L0PEZ. J. 8/ (General Dynamics
Corp.. Pomona Dlv., Pomona. Callif.) In: Systems
integration ana optical design Il - Another look.
Proceedings of the Seminar, Reston, Va.. April 18-2%1, 1977.
(A78-430220 17-31) Bellingham, Wash., Society of .
Photo-Optical Instrumentation Engineers, 1977, ©. 110-116.

ABS:Consideration 1s glven to the integration of an
electrooptical gu'dance system into a missile seeker,
noting the active., semiactive. and passive guidance modes.
The optical system {s described with reference to the dome,
primary mirror, plane first-surface secondary mirror., fielg
lens, collectlicon lens, and gyrooptics system, The
integration of the gyroscopic and optical functions 1s
reviewed and the raim causes of gyroc drift are identified.
The guidance system is discussed in terms of the evolution
of the Redeye seeker. 77/00/00 78A40230

Solid-state active RF misstle secker - Future role In.
all-weather systems

A/MAURER., H. A. A/ (Hughes Aircraft Co,. Cancga Park,
Calfif.) In: Military electrcnics defence expo ‘76;
Proceedings of the Conference. Wiesbaden, West Germany,
October 6-8, 1976. (A78-14926 03-33) Geneva. Interavia,
S.A,, 1977, p. 172-i88.

AB8S:The paper presents some system considerations
concerning the use of solio state active RF missile scekers
1n all-weather air defense and air-toc-air missile systems,
Attention is then given to the role of active RF homing
guidance, principal supporting technologies, the solid
state RF power combiner, and advanced seekers, 77/00/00
78A14935 .
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An acaptive terminal guidance scheme based on an
exponential cust criterion with application to homing
missile guidience

A/SPEYER. J. L, A/{(Charles Stark Oraper Laboratory,
Inc.., Cambridge. Miss.) In: Conference on Decision and
Conirol, 6th. and Syrpostum on Adaptive Processes., 14th,
Houston. Tex.. Lecomber 10-12, 1975, Proceedings.
(A77-12426 02-66) New Yurk, Institute of Electrical and
Electronics Encinecrs, Inc,., 1975, p. 660-665.

ASS:For a }iea~ stochastic system minimizing the
expected value of an exponential function of a quaoratic
yields a control law for the terminal guidance problem
which operatos lincarly on the estimated states. The
control gains are explicit functions of the error variance
in estimating th2 stat¢. It is shown that the control gains
can be calculated by combining a precalculated matrix
cetermined by a backward integration .n time with the error
variance calculated forward in time. If the measurement
variance is cstimated in real time. then the error variance
must alsc be calculated in real time. The control scheme
will then be adantive ref'ecting the estinated quaiity of
the information. The adaptive control scheme is applied to
the terminal phase of a homing missile where the
measu.cement variance is estimated on-line. 75/00/00
77412453

A transformation approach to the terminal count~o! problem
A/SLATER. G. L. A/(Cincinnati, University., Cincinnati,

‘Ohio) ALAA Journal, vol. 14, Sept. 1976. p. 1206-1209,.

ABS:The ¢pplication of optimal control theory to the
terminal control problem is investigated. It is shown that
a transfcrmation to an alternate problem ylelds additic.al
insight into the structure of the cptimal control, and
oresents a convenient cumputational tool for znalytical and
nume~ical studies. In particular, 1f the performance index
is a ‘unction of only a few of the state vector components,
a significant reduction in the numerical 2ffort is
possible, and the Riccati matrix can be obtained by a
simple numerica)l quadrature. Application to a missile
guidance problem is analyzed. 76/09/00 76445754

Optimal and suboptimal guidance for @ short-range homing
missile

A/STOCKUM, L. A.: B/WEIMER, F. C. A/(Rockwell
Internatisnal Corp.. Columbus. Ohico): B/(Ohio State
Univers ' ty., Columbus., Ohio) IEEE Transactions on
Aerospace and Electronic Systems, vol. AES-12, May 1976, p,
355-361. i

ABS:Optimal and suboptimal guidance laws for short-range
homing missiles are developed and compared to the commonly
mechanized guidance law of proportional navigation. The
optimal controller is derived as an optimal feedback

regulator; the suboptimal controller {s an approximation of
the optimal regulator and consists of time-varying
proportional navigation plus a time-varying gain term times
a calculated tarnet acceleration., Monte Carlo studies of
the three controllers show that the optimal and suboptimal
controllers are much superjor to proportional navigation
for the case of combined constant target acceleration,
line-cf-sight rate noise. and missile acceleration
saturation. 76/°3/00

76434182

An adaptive terminal guidance scCheme based on an
exponential cost Criterion with azpplication to homing
missile guidance

A/SPEYER, J. L, A/{Charles Stark Oraper Laboratory.
Inc., Cambridge. Mass.) IEEE Transactions on Aytomatic
Control, vol. AC-21, June 1976, p. 371-375.

ABS:For a linear stochastic system minimizing the
expected value of an exponential function of a Quacdratic
yields a control law for the terminal guidance problem
which operates linearly on the estimated States. The
control gains are explicit functions of the error varlance
in estimating the state. It is shown that the control gains
can be calculated by combining a precalculated matrix .
determined by a backward integration in time with the error
varfance calculated forward in time. If the measurement
variance is estimated in real time. then the error variance
must also be calculated in real time, The control scheme
will then be adaptive reflecting the estimated qQuality of
the information. The adaptive c(ontrol scheme is applied to
the terminal phase of a homing missite where the
measurement variance {s estimated on-line. 76/06/00
76433308

Miss distance position and attitude measurement system
A/POLHENUS, W. L. A/ {Polhemus Navigation Sciences.
Inc., Burlington., Vt.) In: NAECON *75: Proceedings of the

National Aerospace and Electrcnics Conference, Dayton.
Ohio, June 10-12, 1975. (A75-37623 18-01) New York,
Institute of Electrical and Electronics Engineers, Inc.,
1975, p. 563-568.

ABS:This paper presents an overview of an
electromagnetic tlransducing concept which would appear to
make possible the measurement of rélative position and
attitude of @ missile during close app~oach to a target
drone. The concept {s being applied to a variety of very
short range guidance, control. navigation and position
determination prob.:ms. Based on performance of present
generation equipment 1t would appear feasible to provide a
miss distance position and attitude sensing system capable
of acquiring and tracking a missile when it is within 800
to 1000 feet of the target drone. Missile attitude would be

11-9
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an output of the system, 75/00/00 75A37695

The generation and application of c¢pture regions in
aircraft/missile engagements

A/SALMON, D. M.: B/MEIER, L., III B/{Systems Control,
Inc.. Paio Alto, Calff.) In: Annuai Allerton Cunference
on Circuit and System Theory, 1i1th, Monticello, I11.,
October 3-5, 1973. Proceedings. (A75-118B7 02-59) Urbana,
University of Illinois. 1974, p. 526-535. }

ABS:This pzper introduces the idea of a capture region
in the context of analyzing aircraft/missile engagements,
The capture region is the set of initial states of the
vehicles from which the missile can eventually 1ntercept
the aircraft no matter what evasive maneuvers the aircraft
makes. Techniques for nunerically generating Capture
regions are cescribed and some example applications are
presented, 74/00/00 75411893

Silicon waveguide line scanninn antenna for millimeter
waves

A/KLCHN, K. L.: B/HORN, R. E.:. C/FREIBERGS, E.:
0/JACCBS, H. Army Electronics Technology and QOevices
Lab., Fort Monmoutin, N. U, (C svacobs, Harold)

ABS:Recen. ¢amands for a very high resolution radar in
terminal ltoming for missiies and shelis and for radar
surveil  inc. in general, have generated a need for
ceveloping new concepts in low cost miilimeter wave
antennas. A means of provicding efectronic line scanning
rather tnan mechznical scanning is desirabie in orcer to
reduce system corplexity and high cost. It is especially
important to eliminate the use of gimbals to mecnanically
scan an antenna. since thev are expensive and slow, This
‘ paper describes the gdesign and experimentai findings of a
novei approach for a sido-looking electronic liné scanner
consisting of a cielectric (silicern) rectangular rod with
periodic per:urbations on one sige. Angular scan is
achieved by varying the frequency while the actual
numerical values of the scan angles are a function of
operating fr. juency, waveguice size (height and width) and
perturbation sgacing, An alternative approach was explored
where the fregquency was teld fixed and the effective guide
wavelength was varied electronically by mocdulating the
conductivity of a PIN cioce mounted on the dielectric
waveguide. Antennas were designeg for the n = -1 spacial
harmonic at operating frequencies in the 55 to 100 GHZ
range. ¥

AD-A0568456 78/06/00 79N11275

Coherent optical correlation in real time for missiie
terminal guidance

A/CHRISTENSEN, C. R.; B/UPATNIEKS, J.: C/GUENTHER. B.
0. Army Missiie Research and Oevelopment Command.
Redstone Arsenal., Ala. <

ABS:The use of area correifation In terminal gulicance
requires that the system cross correlate a2 stored reference
with the obsurvad scene ang have the capacity for hancling
varfations in aspect angle, rotation, scale ang intensity.
This correlation Must be made in real time at a Tow false
alarm rate. Digitai technigques can accecrmplish the preceding
requirements but have several limiting characteristics. The
number of resolution elements that can be processed is
limited by the aveilable core memory. Even with well-chosen
ajgorithns, a large number of muitipiications and agagitions
are required and these increase with the number of
resolution elements. Paraliei processing can reduce the
time required to perform this very large number of
operations but recuires increased complexity and cost.

AC-AQ56421 78/06/00 79N10114

Sandia inertial terrain-aidec navigation system

A/HOSTETLER, | 0O.: B/BECKMANN, R, C. Sandia Labs.,
Albuquerque, N, Mex,

ABS:The concept of utilizir, racar-derived terrain
profile cata for improving the guidance accuracy of weapon
delivery systems has received considerable attention in the
Quest of zero CEP. One of the more Success®ul conceptS. to
date. was the terrz.n contour matching (TERCOM) system
being deveiopec for cruise missile applications. Basically
it obtained a ns3ition fix by correiating a
radar-altimeter-cerived terrain profile with stored
topographicai -cata. The focation of the best match was
taken to be the position of the vehicie. A sequence o/ such
position fixes was usec to update an Inertiafi navigation
systems. :

SAND-77-0521 77/08/00 78N21070

Optimal guidance for modular weapons with digita)
autopilots

A/YOUNGBLOOD. J. N, Afabama Univ., University.
(Bureau of Engineering Research,)

ABS:The optimal linear quacratic guicance probiem with
an accelerating target is investigated. The missile state
is partitioned into a kinematic state and an airframe
state. Both the penalty-weighted and constained terminal
state cases are t-eated. The resulting optimal guidance law
requires estimates of target acceierations which are
derived via linear ooservers, Resuits of a point mass
missile, a2 one-time constant missile, and a two-time
constant missile are given.

AQ-A040449 BER-212-09 AFOSR-77-0691TR 77/04/00 77N29204



Application of differential dynamic programming o an
air-to-a2ir mtssiia guigance problem mogeled as a
differential gare

A/FERRWR1IS, A, H, Air Force Inst. of Tech..

right-Fatterson AFB, Ohio, (School of Engineering.)

ABS:An intercept problem between an cir-to-alir missile
andg an aircraft is modeled as a zero sum, free final tinme
differential game which includes nonlinear dynamics and a
payoff related to the kill probability. Previous research
has shown that the currently used guldance scheme,
preooorticnal navigation, it nenoptimal in this type of
problem formuiation and a higher kill probability is
possible with a guidance law based “pon a differential game
theory. A differential dynamic programming method is
applied to tite Intercept problem in the search for a
real-time soluticn. A convergence control procedure is
introduced in an attemp! to 2nhance the counvergence of the
typically long-time sciution methcds. The closed-lcop
guidance law which results is compared to both proportiocnal
navigaticn and scme exact open-loop solutions by means of
an off-1ine simulation on a CDC 6600 computer. The method
does not yield a real-time solution fcr this problem and
does not give improvement over a proportional navigation
scheme.

AD-AQ34B96 GA/MC/760-7 76/12/00 77N24B98

Self-guidance system of an antiairzcraft guided missile

A/NEUPOKOQEY, F. Army foreign Science and Technology
Center, Charlottesville, Va. Transl. into ENGLISH from
the book ""Strelba Zenitnymi Raketami ‘'’ Moscow,
Voyenizdat, 1970 p 151-162

A5S:The report describes the homing system of an
antiaircraft guiced missile. The system can be an active
one or a semiactive one: In an active system, the energy
source, {!luminating the target and the signal r~celver is
in the misstle itself, In a semiactive or : the
electromagnetic energy for flluminating the target 1s not
contained in the missile.

A0-AQQ0Q247 FSTC-HT-23-06680-74 74/06/21% 7S5N17414
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Missile control employing c¢ontrol moment gyros

A/ALEXANOER, J. O.:. 8/0ANNFNSERG. K. D. B/(Computepr

Sciences Corp.. Huntsville, Ala.) In: Conference on

Oecision and Control, and Symposium on Adaptive Processes,

16th. ana Spccial Symposium on Fuzzy Set Theory and
Applications. New Orleans, La.. Oecember 7-8, 1977,

Proceedings. Volume 1. (A79-14857 04-63) Piscataway. N.J.,.

Institute of Electrical and Electronics Engineers, Inc.,
1977. p. 220-22F.

ABS:This analysis investigated the feasibility of
employing control moment gyros for control of highly
spinning tactical missiles. The missile dynamic eguations
were linearized through qucsi-static analysis about the
trim conditions and the gyro precession amplitude was
assumed small so that a linear analysis was possible. The
gyros were assumed ‘perfect’ so that the ‘nduced roll
torque was negligible. Within trne limits cf the

~assump® zns. the concept appears highly feasible.
77/00/0u 79414967

Bank-to-turn /BIT/ autopilot technology

A/MCGEHEE., R. M.:  B/EMMERT. R. I. A/(USAF, Armament
Laboratory. Eglin AFB, Fla.): Z/(Rockwell International
Corp.. Missile Systems Oiv.. Columbus, Ohio} In: NAECON

*78: Prrreedings of the National Aeros, “te and Electronics

Conference, Cayton. Qhio, May 16-1B, 1972. Volume 2.
(A78-49851 22-04) New York. Institute of Electrical and
Electronics Engineers, Inc., 1878, p. 688-296.

ABS:A bank-to-turn (BIT) steering mechanization has been

developed and evalUated for a tactical missile. concept,
resulting in exceptional shori range performance, by
employing the maximum mane .vering capzbility of an
unsymmetrical airframe. The control system employs BIT
steering. an acdeptive autopilot, ard progortional
navigation (with closing velocity). The BIT 'steering
mechanization allows the large ‘g’ capability of the

airframe pitch axis to be applied in a direction to reduce

the total li-~-of-sighL rate. The adoptive autopilot
assures adequate performaice throughout a large flight
envelope, without exceeding critical values of
angle-of-attack and side-slip. A small amount of
Skid-to-turn maneuvering in conjunction with proportional
navigation with closing velocity provides high accuracy
iqa?nst mansuvering targets from ail aspects. 73/00/00
78A49827

Flight-vehicle stabilization systems /Stabilization of
ballistic and antiaircraft rockets/

A/KUZOVKOV, N, T. Moscow. lzdatel’stvo Vysshaila
Snkola, 1876. 304 p. In Russian.

ABS:The book deals with closed-loop stabilization and
control systems and the matheratical models of rockets and
their autopilots. Equations of ballistic and anttaircraft
rockets, allowing for longijtucdinal flexural vibrations and
for sloshing in the fuel tanks are derived. The application
of methods of mocal control to the determination of the
structure and parameters Of a stabilization system for
launch vehicles with mode interaction is demonstrated. The
root-locus curve 2 a closed-loop system is analyzed. Means
of stabilizing rotating rockets are examined, along with
methods of synthesizing control and guldance systems.,
Gyroscopic and (platformliess) inertial methods Of measuring
the angular position of a rocket are outlined. 76/00/00
784152186

Real-time trajectory control using augmented energy
management

A/CLAROS. L. N.; B/CRIGLER, S. W, B/iNartin Marietta
Aerospace., Orlanc., Fla.) In: Guidance and Control
Conference. Holiywood., Fla., August 8-10. 18977, Technical
Papers. (A77-42751 20-35) New York, American Institute of
Aercnautics and Astronautics. Inc.., 1877. p. 101-108,.

ABS:A real-time near-optimal trajectory controller has
been formulated an¢ optimizea for implementation onboard an
advanced integral rocket ramjet missile. This controller,
called Augmented Energy Management (AEM),. is.based in form
on a feedback control law which resuits from the
application of extended energy management (EEM). The AEM
controller is developed by modifying the EEM law to include
an approximation to the optimal altitude profile, and a
censity correction filter and energy rate feedback to
account for vehicle performance, Numerical examples
demonstrate that AEM results ‘n range benefits over a
suboptimal con.rnlier. Further examples show that when
off-nominal ccnuitions are present, AEM 1S less range
sensitive, assuring greater targetable range.

AlAA 77-1052 77/00/00 77442764

An extended Kalman filter fire control system agalinst
air-to-air migsiles, volume 2

A/CUSUMANO, S. J.; B/OEPONTE., M.. JR: Atr Force Inst.
of Tech., Wright-Patterson AFB, Ohlo. (School of
Engineering.)

ABS:This Appendix contains the graphical results of the
Monte Carlo enalysis of this study. The plots will be
presented in sets. Al)] sets will include the dynamic state
error plots. )

. 'AD-A055637 AFIT/GE/EE/77-13-VOL-2 77/12/00 7832091
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Applicaticn of a maximum tikelihood parameter estimator to
an advanced missile guidanie and control system

A/DAYAN, R. Air Force Inst. of Tech., Wright-Patterson
AF8. Dhin.

A8S:1ne problem of parameter estimation using tracking
information is examined. Two models wre developed and used
to estimate the misalignment angles of the inertial system
of a missile after its launch, The estimation is based on
maximum 1ikel ihood concepts. The amount of information
extracted from the tracking measurements and the missile
specific forces measuremen's is analysed. A feasibility
study of the two models is conducted. The second modal uses
the aerodynamic mocdel of the missi'? in order to enhance
its estimation ability. Doing this, it ircorporates more
non-linearities than the first model. These severe
non-1linearities were found to offset the advantage
in terms of ‘~formatior. gathering. The first model
simpler in 1ts concept. Yet, 1t is still
information needad and its performance
to the one of the seconc model. The simplicity and
linearity of the first model make {t especially attractive.

AD-ADSS188 AFIT/GGC/EE/77-3 77/12/00 78N31149

it nad
s much
ab'e to gather the
is very zomparable

Computer program for generating gyroscopic and dynamics
stability factors as a function of range

A/FREDERICK. D. L. Frankford Arsenal, Philadelphia,

(Munitions Development and Engineering Directorate.)
ABS:This report describes a computer program which gives
gyroscopic and dynamic stability factors as a function of
range by combining two existing programs., SPINNER and
TRAJE. Tne program generates air-to-air, air-to-ground,
and ground-to-g~ound trajectorie;. Inputs to the program
are the aerodynamic coefficients obtained from SPINNER
computer program. projectile weight anc cross sectional
area, projectile muzzle velocity, vehicle velocity. and
initial angle of fire. Specific fnformati-.n provided
includes time, velocity. spin. gyroscopic ana dynamic
stability factors, and altitude versus range for
atr-tn-graund, air-to-air, and ground-to-ground
trajectories. The ajr-to-ground and aijir-to-air
trajectories include fixed wing ana helicopter

AD-AQ19242 FA-TN-74020 74/08/00 7E6N23176

Pa.

launchings.

Single engagement laser sewlaciive system
Aerospace, Orlando., Fla.

ABS:This report documents a study to reexamine the
techbnology of laser semiactive guidance. The objective was
to find methods of accomplishing high terminal guidance
accuracy with minimum complexity. Al}l three principle

Martin Marfetta

system elements were examined:
seeker, and the missi{ie control
chose a general case ballistic ground-to-ground missile as
the application, *ost of the conclusions apply to other
missile systems as wall,
AD-ACQS667 QR-13177

laser designator, the
system. While this study

74/06/00 75N28416

Angle-of-atiack con*rol

A/PLATUS. D. W.
{Lab. Operations.)

ABS:The application of controlled wind-fixed pitch ang
yaw moments to control the coning angle of a spinning
missile is described. The open-loop response to applied
pitch and yaw moments 1S dertved, and the closed-locp
behavior of an angle-of-attack control system is analyzed.
The angle-of-attack uncdamping due to a yaw moment is shown
to be equal to that for steacy roll resonance. and
resonance is shown to be a limiting case of yaw moment
undamping when the roll rate is equal to the critical
frequency. The practical implementation oOf an
angle-of-attack control system is described, and several
applications are discussed, including passive

of spinning misstles

Aerospace Corp., E£1 Segundo, Calif.

angle-of-attack camping. roll lockin prevention., and drag
control .,
AD-786781 TR-0075(5240-10)-3 SAMSQO-TR-74-208 74/07/30
75N13922
Modular digital missile guidance system study
A/HALL, B. A.: B8/TAINOR. W. V. Raytheon Co.. Bedford,
Mass. {Missile Systems Div.)

ABS:This report agdresses the feasibility and
application of modular digital computers for the guidance
function for several classes of air to air missile.
Functional requirements, design techniques and algorithms
for performing sensor track and stabilization., filtering
and estimation, guidance and vehicle control are defined.
The requirements i‘mposed upon a digital implementation are
determined in terms of throughput. memory and architecture.

AD-784969 BR80O73 74/06/30 7SN 2054 .
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All-digital correlation for missile guidancCe
A/CLARY. J. B.: B/RUSSELL. R. F. A/{Research Triangle

Institute, Research Triangle Park, N.C.). B/(U.S. Army,
Missile Research and Devclopment Command, Redstone Arsenal,
Ala.) In: Aoplications of digtital image processing:

Proceedings of the International Optical Computing
Conference. San Diego. Culif., August 25, 26, 1977.
(A79-12003 02-35) Bellingham, Wash.. Soctety of
Photo-Optical Instrumentation Englneers, 1977, p. 36-46.
ABS:The requirements for producing a hardware real-time
all-dlgital area cross-corrclator are reported.
Two-dimensional cigital cross-correlation algorithms are
evaluated noting wo distinct approaches: the
straight-forward product and sum crcss-correlation
algortthm and a high-speed algorithm using the fast Fourijer
transform. Tuwo digital hardware imgclementation schemes are
presented and an algorithm mechanization procedure is
described. It is shown that for a 128 x 128 area crcss
correlation. the high-speed algorithm rec.ces the total
number of multiples requi..2d by abcut two orders of
magni tude as compared to the alternative approach. An
all-dlgital cdesign has been postulated assuming the use of
ultra-high-sieed. special-purpose, fixed-point,
binary-arithnetic hardware. It {s found that about 500
integrated circuits, requiring 350 W of power. are
necessary o cross-correlate 128 x 128 picture data in real
time. 77/00/00 79412009

Some aspects of valid EMC testing of missiles

A/TSAI. L. L.: B/WU, T.-K.: C/DARONE. R. D.: D/BROWN,
G. L. B/{Mississippi. University, University, Miss.);
D/(U.S. Army. Missile Commanc, Redstone Arsenal, Ala.)

IEEE Transactions on Electromagnetic Compatibllity, vol,
EMC-20, May 197B. p. 305-313.

ABS:Integral-ecuation and numerical techniques are used
to determine guidelines in valid electronagnetic
compatibility [EMC) testing of misslles., Both thin-wire and
body-of-revolution modeling are used. Investigated are two
primary aspects. (1) If a near-zone source is used rather
than plane-wave incidence, hcw far must the scurce be for
valid simulation., and (2) how significant is the presence
of the rccket exhaust (or plume) in determining subsystem
response, and need it be included for valid EMC testing.
The simulation valldity conclusions reached for the models
without apertures apply directly as well to the real-life.
body wi:n apertures. ilumerical results are given over the
freguency range of 50-200 MHz to help establish guidelines
on testing validity. 78/05/D0 78437123

NAECON ‘77; Proceedings of the National Aerospace and
Electronics Conference, Oayton, Ohio, May 17-19, 1977
Conference sponscred by the Institute of Electrical and
Electronics Engineers. New York, lnstitute of Electrical
and Electronics fFngineers., Inc.. 1977. 1333 p. (Fcr
indlvidual items see a478-15552 to A78-15718)

ABS:Consideration is given to design to cost/life cycle
Costing, flight control, aerospace power system
developments, sof.ware-compatible avionics processors,
operational simulation in lab testing, pointing. tracking
and stabillzation. and design and Integration of avionics
digltal systems. Attentlon is also Qiven to tactical guided
missiles, higher order languages. airborne communication
systems, signal and sensor processing, high capaclty
memories. fire control technology. electrical insulation
for high voltage aircraft systems., airborne radar, display
devices. laser gyros, microprocessors, and .navigation
technology. 77/00/00 78415551

a7

Complete statistical analysis of nonlinear missile guidance
systems - SLAM
" A/ZARCHAN, P. a/(Raytheon Co., Missile Systems Oiv..
Bedford, Mass.) In: Guidance and Control Conference.
Hollywood. Fla., August 8-10. 1977. Technlcal Papers.
(A77-42751 20-35) New York, American Institute of
Aeronautics and Astronautics., Inc.., 1977. p. 419-4293, .

ABS:The Statistical Linearization-aAdjoint Methoa (SLAM),
a computerized approach for obtaining complete statistical
analysis of nonlinear missile guitdance systems, s
described. The adjoint technique and covariance analysis,
two computerized methods for generating and analyzing rms
miss distance and other factors., are reviewed: a
computerized technique employing statistical lineartzation
in conjunctlon wlth covariance analysis is also discussed.
These methods all avold resort to Monte Carlo techniques
that would reguire a large number of trials to simulate
nonlinearities in a stochastic missile guidance system. The
SLAM approach, which combines the adjoint technique and
statisticzl linearization., is capable of identifying the
chief conlributors (e.g.. random and step target maneuvers,
glint and fading noise) to the total rms miss distance. A
sample misslle intercept problem is run for each of the
approaches dlscur ed:; results from the SLAM program and
those from the statistical linearization-covariance
analysis method are found to be in agreement.

AIAA 77-1094° 77/00/00 77442799
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Afr combat maneuvering treining in a simu.ator

A/NESHIER., C. W.: B/ROBERTS, J. P. A/ (vought Corp.,
Dallas., Tex.): EB/(USAF, Tactical fFighter Weapons Center,
Nellis AFB, Nev.) In: Visual and Notion Simulation
Conference. Dayton, Ohio. April 26-20, 1876. Proceedings,
{A75-25576 13-53) New York, aAmerican Institute of
Aeronautics and Astronautics. Inc., 1976. p. 73-B2.

ABS:The Aerial Combat Engagement Simulation (ACES)
progran &Y the U.S. Tactical Air Ccmmand is considered. The
program involves the use of a fixed-base visual fighter
simslator as a training device to improve the combat skills
for operational fighter pilots. The tasks to be simulated
are partly related to the employment of racdar missiles,
heat-seeking missiles, and the 20 mm cannor. Overhead
projectors provide each piiot with a computer-generated
image of the threat aircraft, a horizon and ground plane,
and the F-4E lead computing optical sight system. The
effectiveness of the ACES program is evaluiated on the basis
of the experience which has been obtained in one year of
training 76/00/00 76429486

A new approach in generating missile launch opportunity
A/YI, C. J.: B/CARLSON, D. G. B/ {Honeywell, Inc.,
Minneapolis, Minn,) American [nstitute of Aeronautics and
Astronautics. Guidance and Control Conference, Boston,

Mass.. Aug. 20-22. 1975, 6 p.

ABS:! aunch cpporturities for air-to-air missiies can be
predicted independently Of radar ranging information. By
studying the causes of missile miss in the tail-pursuit Aire
Combat Maneuvering {ACM) environment., the missile launch
envelope prediction equations can be reformulated without
tsing range data. This new approach operates accurately
under the dynamic conditions cf ACM uncer hzavy ECM. The
algorithm requires a minimum of digital computation.
Simulation resuits show close correlation between this new
algorithm and the existing algoritt.ns using radar data.

ATAA PAPEP 75-1120 75/68/00 75441681

Missile guid: iwce system transformation equations

A/GIBBONS. dJ. E. Analytic Sciences Colp.., Reading.
Mass.:; California Univ,, Livermore. Lawrence Livermore
Lab.

ABS:Factors affecting the effectiveness of missile
forces are prescnted, alcng with an overview of the
principal phases c¢ the ICBM flight test prugram. The
principal technical results provide the mathematical basis
for relating individual error descriptions in the various
coordinate systems used.

UCRL-13B27 TR-772-1-2 77/08/01 7IN32170

Application of manned air combat simulation in the
deveiopment of flight controi requirements for weapon

delivery
A/BERGER, J., B.; B/MEYER. R. P.: C/CARLETON, D. L.
C/{AFFDL) McDonnel! Aircraft Co., St. Louis. Mo. in

AGARO Flight Simulation/Guidance Systems Simulation 20 p
(SEE N76-29287 20-09)

ABS:Manned afr combat simulations were conducted to
develop requirements for tactical advanced aircraft/weapon
systems in which precision tracking ang weapon delivery are
optimized through flight control system cdesign. The
objectives were to (1) develop analytical pilet mocels that
relate weapon delivery accuracy to the entire integrated
aircraft/displays/sight/geometry sysStem for air-to-air and
air-to-ground weapon delivery tasks., {2} valicate ang
tncorporate these pilot mode’ls into the Terminal serial
Weapon Delivery Simuiation [ TAWDS) digital computer
program. and (3) use the TAWDS program to determine htw
aircraft flying qualities affect air-to-air gunnery. and
air-to-ground gunnery and bombing weapon delivery
effectiveness. The TAWDS program enabies a digital
simulation to be performed on various closed ioop weapon
cdelivery systems under manual tracking control for
predicting and ev3luating weapon delivery accuracy.
Tracking performaice results, acqQuired from analytical
pilot simulations. are compared with those obtained from
the manned simulations. ar.2 the Tactical Weapon Deiivery
(TweaD) flight test development programs. These results
indicate that the juoicious use of the all-digital
analytical weapon ce«livery prcgram in conjunction with
manned simulation studies provides a very cost effective
approach in designing. developing., and optimtzting advanced
aircraft/weapon celivery systems. The evaluation of flying
qualities for piloted advanced aircraft. performing .
air-to-ground weapon delivery tasks in terms of weapon
system effectiveness, is shown to be feasible for
determining and establishing flight control requi-ements.
76/06/00 76N293 11

Design of an all-attitude flight control sSystem to execute
commanded bank angles and angies of attack

A/BURGIN, G. H.: B/EGGLESTON, D. M. Deciston Science.
Inc.., San Diego. Calif.

ABS:A flight control system for use in air-to-air combat
simulation was designed. The input to the flight control
system are commanded bank angle and angle of attack. the
output are commands to the control surface actuators such

that the commande ' values will be achieved in near minimuym
time and sideslip is controlled to remain small, For the
longtitudinal direction., a conventional 1inear control

system with gains scheculed as a function of dyhamic
pressure is employed. For the lateral direction. a novel
control system, consisting of a linear portion for small |
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bank angle errors and a bang-bang control system for lapge
crrors and error rates is employed.
NASA-CR-145004 76/0i/00 76N27247

Harpoon missile airborne command and launch system
availability model

A/MOCLN, J. L.. III Naval Postgraduate School,
Monterey, Calif.

ABS:Two models are developed for calculating the
avaitlability of the Harpoon missile afirborne command and
launch system (HACLS). The first model is a semi-Markov
process. Its assumptions are validated using the
subsequentiy developed com-ute simulation model. Both
models are exercised with parametric¢ variations, the
critical parameters being mean time to failure, mean time
to repair, and severity of the operating environment. lLess
critical par.ireters are maintenance efficiency and, for the
simulaticn »nly, maintenance time to regcair probability
distribution A major ciscovery in this naper is that the
stangard definition of availability does not prove to be
adequate when used to determine system availability in a
complex frameawork of operations.

AC-A018307 75/09/00 76N22243

An estimator for an anti-aircraft gun fire sontrol system

A/PARR. J. M. Naval Postgraduate School, Monterey,
Calif,

ABS:Kalman filtering techniques using a rotated
coordinate sysiem were applied to tracking problems
encountered in fire ccntrol systems. Two mudels of target
motion were considered: a constant-velocity model and a
mocel which assumes correlated random accelerations.
Estimators gorived from these models were evaltated using
jonte-Carlo simulations of constant-velccity and
maneuverir.g targets. An algorithm developed to calculate
predicticn accuracy data for time intervals based on an
approximation of the time of flight for a 5 inciy/54 Caliber
projectile was used to obtain prediction ccura.:
statistics for evaluating estimator performance.

AQ-AQD5763 74/12/00 75N29858

A flight simulator study of missile control performance as
a function ¢f concurrent workload

A/CORKINCALE. K. G. G. Royal Afr Force Inst. of
Aviation Medicine, Farnborough (England). In AGARD
Simulation and Stuwly of High Workload Operations 6 p (SEE
N75-12587 03-53)

ABS:Eight pilots took part in a part task simulation of
the celivery of a stand-off air-to-surface guided weapon.
The attack phase of a sortie was simulated. This phase
lasted some 3 minutes and included a low level run to the

weapon relgase area, weapon release., target detection on
the TV monitor display and the aiming of the missile at the
target. Four levels of workload were studied. The results
showed that: (1) :2rformance at the missile control was
degraded by fncreases in concurrent workload: and (2)
manual flight control and auto-pilot monitoring were
adversely affected by concurrent missile control tasks.
74/10/00 73N12592 .
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Some aspects of valid EMC testing of missiles

A/TSAL, L. L.: B/wu, T. K.; C/OARCNE, R, O.: D/BROWN,
G. B/(Mississippi, University, University, Miss.,):
D/{U.S. Army. Army Missile Command, Redstone Arsenal. Ala.)

In: Electromagnetic compatibility: Proceedings of the
Second Symposium and Technical Exhibition, Montreux,
Switzertand, June 28-30, 1977, (Av8-39076 16-32) New York,
Institute of Electrical and Electronics Engineers, Inc,,
‘1877, p. 445-451

ABS:Laboratory EM compatibility testing cf missiles {s
discussed. with emphasis on the validity of near-zone
sources as models for the actual plane wave incidence, and
the tmportance of rocket evhaust or plume in determining
subsystem response. Near-zone source effects for various
Incicence anyles are analyzed. and ~oupling th-ough
apertures to interior cavities {s assessed. For
near-grazing tncidence angles. source distances greater
than 20 ft provide valid simulation for 10-ft models. while
for néar-bro~rdside fnciJdence, a source distance greater
than 40 ft {s needed for 10-ft models. Missile plume
effects are investigated through use of the thin-wire and
body-of-revolution models. 77/00/00 78439115

A new test rig for measuring the spin stablilised rocket
characteristics

A/ROY, P. K,:. B/RAMASWAMY,K V. B/(Armament Research
and Oevelopment Establishment, Poona. India, Qerfence
Science Journal., vol. 27. Oct. 1977, p. 155, 156,
' ABS:A test rig deslgned to measure the rorward thrust,
chamter pressure and r~ate of spin of a spin-stabilized
rocket under flight conditions is described; values of the
three parameters may be presented continuously as a
function of time. The test rig has been used to study the
test firing of spin-stabllized rockets developing a maximum
forward thrust of 2000 kgf and exh‘biting 2 spin maximum of
4000 rpm. 77/10/00 78433468

Review of MIL-ST0-1670/AS/ ‘'Environmental c¢riteria &
guicelines for air-launched weapons’

A/SCHAFER., H. C. A/({U.S. Naval Weapons Center, China
Lake, Calif,) In: Environmental technology ‘76!
Proceed!ings of the Twenty-second Annual Technical Meeting,
Philacelphta, Pa.., Apr~il 26-2B, 1976. (A77-26027°10-31)
Mount Prospect. I11.,, Institute of Environmental Sciences,
1976, p. 387-3B9. 76/00/00 77A26063

Simulation of pyrotechnic shock in a2 test laboratory

A/PCWERS, D. R, A/{McQonnell Oouglas Astronautics Co..
Huntingion Beach. Calif.) In: Environmental technology
‘76: Proceedings f the Twenty-second Annual Technical
Meeting, Philadelphia. Pa., April 26-2B, 1976. (A77-2€027
10-31) Mount Prospect., I11., Institute of Environmental
Sciences, 1976, p. 5-9.

ABS:The paper tries to explain why generating a
pyrotechnic shock snectrum that {dentically matches one
obtained during flight dces nct necessarily mean that a
satisfactory test has been performed. The nature of
faflures from shock loading s investigated and pyrotechnic
shock simulation involving the followlng test devices is
reviewed: drop testers. shakers controlled by shock
synthesizers, and pyrotechnic shock fixtures. 76/00/00
77A26030

Component mode analysis of the Harpoon missile. a
comparison of analytlcal and test results :
A/GUBSER, J, L.; B/ZARA, J. A, B/(Mclonnell Oouglas
Astronautics Co.. St, Llouis, Mo.) Ar. ~1can SoCiety of
Mechanical Engineers, Winter Annual Meeiing, Houston, Tex.,
Nov. 30-Dec. 4, 1975, 33 p.
ABS:Harpoon {18 a U.S. Navy anti-ship missile capable of

being launched from aircraft. surface ships anc submarines.

As part of the overall structural dynamic design
evaluation, modal analyses and tests were performed in
support of acroelastic and forced response studies. The
mod 1 analysis of various missile configurations was
accomplished using a ccmponent mode coupling technigque with
component moges consisting of those for (1) the Harpoon
body assuming all aerodynamic surfacCeés to be rigld and (2)
each of the aerodynamic surfaces. cantilevered. Modal
survey tests were conducted on each type of aero surface in
the cantilevered condition as wel! &8s on mlssile
configurations. Test and analysis results are compared for
a number of the aerodynamic surfaces and a single missile
configuration, .

ASVME PAPER 75-WA/AERO-6 75/11/00 76421853

Determination of aerodynamic coupling derivatives through
flight test

A/ORISCOLL., T. R.; B/STOCKOALE, R. C.: C/SCHELKE. F.
J. C/(Martin Marietta Aerospace, Orlando, Fla.)

American Institute of deronautics and Astron .utics,
Guidance and Control Confe.ence, Boston. Mass., Aug. 20-22,
1975, 7 p. :

ABS:The control of a highly responsive surfaCe-to-air
missile is dependent upon the aerodynamic¢c characterlstics
of the selected airframe. Although the aerodynamic forces
andg moments are cbviously important, the partial
derivatives of these variables are the primary
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characteristics that determine the stability of the contro)
system, Of particular interest are the aerodynamic coupling
derlvatives (those forces and moments induced {n one
autcpilot charnel by changes in another channel). These
coupling characteristics can be accurately d:termined
during the flight test program by (1) including test
sequences that excite these coupling forces and produce a
measurable response, and (2) cdeveloping a technique to
eguate these flight test responses to numerical values of
the aerooynamic derfivatives. This paper oescribes such a
technique developed for a typical surface-to-air missile
and presents results based on actual flight test sequences.
AlAA PAPER 75-1119 75/08/00 75441680

Accelerated reliability testing under vibroacoustic
environments

A/MEEKER, D. B.; B/PIERSOL. A. G. A/(U.S. Naval
Missile Center, Point ftlugu. Calif.): 8/(8olt Beranek and
Newman, Inc.. Canoga Park, Calif,) In: Meliabiiity design
for vibrcacoustic environmants: Proceedings of the Winter
Annual Meeting. New York, N.Y.. November 17-21, 1974.
{A75-18135 06-38) New York, American Soclety of Mechanical
Engineers. 1974, p. 139-1S55.

ABS:This paper discusses the desiun of accelerated
reliability tests for complex aerosgpace systems exposed to
vibroacoustic environmental Jlocads. Past efforts to
formulate an appropriate relationship for the tradeoff
between the duration and the intensity of applted loads are

reviewed. The results of recent experimental studies of
the fallures of an airborne missile uncder simulated
captive flight loads are then presented. These results
suggest that the overall mean-time-to-failure (MTITF) ©of the
missile 1s inversely proportional to appruximately the
fourth power of the rms vatue of the vibration environment.
However, the results also reveal that the distribution of
fatiuyres among different types of components varies
sigafficantly with the vibration levei. fFor exanmple.
mechanical wearout and electromechanical malfunctions
congtitute the majority of failures at the lower vibration
levigls while vacuum tube failures cdominate at the hignher
vibration levels. It follows that if a relfabtlity test of
a cpmplex system is accelerated too severely, the test
might produce faflure distributions which are not
repltesentative of service =xperience. 74/00/00

75448139, :

Com@arison of theoretical and measured signal and noise
oututs of a passive 35-GHz radiometer

A/KASTE, O. C. 8aliistic Research Labs., Aberdeen
Proving Ground, Md. ;

ABS: Two expressions for calcujating radiometer antenna
temperature changes when a target {is present are derived

and compared favorably with a simple expression frequently
used in the literature. One of the new expressions can be
used to calculate the output signal pulse of a radiometer
as it passes near or over a target, and can be uUsed when
the radiometer antenna axis is tilted from the vertical,
Experimental data are compared with theoretical data;
agreement is generally very good. A theoretical oxpression
for the ncise output of a .~adiometer was obtainey from the
literature. Values from this expression are found to be tn

.good agreement with noise data obtained from laboratory and

field measurements. .
AD-AQ40366 BRL-MR-274S 77/04/00 77N29137

A wind tunnel investigation of impulse effects ©n the
motion of an impulse correction guidance missile

A/USELTON, 8. L. ARO, Inc.. Arnold Alr Force Station,
Tenn, AEDC

A8S:Wind tunnel tests were conducted for the Alr Force
Armament Laboratory to obtain experimental data at Mach
aumber 3 on an impulse correction guidance system. The
guidance system is based on the principle of impuylse
correction. The purpose of the test program was to
determine if the interaction of the {mpulse explosion with
the supersonic airflow caused an efferct on the mode!
motion. The small-amplitude free-oscillation technique was
used to obtain data on a 0.5 scale mode! at nngles of
attack from 1 to 4.4 deg at Reynolds numbers, based on
model length, of 12.2 x 100,000 and 23.1 x 100.000. The
explosion which produced the impulse affected the model
flow field. However, this perturbed flow field did not
produce any significant effects on the model motion,
apparently because of the short action time invOlved.

AD-AQ24210 ARO-VKF-TR-75-155 AEDC-TR-76-6
AFATL-TR-75-164 76/04/00 77Ni0126

Navy evaluation F-114 in-flight thrust control system
A/SIMPSON, W. R.: 8/COVEY. M. W.; C/PALMER. D. F..
D/HEWETT., M. D. Naval Air Test Center, Patuxent River,
Md.
ABS:A Navy evaluation to cetermine the potential
advantages and disadvantages of {n-flight thrust control
(IFTC) on a tacttlal airplane was conducted using a
modified F-i1A airplane as a testbed. The ccnceptual
develOpment program also utilized a second unmod{fied F-11A
for baseline data and pilot familiarization tratning.
Flying qualities, performance, engine effe ts, durabiltty,
and utility of IFTC to mission tasks such as air combat
maneuvering (ACM). air-to-ground weapons delivery, approach
and waveoff. landing roll-out and infrared signature
suppression were evaluated during the 6-month program. The =
pratotype IFTC {n the configuration evaluated increased the !
tactical capabtlities of the F-11A airplane despite the
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1imited capability of the testbed. indicating potential

increases in tactical capapbflities of future fignter/attack

airplicnes which inCorporate thrust control capability,
AD-A4019084 MNATC-SA-75R-75 75/12/15 76N25204

Missile racar guidance laboratory

A/NMONROE, R. D.: B/GREGORY. P. C. Martin Marietta
Aerospace. Orlando., Fla. In AGARD Range Instrumentation.
Weapons Systems Testing and Related Techniques 20 p (SEE
N76-23283 14-09)

ABS:An improved radar guidance laboratory which allows
simultaneocus infrared simulation for developing and testing
point tracker radar and IR dual mode guidance systems which
will be cperational in the 1980's is described. These
guidance systems will be tested for target acquisition,
discrimination. and tracking capabilities under precisely
controlled conditions in a dynamic, real-time simulated
environment. The radar guidance types can be passive,
semi-active or active., covering a frequency range from 0,5
to 18.0 GHz, The IR guidance systems can be passive at 3 to
S or 8 to 14 microns. A short review of system requirements
is furnished. and the major laboratory subsystems are
described. with emphasis on the features of the rotationatl
and translation motion systems. anechoic chamber. 1linear
array target antenna system, radar generatifon system, IR
target system, and computation. The principal new design
features of th.s laboratory are the 1inear array target
antenna system and the radar generation system which
prcvides for four distinct radar emitters each of which can
simulate simu)tanecus., independent RF sources. These
sources can be surveillance, SAM, search or early warning
radars. plus radar returns from {lluminated targets. and
types of pulsed and continaous wave ECM signals. Phenomena
such as atmospheric attenuation, Doppler shift, target
cross section deviation, and glint are also simulated.
Criteria used to specify the required system performance,
the reasons ior criteria selection, and the laboratory test
results are alsc included. 76/02/00 76N23302

Wind tunnel test results for the direction controlled
antitank DCAT missile at Mach numbers from 0.64 to 2.50

A/MARTIN, T. A.: B/SPRING, D. J. Chrysler Corp., New
Orleans. La. (Space Div.) p

ABS:Wind tunnel test results are presented to show
aerodynamic characteristics over the Mach number range of
0.64 to 2.50 of the DCAT missile. Data are presented
showing the interference created by the rear mounted
rezction control system. Two candidate fins were installed
on the model during tests: a flat folding fin and a curved
wrap around fin.

NASA-CR-140750 AD-784121 RD-73-27 73/10/12
T75N11021 :
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Supersonic acrodynamic characteristics of a tail-control
cruct form maneuverable missile with and without wings

A/SPEARNMAN. M, L. B. FOURNIER., R. H. B/ (NASA, Langley
Reasearch Center., High-Speed Aerodynamics Div,, Hampton,
va.) Nationa) Aeronautics and Space Administration.
Langley Recearch Center, MHampton, Va. In: Atmospheric
Flight Mechanics Conference. Palo Alto, Calif., August 7-9,
1978. Technical Papers. (A78-46526 20-08) New York,
American Institute of Aeronautics and Astronautics., Inc,,
1978. p. 162-165.

ABS:The acrodynamic characteristics for a winged end a
wingless cruciform missile are examined. The body was a..
ogive-cylinder with a 3.5 caliber forebody; an overall
length-to-diameter ratio of 11.667: and has cruciform tatils
that were trapexcidal in planform, Tests were made both
with and without 72.9 deg cruciform delta wings. The
investigation was made for Mach numbers from §1.50 to 4,63,
roll attitudes of O and 45 deg. angles of attack from -40
to 22 deg. and tall control deflections from {10 to -40 deg.
The purpose is to determine the influence of the
aerodynamic behavior on the design choice for aaneuverable
missiles intended primarily for air-to-air or
surface-to-surfacs missions. The results indicate that the
winged missile with its more lisear aerodynamic
characteristics and higher lift-curve slope, should provide
the nighest marneuverability over a large operational range.

AIlAA 7B-1351 78/00/00 78446544

Misstle aerodynamic sensitivity analysis

A/DUAM, O. L. A/(QOayton, University, Dayton. Ohio)
American Institute of Aerconautics and Astronautics,
Avrospace Sciences Meeting 1{16th, Huntsville, Ala., Jan,
16-18, 1978, 11 p.

ASS:An investigation was conducted {nto the relatlive
importance of aerodynamic parameters on air-to-air missile
performance, Althounh the effect of drag on range is quite
obvious, “he effect of domping derivatives on the
performance of a homin¢g missile.is quite suotle. A
simpiified mcihod of generating analytical estimates of
miss distance showed surprisingly good agreement with
numerical trajectory computations. The resulting ranking of
parameters in descending order of imPoOrtance or. both range
and miss distance is: drag and 1{ft curve slope: stability
and control moment derfivatives; control force derivative
and non,inear 11ft; damping derivatives and a nonlinear
moment parameter. 2

" AIAA PAPER 78-113 78/01/00 78420680

Performance optimization of an air-to-air missile design
A/EICHLER, J. A/(Negev, University, Beersheba, Israel)
Journal .of Spacr:craft and Rockets., vol. 14, June 1977, p.
376, 377. .
ABS:The paper describes a merit function for air-to-air
missile designs which Incliudes the salient design features
and i{s based on performance, as evidenced by the capability
to achieve a hit against a maneuvering target from a large
number of different launch conditions. The probiem {s
quantified by selecting 5 angles of line of sight (L0S)
radii, 3 directions of launch for each LOS radius, and two
types of maneuvering targets. thereby giving a 30-point
quantification fcr the measure of missile performance. The
merit function is calculated by finding for each case the
minimum radius of launch that results ir a hit. The merit
function together with a Davidson variable metric conjugate

. gradient optimization technique {s used to find an optimum

set of design varfables of a fictitious missile design.
77/06/G0  77TA34298

Optimal switching criterta for two-postition configuration
controls : : .

A/GLAROS, L., M , JR. A/(Martin Marfetta Aerospace.
Orlando, Fla,) Journal of Spacecraft and Rockets, vol.
14, Feb. 1977, p. 124, 125.

ABS:Optimal switching criteria for two-position
configuration controls in aerospace vehicles are developed.
Perforr~nce measures to be optimized include: minimum
time-to-climb, minfuum fuel-to-climb, and maximum. range
with a fixed fuel weight. The ccntrois can be applied to
afterburners (on/off), folded wings (deployed/folded). and
two-position variable-geometry nozzles. The switching
criteria depend solely onr the point performance
capablilities of the vehicle and are totally independent of
boundary conditions. An example {is anaiyzed for maximum
range of a ramjet missile featuring variable-geometry
nozzles. 77/02/00 TTA22709

Naval tactical air warfare of the future

A/PETERSEN, F, S. A/{U.S. Navy. Naval Afir Systems
Command, Washington, D.C.) Ameorican Institute of
Aeronautics and Astronautics. Annual Meeting and Technical
Display Incorporating the Forum on the Future of Alr .
Transportation, i3th, Washington. D.C.. Jan. 10-15., 1977,
7 p.

ABS:An overview of prospective tactical weaponry and
naval aircraft fo. the quarter-century ahead is presented
with a brief survey of progress during the past
Quarter-century as reference polint. Missliles propelled by
integral rocket ramjet systems and with termipal guidance
offering zero circular error probabllity via SMAC (scene
matching area correlators), quality midcourse adaptive
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guidance which is compact, lightweight, and low-cost,
scphisticated data displays. and V/STOL combat atrcraft are
Seen as major systems of promise, along with low-cost night
attack weaponry. Advances 1n onboard electrical systems,
compostte materfals, stmulation and training systems.
digital flight controls, and weather predictions are also
anticipated. Fuel resocurces are seen as a major problem
looming ahead.

AlAA PAPER 77-333 77/01/00 77418251

Computer destgn requirements for digital alr-to-air
missiles

A/HALL, B. A.: BJ/LANGLTY, F. J.: C/WEFALO, K. 0.
C/(Raytheon Co.. Misstlie Systems Div., Bedford, Mass.)

In: Guidance and Control Conference. San Otego. Calif.,
August 16-18. 1976. Proceedings. (A76-41426 20-12) New
York. Americen Institute of Aercnautlics and Astronautics,
Inc., 1976, p. 514-533.

ABS:1t is shown that modular dlgital guidance and
control is ettective tn Improving air to al~ misslie
performance. Using a comnon bus interface, a family of ten
major computer function elements., hybritd LSI macromodules,
wilt support the entire range of missile functions. Digital
Quidance and contrcl systems will partition Into four
autonomous and asynchronocus groups: (1) target seeker. (2
gimballea pliatform stabiltzatlon, (3) flight controi., and
(4) warhead fusing. Federated microcomputer systems enable
separable miustie functions to be matched with a computer’s
processing capabllitty, and provide the desired subsystem
autonomy for modular design., manufacture. assembly, test,
mafintenance and susequent modlfication without system
disrupttion. N

ALAA 76-1077 76/00/00 76A41483

Supersontc acrodynamic characteristics of a Sparrow 3 type
misstie mode! with wing controls and comparlson with
extsting tati-control results ‘

A/NMONTA, W, J. Natlonal Aeronautics *.nd Space
Administraticn. Langley Research Center, Hampton. va.

Av”"tAn experimental investigatlon was conducted on a
model of a wi g control verston of the Sparrow III type
missile to determine the static aerodynamic characterlstics
over an angle of attack range from 0 deg to 40 deg for Mach
numbers from 1.50 to 4.60,

NASA-TP-1078 L-11715 77/11/00 T8N12041

The technology of precision guldance--¢changling weapon
priorities, new risks., new opportuntties

A/DIGBY. V. RAND Corp.. Santa Monica. Caiif,

ABS:For centur'as most of the things shot by miittary
men at their enemies have missed their target. The
remarkable thing about ihe new generation s that it is now
possibie for forces to possess weapons in large numbers
each of which has a hligh probabtltty of hitting its target
with a single shot. This article discusses the implications
of these weapons. wnich are officlaliy cailed
prectsion-guided munftions or PGMs. Usualiy, this stmply
means a bomb or misslie that ts guided in tts terminal
phase. Thus. the term tncludes many anti-tank weapons
{including some which receive steertng stgnals over thin
wires) and atr-defense missiles, as well as the
laser-guided bombs which attracted so much public
attention.

AO-AQ26653 P-5537 75/11/00 TIN1444

Oesign and analysis of alr-to-air misslle using dlgital
control thesis

A/CALLEN, T, R. Air Force Inst. of Tech.,
Wright-Patterson AFB, Ohio. (Schoecl of Engineering.)

ABS:The -design of automatic control systems fis one of
the most critical and tmportant tasks that the air-to-alr
misstlie control engineer must accomplish, The advantages of
low cost. high reltability and few power requirements.
along with the small space requirements. make digital
controilers a very attractive device for this purpose. This
thesis presents the engineering techniques that can be
employed to develop a mathematical model of a genertic
missile and also to design a digital contrclier for the
system. The basic misstile’s stability and performance are
evaluated {n both the continuous and discrete domains. for
angles of attack of 0O and 30 degrees. The effects of
sampling time are demonstrated, and direct digtital deslign
technlques are presented. with the resuliting digital
controllers betng evaiuated as to thelr effect on system
performance. Ptitch rate control {s investigated in
addgition to plitch atttitude control.

AD-AD19853 GE/EE/75-17 75/12/00 TGN26267

Effects of certain configuration parameters on a partlcu.ar
air to atr Interceptor misstle 'with optimal guidance ’

A A/RUSSAK. 1, B. Navai Postgraduate School, Monterey,
alif,

ABS:During the summer of 1973 at the request of the
Naval Misstile Center, Pt Mugu, CA, the author inltlated a
study to determine how much potential performance Jimits
could be improved for a conceptual arr to alr Interceptor
misstlie through the use of a variable thrust engline
together with optlmal guidance techniques. Signlficant



o s

improvements n performance were achieved in the sense of
reducing time to intercept. The present wor:. extends those
results by sthowing the sonsitivity of this improvement to
configuration changes such as the inclusion of aerodynamic
surfaces and thrust-impulse level changes to the missile.
AD-AD19941 NP5-54RU75103 75/.0/00 751.26266

Results of csome investigations of differential gain thieory
applied to gir-to air systems., Voiume 4: Intercepting an
accelerating target using quasi-optimal control for
afir-to-air systems

A/EIQOE, M. F. California Univ., Los Angeles. {School
of Engineering and Applied Science.)

ABS:The technique of quasi-optimum control., developed by
B. Friedland 's appiiec to the problem of intercepting an
accelerating target with an air launched nissile. The
problem {s first stated as an optimal control problem with
non-linear system equations ard a quadratic cost
functional. Several techniques of findino feedback type
optimal controls which have been developeu by solving
various approximations to the original problem are then
described. None of these techniques makes expiicit use of
a measurement of lateral target acceleration., Three
control techniques are then developed which use
measurements of target acceleration to develop c¢losed form
controls. The first control is found by solving a
linearized veorsion of the original problem. The other two
controls are quasi-optimum controls which use the soiution
of the linearized probien to obtain a new feedback type
solution that is more nearly optimal for the original
problem. Based on performance in simuiations of typical
attack geometries and target maneuvers, these three control
techniques ara found to be superior to previous techniques.

AQ-AD20094 AFFOL-TR-7S-76-VOL-4 75/08/00 7BN2S1S0

Demonstration of multistatton/CSP capability for range
controi

A/GABLER, R, T.: B/HABER. J. M. wiggins (J. H.} Co.,
Redondo Beac!i., Caltf. .

ABS:The roquired accuracy in impact prediction for range
control purposes can be achieved only through better
velocity ectimation. Coherent signal processing (CSP} was
developed to provide the C band radars with a Doppler or
range rate capability and in a multistation solution to
give the required better velocity estimate. Even though
various studies tend %0 show the possibllity of substantial
improvement through the use of multistation with Ooppi.r
solutions, very limited use has been made of multistation
solutions for real time range control purposes. A primary
purpose of this task was to deveiop the means for and

-evaiuate the capability of CS5P and a range instrumentation

system for meeting the Il1P requirements of range controt.

To make the evaluztion as complete and definitive as
necessary for the purpose. both random and systematic error
in 1IP were evaluateg and for both nominal trajectories. and
for missile failure cases. Computer programs were developed
to faciiitate this evaluation.

TR-73-7005-1 73/04/07 76N22428

3]

Direct statistica analysis of missile guidance systems vie
CAOET (covariance anatysis describing function technique)
A/TAYLOR, J. H.: B/PRICE, C. F. Analytic Sclences

Corp.. Reading, Mass,

ABS:The Covariance Anaiysis Describing Function
Technique (CAOET) -- a technique for the efficient direct-
statistica! analysis of nonlinear systems with rangom
inputs -- is extended in scope to permit the study of a
complicated. highly nonlinear model for a tactical missile
homing guidance system. Numerous parameter sensitivity
studies are performed with selected cases verified by the
monte carlo method, The validity of the assumptions
underlying the CACET theory is investigated and the impact
of possible errors in these assumptions on the accuracy of
CADET is assessed. In every realistic situation studied,
CADET provided accurate missile performance projections
with a small fraction of the computer time required for a
comparably reliable monte carlo analysis.

AD-783098 TASC-TR-38S-1 74/08/01 75N10162
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As a result of significant and extensive developments in modern control theory in recent
years there is a need to keep under continuous review their possible impact upon the design
of tactical guided weapons. 1t is the purpose of this Lecture Series, therefore, to summarize
the state-of-the-art of guidance and control for tactical weapons and to pay particular
attention to GW simulation techniques (digital, hardware-in-the-loop development,
validation) and the testing of missile guidance and control systems.
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simulation techniques (digital, hardware-in-the-loop development, validation) and ihe
testing of missile guidance and control systems.

The other principal subject areas to be reviewed are weapon delivery (including
targeting and acquisition). missile control techniques, and current guidance techniques

(both mid-course and terminal, guidance sensors, and processing). Finally, considera-
tion will be given to future trends.

The material in this publication was assembled in support of a Lecture Series under the
sponsorship of the Guidance and Control Panel and the Consultant and Exchange
Programme of AGARD presented on: 4-5 June 1979 in Rome, ltaly; 7—8 June 1979
in Ankara, Turkey; 11-12 June 1979 in Eglin, Florida, USA.
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