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EVALUATION

This effort extended the efforts performed under RADC contract F30602-

75-C-0082, entitled “Coding of Aerial Reconnaissance Images for Transmission

Over Noisy Channels” by an objective comparison of the effect of source!

channel encoding improvements in transmitting digitized , high resolution

imagery. The bases of this comparison were mean squared error, mean

absolute error, and , most significantly, the assessment of professional

photo-interpreter/analysts (the ultimate users of such imagery). Source

encoding is intended to reduce non-essential (to the user) redundancy in

original imagery, but this increases the sensitivity of the source-encoded

data to comunication channel noise. Thus channel encoding (efficient bit

apportionment /quantization, data formatting , and added redundancy for error

detection and correction) is necessa ry to minimize this noise sensitivity .

The present resea rch effort which emphasized improved bit apportionment

and quantization for realistic noisy channel conditions , provides for

enhanced quality in reducing the bandwidth requirements for reconnaissance

imagery comunication.

JOHN T. GAMBLE
Project Engineer
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I. Introduction

An earlier study Cl] has shown the potential for non—entropy—preserving

cod i ng of high resolution imagery such that photo—analysts are pleased with

the reconstructed pictures. This present study has concentrated on the

source coding methods wi th the most potential for this application and has

resulted in refinement of three methods (muLticLass zone block transform ,

hybrid , and block truncation ). New subjective rankings have been performed

which show significant advances in coding performance .

II. Two—Dimensional Block Transform Coding with MuLtic lass Zones

Adaptive two—dimensional block transform coding methods such as

described by Chen and Smith £2] have produced the best ranked results. In

such methods, the Two—Dimensional Fast Discrete Cosine Transform [3,4] is

performed over sub—blocks of the original image. The blocks are -sorted into

classes based on one or more statistical features. Then bits are assigned

to each class based on coefficient variances within each class. Detailed

descript ion of such techniques are found in Ci].

Reported in this section are (1) the use of non—equal numbers of blocks

in each class; (2) methods of assigning blocks to classes which result in

improved mean—square error performance and higher subjective ratings; (3) a

method of preprocessing the image to improve subjective ratings of the

reconstructed pictures; and (4) resolution and quantization considerations.

11.1. VariabLe Number of Blocks Per Class

A typical adaptive mu ltictass zone method is diagrammed in Fig. 11—1 .

In the implementation described by Chen and Smith [2], the total ac energy

is used to classif y each block into one of 4 cLasses, so that each cLass has

an equal number of blocks assigned to it. The purpose of having an equal

number of blocks per class is to insure easily that the average coding rate 

—-- -.-—. .—, .- .— .~~~~~~~— ~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
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over the entire image is maintained . However, this appears to be an un—

necessary restriction in that the bit assignment algorithm can easily use

the number of blocks in each class to assign bits so that the average coding

rate is maintained .

The bit assignment algorithm assigns bits simultaneously to all coeffi—

cients in all classes proportional to the Logarithm of the sample variance

of each coefficient . The number of bits assigned to the (u,v)th coefficient

beLonging to cLass k is

Nk(u,v) ~ Log2 Ea~(u,v)] L og2 D (11 i)

where a~(u ,v) is the sampLe variance of the (u,v)th coefficient over all

blocks in class k and D is a constant which sets the compression. This as—

signment is optimal in mean—square—error performance assuming Gaussian dis-

tributed , uncorreLated coefficients £5].

The parameter D can be determined using the following steps:

Let Bäc number of bits assigned to the dc coefficient
in each class.

B = desired average coding rate in bits/pixelavg (not including overhead).

= total number of bits assigned to the ac coefficients
of a block in class k.

Ck 
= number of blocks assigned to the kth class.

N = total number of pixels in a block

M = total number of pixels in a picture.
Then

Bk 
= -

~~

- ~ Log2 a~(u,
v) — (N—i ) log? D (11—2)

(u,v)�0

for k = 1,2,.. .,K. Also ,

— 3 —
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[ K
r E C (B + B ) = M B  (11—3)

k 1  k k dc avg

substitut ing EQ. II—? into EQ. 11—3 gives

Log2 D 
= 2M(n—1 ) E-c C k E log2 a~(u,v)} 

+ 

Bdc~
NøB avg (11— 4)

k (u,v)�0

Because of round—off error , the exact desired number of assigned bits

may not be assigned on the first tria l. Therefore, the value of D can be

modified as follows where primes indicate the values obtained on the first

trial: From Eq. 11—3

K
E C (B —B ) = M (B — B ) (11—5)
k=1 k k k avg avg

using Eq. 11—2

N (B — B  )
log2D 

= log2D 
— 

avg
1 

avg (11— 6)

Of course the advantage of using a variabLe number of blocks in each

class is that small unique regions of a picture (e.g., islands in an ocean)

can be given their own class and optimum bit assignment.

11.2. SeLection of Classes

11.2.1. Energy and Frequency Content

Although ac energy is often the most useful parameter for dividing

blocks into classes ( low energy classes get few bits ), such an assignment

neglects the frequency distribut ion of energy. For example , a group of

blocks may have a Low total energy but w i th most of their energy in the high

frequencies. Other blocks with Low energy might be primari ly Low frequency

- 4 —
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blocks. These two groups would be put in the same c lass based on energy but

the bit assignment would have to spread over both the high and low frequency

ranges. However , if these two groups could be put into separate classes,

the bit assignment wouLd be quite different , thus resulting in a more effi-

cient code. Such a system has been implemented by using the ac energy to

divide blocks into two classes and then using the ratio of Low frequency en—

ergy to high frequency energy to sub—divide each of the resulting two

classes. The sample mean was used as the class boundary in each case. This

system is to be compared to one which uses energy only to divide into four

equal classes as described in [2).

Using the original shown in Fig. V—i , the two methods discussed were

applied to obtain a tota l coding rate of 1.5 bi ts/p ixeL.  Overhead allowed

(including error protection) averaged 15.5 bi ts/bLock thus leaving an aver—

age of 368.5 bi ts/bLock for the bit assignment .

The 4 equal classes based on energy method resulted in the classif ica-

tion map of Fig. 11—2 and the bit allocation maps of Fig. 11—3. The result—

• ing reconstructed image is shown in Fig. 11—4. The mean square error is

35.2.

The energy and ratio method with variable number of blocks per class

resulted in the classif icat ion map of Fig. U—S and the bit al location maps

of Fig. 11—6 . The resulting reconstructed image is shown in Fig. 11—7 . The

mean square error is 28.0.

11.2.2. Feature Clustering

The performance improvement shown above has Led to the development of a

more adaptive method of choosing the class features. Several frequency re—

gions of each transformed block are defined including Low frequency, mid—

frequency, high—frequency, and horizontal and vertical edges. Typical re—

Li 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
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Fig.II— 2 , Classification map for Fig.V— l using
4 equal size energy classes. Class 1
represents 16xl6 blocks with the
highest energy and Class 4, the lowest.

-6-

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
-
~ ~ - • - ~~~~~~~~~~~-



r 
• 1

rL~ s~ ~ IL ~~~~

~.~~~~4 * 2 ? 2 2 2 2 1 1 1 1 1 1
7 ~~ 5 4 4 3 ~ ~ 2 2 2 2 ~ I ] 1 u 3 3 3 3 2 2 1 1 1 1 A 1 1 1

‘
~ 4 44 44 3 3 “ 2 2 2 2 ~ 1 £ 1 

~ 3 ~ ~ 2 1 1 1 1 1 1 0 U
S 4 4 ’ 4 ’4 -S ,~~~~~~~2 2 � i 1 1 1  ~~~~~3 ’ 3 2 2 2 2 1 1 1 1 1 0 1

‘4 4 4 ‘ 3 ~ 2 2 2 ~ 1 1 1 3 £ 2 2 2 2 1 1 1 2 1 1 0
4 ‘4 ‘3 3 3 3 3 ~ 2 2 ~ 2 A 1 1 1 3 ~ 

‘- 2 2 2 2 1 1 1 1 1 1 0 C
c ~ ~~ 3 .~ ~

- 2’ 2 2 1 1 1 1 1 
~ 2 3 2 2 2 1 2 1 1 1 1 1 1 1 0

~ 3 3 3 3 2 2 2 2 2 1 2 1 1 1 ~ 2 2 2 2 2 1 1 1 1 1 1 1 1
3 3 5 3 2 ~~~~~~~~~~~~~~~~2 ? 2 ? 1 ~~~~~~~~~~~1 1 3  2~~- 2 2 2 2 1 1 1 1 1 1 1 0 1 O
4 3 2 2 2 2 2 ? 2 2 2 1 A 1 1 1  2 2 2 7 2 1 1 1 1 1 1 1 1 1 1 0
4 4 7 2 2 2 2 2 2 2 1 2 1 1 1 1 1  2 2 1 1 1  1 1 1 1 1 1 1 1 0 1 0
3 ? 2 2 2 2 2 2 1 1 1 1 j , 1 1 ~~ 2 2 2 1  1 1 1 1 1 1 1 1 0 0 0 0
~4 2 ? 2 2 2 2 1 1 1 1 1 L 1 1 1  2 1  i l i l l l l O O l u 0 0 0
3 2 2 2 2 1 2 1 1 1 1 1 . L 1 l 1  1 1 1 , , 1 l ) r l l 0 0 0 0 C
3 2 2 7 “ 1 1 1 1 1 1 1 1 1 1 i 1 2 1 1 1 1 1 1 0 0 1 0 0 0 0 0
‘ 4 7 2 2 2 2 1 1 1  1 1 1 1 1 1 1  1 1 1 1  i 1 i 1 1 1 1 0 00 0 0

C 1i~SS 2 CU SS L

~ ~ 5 ‘4 ‘4 ~+ 3 ~ 3 2 2 2 ~ 2 2 ~ ~ 2 3 1 0 0 0 0 0 0 0 0 0 0 0
f~~~~ 4 ( 3 ’4 3 3 3 3 2 2 2 2 2 2 1  3 2 1 1 0 3 0 0 0 0 0 0 u 0 0 0
5 4 4 4 4 4 6 5 3 2 2 2 2~~~~2 1 2  2 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0
4 4 1 4 4 4 3 3 3 2 2 2 22 2 1 2  1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
~4 ‘4 ‘4 ‘4 3 3 3 3 2 2 2 2 2 2 1 1 1 ti 0 0 ‘) 0 0 0 0 0 0 0 0 0 0 0
‘ 4 ’ 4 4 4 4 3 3 32 2 t 2 2 ~~~~ 1 1 1  1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
‘ 4 3 3 3 3 3 3 2 2 2 2 22 1 1 1  l 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
3 3 3 3 3 3 2 2 2 2 2 2 1 2 1 1  0 0 3 0  C 0 0 0 0 0 0 0 0 0 0 0
3 3 3 3 3 2 22 ? 2 2 2 ~~~~2 1 1  1 0 0 0 0 0 0 0 0 0 0 0 0 0 00
3 3 3 3 2 3 2 2 2 2 2 11 1 1 1  f l 0 0 O ,~~0 0 0 0 0 C O 0 0 0 0
3 3 3 2 2 2 2 2 2 2 2 1 2 1 1 3 0 (1 0 0 0 0 0 0 ~ 0 0 0 u 0 0 0
2 2 2 2 2 2~~~~2 2 2 1 1 A 1 1 1  0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
2 2 2 2 2 2 2 2 2 1 1 1 1 1 1 1  ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
2 2 2 2 2 2 2 22 2 1 1 1 1 1 1  0 0 0 0 0 0 0 0 0 0 0 0 0 0 00
2 2 2 2 2 2 2 2 21 1 1 . , . 1 1 3  0 0 0 0 0 0 0 0 0 0 0 0 0 0 00
2 2 2 2 2 2 2 2 1 2 1 11 1 1 1  ij fl C O C 0 0 0 0 0 0 0 0 0 0 0
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represents high energy , high frequency ; Class 4
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Figure 1 1-6 BIt allocation maps for the four classes
shown in Fig.l 1-5. Bits are assigned pro-
portional to the sample variance of each
coefficient with the average bit rate 1.5
bits /pixe l including overhead.
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gions are shown in Fig. 11—8 for a 16 x 16 bLock. Four featur,1~s a re defi ned

based on the tota l, energy in each region . These are: (1) Log ; (2) Log

HIGH ~ 
(3) log 

~~~ 
: and (4) tog (LOW + MED + HIGH + EDGE).

The his tograms of these four features are collected over a ll picture

blocks.

A clustering procedure is then used to find the histogram which can be

most obv iously divided into two classes. After the first division , all four

histograI~ for  each class are again examined and each class is again divided

into two using the most useful feature for each division .

Although this method offers a Large amount of adaptability, the im-

provement gained is not signi f icant ly better than that using ratio and ener-

gy (described ear l ier )  for typical. aerial reconnaissance imagery used in the

present study.

11.2.3. Spatial Criteria 
-

Another of the four class zona). codin g techniques we have studied in-

volves both frequency domain and spatial domain information. The cosine

transform of each 16 x 16 block of pixels is examined to determine the

bandwidth of info rmation contained within that block. In particular , the

o.c. energ y contained in successively Larger and larger circular frequency

domain zones (centered at the dc coefficient ) is calculated as a percentage

of the total a.c. energy contained in this block. The minimum radius of a

circular  zone required to contain at least 90% of this to tal ac ener gy

within the block is calculated . “Water ” blocks typically exhibit bandwidth

radii of from four to seven. “C i t y ” blocks, on the other hand, take on

bandwid th radii up to and including the maximum allowed amount of 15. In

the spat ial domain , these same circular zone radii are calculated but now on

the basis of the circular zone size required to obtain a maximum abso l ute
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error upon inverse transformation that does not exceed a threshold of 12.5.

These two circular zone radii (based on 90% bandwidth and 12.5 maximum

absolute error) allow us to construct a two dimensional histogram that lists

the total number o4 pi c tu re blocks tha t have any gi ven possible bandw i dth

and requi re any gi ven c ir c u lar zone s i ze to achieve a moderately low m ax im um

absolute error in the spatial domain of the decoded block. Those blocks

that exhibit low bandwidth , and also demons trate very quick pointw ise con—

vergence using the cosine transform , are placed in what we call zone 1.

Those blocks hav ing both a high bandwidth and stow spatial domain conver-

gence, are defined to be in class 4. The “class two ” blocks are also of

wide bandwid th, howeve r, exh ibit quick convergence in the spatia l. domain.

Class three blocks are of low bandwidth yet demonstrate very stubborn con—

vergence upon inverse transformation . (One algorithm we have used to estab-

lish class boundaries i n this two—dimensional histogram is a bi—modal one

that we discuss below. We have also coded images using class boundaries

that forced all four classes to be of equal size . Evaluations of images

coded using both schemes are reported on below.)

The resul t is an algorithm tha t p laces “water ” blocks in cl ass 1 and

“c i t y ” blocks in class 4, respectivey, very reliably. More importantly,

however, we have found tha t this technique isolates into class 3 two very

troublesome types of image blocks ; the “coas t line” and the “boat—in—the—

water ” blocks. The former occurs when a group of 16 x 16 pixels overlaps a

boundar y between a region of high ac energy and a region of low ac energy.

Since the hi gh energy pixels occupy only a portion of the total 256 pixel

region, it is possible for other categorization schemes erroneously to place

such a block into a lowe r ac energy category. The result is a poor render-

ing of the “city ” portion of the block. “Boat—in—the—water ” blocks exhibit

— 14 —
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one or two pixels of highly iso l ated detail in a background field of very

low bandwidth. Again observing only the total ac energy with the btock (or

its bandwidth ) could cause a more simple—minded categorization technique to

place this block in, say, a “water ” class. The resul t would be a blurring

or even a complete loss of the small potential target . By paying attention

to both frequency bandwidth and pointwise spatial domain covergence , we have

found that we may very reliably flag both of these block types.

Of course such an approach does require the repeated inverse transfor-

mation of lar ger and larger subsets of the cosine transform coefficients of

each block. However, by making use of the normally high correlation of the

spatia l. domain radius from one block to its neighbor , we ma y cut this compu—

tationa l labor to a min imum . The initial guess for the spatial domain ra—

dius of each new block is simply taken as the resulting radius value calcu—

la ted for the previous block. Then adjustments in the zone size to obtain

the necessary point—wise convergence are made in an upward or downward

direction as needed . Typically only three or four inverse transformations

of each block are needed duri ng categorization.

Once the above—mentioned two—dimensional spatial—frequency domain zone

size histogram is formed, it must be divided into four regions. This divi-

sion is based on a “most bimodal” criterio n. If we define each element h..
‘2

of the two—dimensional histogram H as the number of blocks in the (-i ,j) bin

of the histo gram (where i corresponds to the spatial domain zone size and j

corresponds to the frequency domain zone size) we can define two one—

di mens ional his tog rams x and 
,~~~ wi t h e l ements

x 1 = E ~~

L 
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16
= E h .~

respect ively.

For any one—dimensional histogram a with elements a~ we can define a

measure of bimoda lity

i—i 16
mm a., ~j i  k i+1m m

b
~ 

= 
max ‘Ca 1, 0.5) 

~ = 1min + 1, ,15 (11—7)

where tm mjn is chosen to be equal to the smallest integer value j such that

j 16
a. > .25 

~~ 
ak.

i=1 ~ k 1

This condition ensures that at least 25% of the total numbe r of blocks in

the histogram will be put into one of the two tow energy classes and

prevents these classes from receiving too few bits in the bit assignment at—

gorithm due to a small sample size.

Using (11—7), we can define the most bimodal point for a one—

dimensional histogram and its corresponding location as

b = max Cb.} , i = i +1, , 15 (11—8)max 1 inn

and

= index of b. at which b occurred . (11—9)max 1 max

• The actual location of the most bimodal split will. be immediately on either
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side of tm m x p whichever division yields the most nearly equal classes .

Applying (11—8) and (11—9) to the one—dimensional histograms x and

we choose the most bimodal. of these (the one with the largest value of b )
max

for the primary division of the two—dimensional zone size histogram . Two

new one—dimensional histograms may now be formed, one on each side oT the

primary sp lit , with the major axis in both cases being the criterion that

was not used in the primary division (either spatial or frequency domain

zone size). These new one—dimensional histograms may then be divided at

their respective most bimodal points by again applying (11—8) and (11—9) to

each.

A typ ical two—dimensional histogram for a 256 x 256 picture is shown in

• Figure 11—9 with its appropriate bimodal d visions.

11.3 Preprocessing to Improve Subjective Ratings

Since the ultimate performance criterion for our coding was human photo

analyst subjective ratings , we found that some modifications could improve

the subjective ranking white actua lly raising the mean—square—error in the

resulting picture. Such is the case of a non—linear gray level transforma-

tion prior to coding and the inverse process after coding. The transforma—

• tion used for 8—bit origina l data was:

for 2 4 5 < x < 2 5 5  y = x
2 3 < x ~~~245 y 4Ox0~~~- 116.17
0 < x <  23 y x

Such a power law (X°~
4) has been proposed as similar to the human visual

system response [6).

The more traditional logarithmic transformation was found to be too

flat at the high gray levels (the invei..e after coding reconstruct ion em—

phasized the ringing due to high frequency loss). This particular power law

was judged subjectively most pleasing by the authors.
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Frequency Domain Zone Size
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0 0 0 2 4 1 0 0 3 0 0 0 0 0 0 0
0 0 2 0 0 1  1 0 0 0 0 0 0 0 0 0
0 0 1  0 2 1 0 0 0 0 0 0 0 0 0 0
0 0 1  1 2 2 1  3 1  0 0 0 0 0 0 0
0 0 4 1  3 4 7 5 3 0 0 0 0 0 0 0
0 0 3 3 13 9 14 7 1 0 0 0 0 0 0 0
0 0 2 2 11 3 7 6 3 2 0 0 0 0 0 0
0 0 0 1  1 3 3 9 1 2 6 0 0 0 0 0 0
0 0 0 0 2 0 0 3 1  1 1 0 0 0 0 0
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Fig. I—9. Two—dimensional zone size histogram with
bimodat splits.
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Subjective rankin gs showed that , on the average, the preprocessed im-

agery was ranked better than the non—preprocessed imagery. As an example

compare the two reconstructed images in Figs. V—3 and V—4. Fig. V—3 uses

the 4—feature method described in the previous section. Fig . V—4 used the

same method except preprocessing precedes coding and the inverse operation

is applied followin g reconstruction . The effect of the preprocessing is to

emphasize the energy in the dark regions of the image so that more bits are

used to code the darke r regions than normal . Since the human is more sensi-

tive to the same incremental additive changes in a dark region than in a

bright one, the coding more clearly matches the human ’s response even though

the mean square error increased (the mean square error decreases ir’i the dark

regions and increases in the bright regions).

11.4 Resolution and Quantization Considerations

Most image bandwidth compression studies in the past have aimed for

good aesthetic reception (of a coded—decoded image) by the human brain , and

have often relied upon the existence of substantial correlation among neigh-

boring pixe ls. However , when aesthetic appearance is made secondary to

sheer useful information content, and/or when each isolated pixel is poten-

tially important , then a number of judgements and techniques in image coding

are required to change. We will use this section to examine some of these

new considerations at bit rates in the 0.5—2.0 bits /pixel range. All of our

example blocks (of size 16x16 pixels ) will be drawn from the “AP2” original

shown in Fig. V—i . Over several regions (especially the city areas at t1ie

upper left ) the image bandwidth here approaches the spatial Nyquist .

Our work for the Rome Air - Development Center has required image

compressions down to 0.5 bits /pixel. Since most (but not all ) spatial

domain coding methods are limited to 1 bit /pixel and above, a substantial
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amount of our effort has been applied to frequency domain coders. These

transform cod i ng techniques are easily capable of image compression rates

down to 0.5 bits /pixel and below. Thus most of the discussion of this sec—

4 tion will b. in reference to zonal transform coding of, for simplicity, the

single cldss type . Here the image is artificially broken into sub—images of

size 16x16 catted “blocks ”.

A particularly troublesome problem for frequency domain coders is

presented by image regions of high detail that are of very limited spatial

extent . In Fig. V—i these could be boats of one or two pixel width appear-

ing on a background of water. Alternately a narrow strip of coastline may

turn out to occupy only an edge of an otherwise low frequency block. In any

case, and depend ing upon the intricacies of the cod ing method used, render-

ing such isolated details without uniformly increasing the transmission bit

rate presents a problem that, while aesthetically neg ligible , may well be of

real concern for reconnaissance purposes.

One means of handlin g such special cases, without un i formly easing up

on the compression rate, is to provide an increased number of bits for these

(hopefully few) blocks of isolated detail on an adaptive basis. This natur-

ally implies that schemes are available to detect these special situations.

One detection approach that seems particularly attractive is to total the

percent a.c. energy within a block , working from the lower toward the

higher spatial frequency coefficients. (These sums—of4quares of transform

coefficients would be calculated by the coder during its evaluation of coef-

ficient variances for bit assignment. Thus the a.c. energy calculations

w i ll requi re further arithmetic additions but no new multiplications. ) If a

noticeably large number of squared coefficients are required to total to,

say, 90% of the full block transform ac. energy, then additional coding

—20 —
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bits for this block are apparently called for. Such an approach will. clear—

ly f lag any image bLock containing a large amount of high frequency energy,

such as a “city ” region menticned above. Since these blocks are obviously

prime candidates for receiving extra coding bits —— to better represent

their more important higher frequency coefficients —— this “energy thres—

hold” approach looks promising.

For “city ” image blocks widely dominated by regions of detail , this en-

ergy threshold detection method performs well. Fig. 11—10 indicates that it

is less than satisfactory for blocks of isolated detail , however . Here we

have extracted a single “boat in the water ” block from Fig. V—i . In the

original image the boat is represented by only one pixel while the water

presents a background of slowly changing intensity. The upper left quarter

of Fig. 11—1 0 represents the recovered image block where 90% of the total

a.c. transform energy is used for the inverse transformation. The one—pixel.

boat is no where in evidence. Even at 95% energy threshold, the boat is

niy marginally distinguishable and thus vulnerable to obliteration by

transform coefficient quantization errors. At 98% (lower left) the boat has

become quite distinct , but at such a high threshold most other blocks within

the scene were found to have their bit rates set at a much higher level then

their information content could justify. The result is an unacceptable loss

in the overall compression rate.

To understand the isolated pixel problem in the context of the two di-

mensional Cosine Transform , we refer to Figs. It—il and 11—12. We apply the

Cosine Transform to an image test block consisting of a single unit intensi—

ty pixel placed in the middle of a field of zero (dark) pixels. Scanning

down the main diagonal of the resulting transform array, we encounter the

coefficient values plotted in Fig. 11—11. While the two dimensional Fourier

— 2 1 —
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Transform can be shown to produce a transform array of equal coefficient

magnitudes , this is definitely not true of the Cosine Transform . While the

transform energy is widely dis~ributed , a few coefficients take or, value s

several times those of others: particularly the highest spatial frequency at

location (15,15) in the transform matrix. Fig. Il—i l shows this and other

higher frequency coefficients to be especially important . The Fourier

transform could be expected to perform much better on this very special type

of block.

In the spatial domain this very slow convergence of the Cosine

Transform to a “boat in the water ” is depicted by Figure 11—12. Here in-

verse transforms are performed on submatrices of the full transform matrix

of size lxi , 2x2, 3x3, etc. until the full matrix is a used (16x16). Even

at 15x15, when 88% of the coefficients are in use, the maximum absolute er-

ror exceeds 13%. Further experimentation with this threshold criterion

shows that if the “boat” size is increasel to 2x2 pixels , a 90% threshold

detects these blocks with only a small loss in the overall compression rate.

While “city ” blocks should clearly be provided additional. coding bits

in most adaptive schemes, blocks of a “coastline ” or “boat ” nature

(described above) might best be represented through some other form of spe-

cial handling, such as resorting to a spatial domain coding techni que for

these unique cases. Thus a means is still. required to single them out . We
I

have found the following criteria to be qu~te effective: a lt image blocks

requiring a relatively small number of transform coefficients to account

for, say, 90% of the total a.c. energy are found. Among these, several. in— •

verse transforms are performed on each transform array to determine those

blocks need i ng a larger number of represented coefficients to achieve satis-

factory pointwise convergence. (We use a maximum absolute error of 12.5 for

— 2 5 —
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pixels in the range 0—255.) The first measure (a.c. energy) is basically a

mean—square error one, while the second is a spatial domain maximum absolute

error measure. Those blocks exhibiting good energy compaction (from a pure

percentage viewpoint) , while still showing poor spatial domain convergence

are placed in the “boat—coastline ” class. This has been found to work very

well. “City ” blocks can also be flagged reliably . These too exhibit slow

pointwise convergence , but a large number of transform coefficients are

needed to account for 90% of the total a.c. energy.

Adaptively increasing the number of coding bits allowed for a t rouble—

some image block can lead to other problems in a photo reconnaissance con-

text. The ori ginal. of the “boat in the water ” block used above appears at

the left of Fig. 11—13. After the coefficient quantization inherent in our

zonal. coding method is applied , and the result is inverse transformed , we

obtain the block at the right of Fig. 11—13 . Quantization errors, as cx—

pected , have contributed to a heavy graininess in the water field surround-

ing the boat . Aesthetically this is not pleasing, but from an information—

content point of view the boat “target ” has been well represented. In fact,

the quantization has caused i ts accentuation: The original boat intensity of

101 has been raised to 142. However potential false targets have been in-

troduced . Partiall y surrounding the boat, at directions of 3, 9, and 12

o’clock , are three very dark pixels reminiscent of the “precursory un-

dershoot exhibited in the Fourier Gibbs phenomenon. These have been

lowered in intensity from 72 to 44. They now deviate from the background

intensity by an amount equa l to the deviation of the original boat intensi—

ty. Aesthetically these dark pixels are simply a part of the overall. objec—

tionab le graininess. From a reconnaissance viewpoint , however , their con-

trast as well. as their symmetric placement about the boat could cause them

— 26 —
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to appear as false targets: a problem almost as severe as the loss of a po-

tential target discussed in connection with Fig. 11—11.

A second problem arises when an adaptive coder assigns a significantly

larger number of bits to a few blocks in an otherwise low frequency group of

blocks. At the left of Fig. 11—14 , a water region , with two potential tar-

gets Lying in  distinct blocks , is shown . At the right we see the result of

cod i ng followed by decodin g with a larger number of bits set aside for the

two target blocks. The juxtaposition of two or more blocks of greatl y

differing graininess causes an aesthetic defect that disturbs even some pro—

fessionat photo analysts. The creation of artifacts that are potential

false targets is certainly a --~itimate issue . However when an entire water

region appears grainy, the coding method causing this can actually be rated

higher than another method that supresses grainularity except in blocks o

high detail. Thus not all photo analysts are unconcerned with aesthetics ,

and this fact, possibly above all. others, makes coding for photo reconnais-

sance specially difficult at higher compression rates.

A substantial portion of the graininess mentioned above is due to the

large number of one bit (two level. ) quantizers prescribed for the higher

frequency transform coefficients by the bit assignment algorithm. These

coefficients have been provided no zero level. and so any unnecessary coeffi-

cient , no matter how sma ll , is forced to take on a full—scale (positive or

negative ) value equa l. to all. others of the same bit— ler~ th. We have there—

fore, tested the efficacy of forcing all assigned two level coefficients to

three leve ls. The result of this coding strategy change on “water ” blocks j I

is shown in Fig. 11—15. Using strictly two—Level quantizers on the higher

frequency coefficients of the original (shown at the lower left) produces

the graininess apparent in the decoded block at the upper left. Then in—
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creasing all these two—level qt antizers to three—level. ones (and adjusting

the bit assignment algorithm 1-arameters to obtain the same overall compres—

sion), results in the much more satisfactory rendering of the upper right .

Also , the mean—square error (m.s.e.) has dropped from 26.5 to 17.2.

Testing this same three—Level strategy on blocks having three—pixel

boats yields the results of Fig. 11—16. Again the graininess is improved ,

and the m .s.e. is reduced from 39.3 to 24.3. With the large drop in graini-

ness also comes a significant decrease in the probability of obtaining a

false target.

If an isolated target block is si ’ni lar ly coded , however , Fig. 11—17

shows that the target can almost completely disappear. At higher compres—

sions , this disappearance is almost certain to occur. (In all these three—

leve l, tests we have used a compression rate of 1.72—1.77 bits /pixel.) . Some-

what surprisingly, though the graininess has again improved , the m .s.e. has

increased from 66.3 to 84.7.

Use of the three—level strategy on “city ” blocks renders these also

more pleasing to the eye by reducing artifact clutter. The m .s.e. is not

always improved , however. At 1.72 bits/pixel , the two—level. coder applied

to a block positioned over the right sections of two horizontal run—ways

(see Fig. V—i ), produces the block images of Fig. 11—18. The m..s.e here has

risen from 44.6 to 49.0. The same trend is in evidence at a higher compres-

sion rate of 0.59 bits /pixel (see Fig . 11—19). The m.s.e. of 170.2 has be-

come 198.3, and block boundaries have begun to appear.

We have concluded that three—level quantizers applied to higher fre-

quency transform coefficients usuall y result in increased aesthetic appeal

L 

(at least at moderate compressior~ .- , but the possible loss of potential. tar-

gets makes their use unjustifiable in reconnaissance work.
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Transmission errors in tra-isform coded information is conventionally

thought to be preferable to the “salt and pepper ” errors accompanying the

use of some spatial. domain coders such as PCM . We do not believe this issue

is at all clear cut in the case of aerial reconnaissance photography. As

for frequency domain information , the toggling of a code bit may or may not

cause large decoding errors. But the results of channel errors app lied to

some spatial domain coders will often be highly localized (“salt and

pepper”), and so frequently the resulting artifacts can be ruled out as tar-

gets by contextual considerations. In the last analysis , these aesthetical-

ly annoying defects would then be of no importance. But toggling bi ts of

higher significance in transform coefficient information can soften targe-

edges throughout a block thus impeding target identification and even detec-

tion . Since each coefficient affects every pixel value within an inverse

transformed block , an extreme error situation can result in the obliteration

of several. targets within a block. This latter is not common , however .

III. Hybrid Cod i ng

This project was designed to investigate the use of a hybrid method in

the transform coding of aerial reconnaissance images.

The hybrid technique that was investigated was introduced by Habibi

[7]. It consists of taking a one dimensional unitary transform of a strip

of data and passing it into a bank of differential. pu~se code modulators ,

DPCM. The resulting differential signal. is then quantized and passed

through a simulation of a noisy channel. At the receiver the data is then

fed into an associated DPCM system, and the inverse transform is taken .

There were four main areas that were investigated concerning the imple-

mentation of the method:

1. Transform Method

— 3 6 —
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2. Optimum Strip Length

3. Quantization Method

4. DPCM System Configuration

111.1. Transform Method

There are many transform techniques in use which are available for this

method . Among these are: Karhunun—Loeve, (KL ), Fourier , Walsh , and cosine .

These are all discussed in Ahmed and Rao [8]. The KL transform is recog-

nized as being the best in the MSE sense when fewer than the full set of

basis functions are used, as is necessary in image compression. However it

is rarely used, as no fast algorithm for its computation has been deveLoped . - 
-

The cosine transform was introduced by Ahmed , Natarajan, and Rao [3].

They show that its performance is a close approximation of the <L transform .

The hybrid method implemented here uses the discrete cosine transform .

Chen, Smith , and Fralick [4], have published a fast algorithm for computing

the cosine transform that does not require the use of a fast Fourier

transform . This algorithm was used to further reduce the computational. cost

of the hybrid method.

111.2. Strip Length

When dealing with large images it would be ideal to be able to work

with the whole image at one time . This would take advantage of al t of the

redundancy avai lable in the image. However the amount of computational time

and computer storage space that this would require would be prohibitive.

Therefore the picture must be broken up into smaller subunits which are pro-

cessed separately. In implementing this method a decision had to be made as

to the desired l ength of the strips over which the one dimensional

transforms would be made. Figure Ill—i presents the relationship between

the strip length and the operations count requi red to compute the fast DCI.
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This is a significant portion of the total number of computation required

for the method and it is desired to keep th is as low as possible in order

that this method might be realizable in a “real time ” system with a dedicat-

ed processor.

The method was implemented using strips of Length ranging from four to

32 pixels long . The resultant MSE performance as a function of the strip

size used is grap hed in figures 111—2 and 111—3 . As can be seen there is no

apprecialb le increase in MSE performance for strips with length greater that

eight pixels , at 1.5 bits /pixels. However , at 0.5 bits/pixels , the MSE of

images processed with strips eight pixels long is significantly larger than

those with strips sixteen pixels long . There is also significant improve—

ment in the visual characteristics of images processed with strips sixteen

pixels Long, versus those processed with strip lengths of eight pixels. No

similar improvement , when compared with the increased computationaL cost, is

noticed when the strip size is increased to 32 pixels.

111.3. Quantization Methods

The images that were processed were originally quantized to 256

levels , or eight bits/pixel.. In order to achieve the desired bandwidth

reduction the transmitted image was required to be sent at an average rate

which varied between 1.6 and 0.5 bits /pixel., depending on the degree of

compression desired .

The optimal bit assignments for the method depends on the type of

image being processed. Images which change rapidly in the spatial. domain

contain a Large amount of high frequency information. It is therefore

desirable to assign a reLatively larger number of bits to the higher coeffi—

cients for such an image , than an image which changes slowly in the spatial

domain . In order to determine the optimum bit assignments it is first

— 3 8 — 

-~~~~~~- - -—— ~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~ 
-
~~~

- -
~~~~~

-- ——



- - —~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ -

3000 -

A D D I T I ONS

2000 -

M U L T I P L I C A T I ONS

1 000 — FIGURE I I 1—1 The number of
Operation s requir ed to Compute
the Discrete Cosine Transform
for a Strip of Da ta S I Z  P i x e l s
Long.

I I I I
Li 8 16 32

STRIP SIZE IN PIXELS

-39-

- ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~
-

~~~~-



- - -- - - C~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
_ - —

-I ’

MSE 3

90 —

80

I

70 —

p
p

60
Figure 1 1 1 — 2  tlS[ Performance of The
Hybrid System as a Function of the Strip
Length . 1 .5 Bits/Pixel.

50

I I I
I, 8 16 32

STRIP SIZE III PIXELS

— —

- -



-~~~~~-~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

MSE

340 -

320 —

300 —

FIGURE 111 —3 MSE Performance
of the Hybrid Syster~ as a
Function of the Strip Length;
0.5 BitS/Pixe l

280 —

261) —

I I I I

4 8 16 32

STRIP SIZE IN PIXE LS

— 4 1 —

_____ - — 
- - 

-- -



—~~~~~~~~~~~~ ~~~~~~~~ —~~~~~~~~~

necessary to determine the stati stics of the image that is being processed .

The mean and the variance of the differential coefficients are calculated

using the standard formulas [9]:

= 

~ ALL 
a .

.2 1 ~~— .2
a -  ~~

—
~
- i.,, (a. - —

ALL ~

Where ~~ is the ~th  d i f f e ren ti al c o e f f i c i e n t in  the ~th strip, m is the to-

tal numbe r of str ips, i s t he mean of the ~th d i f f e r e n ti al c o e f f i c i e nt,

and is i ts variance. With the exception of the dc differential coeffi-

cien t, the mean values are approximately zero. The square root of the vari-

ance is taken to de te rmine  the sta ndard devia t ion,

The bi t asi gnmen ts are then  made on the  bas i s  o f :

NBITS~ = CLOG2
(~Y~/a)+1] x AVEBITS

Where “avebits ” is the desired average number of bits/pixel , ~ is the

average standard deviation , and “ nbi ts~” is the number of b it s ass ig ned to

the ~~ differential coefficient.

A t high compressions it has been discovered that the above bit

assignm-~nt rule must be modified somewhat . After the bit assignments are

m ade, the dc differential. coefficient must be checked to ensure that at

least three bits have been assigned to it. If not, b i t s  must be taken f rom

the higher coefficients and given to dc. This is to ensure that no “blocki—

ness ” appears in the compressed image.

The differen tial. coefficients can best be modeled by Lapacian
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random variables (with a two sided exponential density function ). As

described by Max [10], the noise introduced by the quantizer may be minim-

ized in the MSE sense by using non—uniform quantization steps. These cutoff

levels were determined using the iterative technique that Max described .

The first line must be sent via a pulse code modulation technique. It

was assigned eight bits per coetr icient , due to the greater amount of infor-

mation which it contains.

111 .4. DPC M Sys t em Conf i gura t ion

One of the design constraints for the system was that it was to perform

well. in the presence of simulated channel noise. There are two possible

methods for the error protection of the DPCM system : updating and leak.

In the updating method the original signal , rather than the dif-

f e ren t i al one, is periodically transmitted at a much higher bit rate. Thus

the guant izer is periodically restarted , w h i c h  would  pr even t a cha nnel e r ror

from propagating through the entire image. This method was implemented by

sending the origina l. spatial. information every 32nd line , quantized to six

bits/p ixel. In the resulting image the channel errors appeared as black and

wh ite streaks running down a column of the image. At low bit rates, 0.5

bits/pixel , the upd a t i n g l i nes were much  shar per, and thus distracting . Al-

so at low bit rates the cost of such updating, as measured in the decrease

in the available bits for the differential. lines , becomes prohibitive. S ~e

improvement was noticed when the cosine transform coefficients , r a t h er t han

t he g re y l e v e l s , of the updating lines were transmitted . This served to

smoo th the er ro r ou t over a l a r ger reg i on of the ima ge , bu t the cost is

st ilt prohibitive.

The leak method can be designed in terms of the optimal. MSE pred-

ictor . It is desired to determine the best MSE estimate of the signal., ~~~

— 43—
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in terms of the previous value of the signal., s,~~1 ,J
The signal. to be transmi tted will then be the differen ce between this

estimate and the actual signal. The estimate , g of s 1~ is:

§i j  = a s .
1 -

.11 1 i4

We desire E{(s. -~~~~~ .)~~} to be minimum . Therefore we wish to minimize :13 13

EC (s. .—a .s, .)(s. .—a s. - }
1] j i— 1 ,j ij  ~

Differentiating with respect to and equating to zero:

—2E{s. .s. .).+2a E{s. . }  = 0
1) 1 1 ,J 3 1 1 ,32

cz. E{s. . } = E{s. .s. .}
3 1 1 FJ~ 13 i 1 , j

a. = E- Cs. .s. -}/E{s. - 3-

3 13 i 1 ~ j 1 1
~ J 2

Usin g the following estimates for the autocorrelation , R. (O,O), of the

~th cos ine  t r ans fo rm c o e f f i c i e n ts, and the crosscorre lation , Rj
(O F1)F

between that coeffici ent and the corresponding one in the previous tine :

R. (O,O) = -
~ E s~ .

ALL 13

1

R (O,1) = - ~~ E s.. ~~~~~~~~ -

ALL ~ 1 ,J
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= R. (O,l)/R. (O,O)

Figure 111—4 presents a typical transmitter—receiver pair for this

method. This method would require a parallel set of these systems, equal in

number to the strip length. Notice that the mean value of the differential

info rmation must be taken into consideration for the dc coefficients. This

i s due to the hi gh deg ree of co r re la ti on wh i ch is present be tween the  dc

values. The optimal noise—free value of a
1 

would be approximately 0.98.

Howeve r i f th i s val ue was used, i t wo u ld not a l l ow for  an y channel  erro rs to

“leak out ” at a fast enough rate. Therefore the maximum value which is al-

lowe d for any a is 0.90. For some of the higher frequency coefficients , the

crossco rrelation is negative. When this occurs , the coefficients are as-

sum ed to be u n c o r r e l a ted, and a is set equal to zero. Figure 111—5

p rese nt s typ i c a l  v a l u e s  fo r  the sta t i s t i cs  of an i ma ge used for a e r i a l

reconnaissance.

The pe rfo rm ance of the hybrid method was greatly improved using this

DPCM system. The resuLtant images were much sharper , and the me thod was

less sensitive to channel noise. Figure 111—6 shows the performance of this

method in the presence of channel noise . Images suitable for reconnaissance

anal ysis  are ob ta i n a b l e  w i th  noise p r o b a b i l i t y  up to ~~~ , at 1.5

bi ts/pixel.
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111.5. Summary

Th i s p roject was designed to inves tig ate and imp lemen t a hybrid method

for image transform cod i ng. The results show that a hybrid method, using a

one dimensional discrete cosine transform , and DPCM between adjacent lines,

can produce results that are comparable to other available techniques. The

advan tages of t he me thod are i ts speed of operation, and it s rela t ive ease

of implementation . The hybrid system produces images of the quality needed

for reconna issance photo analysis at compressions down to 1.5 bits/pixel.

The system also performed extremel y wel l  in the p rese nce of ra ndom chan nel

noise . This method could also be used in other applications , such as digi—

tal telev i sion, were a rapid method of image compression is needed.

IV. Block Trunca tion Coding

The use of Block Trunca tion Coding (BTC) relative to this work was

firs t presented in an earlier report El] and will be reviewed briefly here.

Block Truncation Coding can be formulated as the application of a non—

parametric (one—bit) moment preserving quantization . The BTC algorithm ori-

g inally p rese nted p reserved onl y the f i rs t two sa mp le moments i n each 4 x 4

i mage block. The threshold was chosen a priori as the sample mean . In this

sec ti on, we will present our latest modifications of BTC. These modifica-

t ions along w it h a thorough descri ption of the basic al gori thm can be found

- in [11]. A theoretical. development is presented in [12]. Before presenting

the modifications to BTC we wil t present two other nonparametric one bit

quantization schemes using classical fidelity criteria that we used to corn—

pare with BTC along with a brief review of BTC. Let m n 2 and Let

~
Xm be the values of the pixels in a block of the original picture .

(n4 for our case)
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Let

X = — 

~ 
X . be the first sample moment

i =1

= ~ be the second sample moment (IV—1)m

= — 1~ be the sample variance

As wi th the design of any one bit quantizer (see Figure IV—l ), -it is

necessar y to find a threshold and two output Levels for the quantizer such

that:

if X~ > X th  output b (IV—2)

if X . < X h 
out p u t = a

1 t for i = 1,... .,m.

where

Xth i s  the t h r e s h o l d

a and b are the “ low ” and “high” output levels respectively.

For our basic BTC quantizer we shall make an ad hoc assumption that X t h  = 1.
This seems reasonable; however, we will later modify this assumption to get

a more consistent result. The output levels a and b for a two—level moment

preserving quantizer are found by solving the following equations:

Let q = number of X 1
1 s greater than Xth (X in this case)

— 5 0 —
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1(x )

I 
A

I
I I

a X th b x

Fi gurelV- l In designing a one bit quantizer given the data values (assumed to
be a continuous density function ), one must find a threshold value
X
th 

and two output levels a and b, respective ly.
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We then have

ml = (m—q)a + qb (IV—3)

2 2mX = (m—q)a + qb

Equation (IV—3) is readily solved for a and b:

a 1— [jjj~j (IV—4)

b i ÷ ~~~~[9~]
The image is coded by transmitting 1, ~ and an nxn bit plane consisting of

l’ s and U’s depend i ng on whether a given pixel is above or below X
th. As-

sumi ng I and a are assi gned 8 bi t s, this results in an image representation

of 2 bits /pixeL. The receiver reconstructs the image block by calculating a

and b from Equation IV—4 and placing those values in accordance with the

bi ts in the bit plane .

Other techni ques could be used to design a one—bit quantizer . Other

f ideLity criteria have been used in quantizers, par t icularl y the mean square

error (MSE) and mean absolute error (MAE). BTC uses a fidelity criterion of

moment preservation (MP). To use the MSE fidelity criterion , one p roceeds

by first constructing a histogram of the X~ ’s (i.e., sorting the X .’s). Let

“li 
~
‘
2’ ‘i’m be the sorted X i

’s; i.e., V1 
< V2... < Y~ . Again let q be

the number of X 1 ’s greater than Xth. Then a and b are found by minimizing :

— 5 2 — 
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m— q— l m

~MSE = 
•~~~~~ 

(V
~ 

— a)2 + 
. E (V. — b)2 (Iv—5)

i=l i=m— q

where

~ 
m—q—l

a —  
~~~~~ 

~~~

m
b~~~~-~~~~~~ Y.q i=m—q 1

In general it is impossible to solve this equation in closed form for Xth,

a, and b. One way to solve this problem is to try every possible threshold

(there are at most m— 1 thresholds ) and pick the one with smallest 
~M SE~ 

As-

sum ing a and b have 8—bit resolution , th is gives a representation of 2

bits/pixel.

The problem of using the MAE fidelity criterion is very similar to the

MSE. The values a and b are found by minimizing :

~MAE = 

m—~~l 

k~ 
— aJ + 

i m — q 
— b J (P1—6)

where

a = median of (V 1, V2, ...

b = median of (V , ... V )
m—q m

Here again the quantizer is arrived at by an exhaustive search. Results us—

i ng these quantizers and BTC are shown in Figure IV—2. The perform ance of

BTC is quite good when compared to these standard fidelity criteria . The
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advantage of just preserving t i e sample moments is obvious because an ex-

haustive search is not necessary to match the Cr it ~rion .

In some cases it is possible to make an ad as~~~rrI~~t ion of the proba—

b il ity density of the image in each bt~ ~~. Once th.~ density funct~ c~n is

known (or guessed), the quant izer is immediately specified using either lIP,

MSE , or MAE fidelity criteria. The results obtained using this procedure

are usua lly quite poor when hig h resolution imagery is used. This procedure

can sometimes be used quite success fully in te levision quality “head and

sho u l d e r s ” pictures. The results are poorer and more coding artifacts can

be seen in the reconstructed imagery.

One of the disadvantages of BTC is that the compression achieved

corresponds to only 2 bits /pix eL. In many image coding schemes it is

desired to obtain data rates in the range of 1 .0—1.5 bits/pixel.

As m ent ioned above, it is necessary to transmit some overhead informa-

tion for the quantizer in each block. The information usualLy transmitted

is I and ~~ . One obvious way of lowering the number o-f bits for image

representation is to assign less than 8 bits to I and a. Experimental evi—

dence has indicated that it is possible to code I with 6 bits and ~ with 4

bits. This allows for considerable savings and few perceivable errors upon

reconstruc tion. This then gives a representation of 1.63 bits/pixel. A t—

ter natel y a and b (in s tead of I and a) co uld be t ransm itt ed to the receiver

and assigned fewer bits. Experimental evidence indicates that the represen-

tation obtained at the receiver is better if I and a are transmitted and a

and b computed at the receiver; i.e., the mean needs mo re pr ec i sion than the

contrast (standard deviation ) for accurate perception.

By choosing the threshold of the quanti zer at I, it has been observed

that partitioning of the data leads to some “unnatural” appeara nce of t he
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data. For high resolution imagery , this manifested itself by some unaccept—

able cod i ng artifacts. It would be better if somehow the fidelity criterion

allowed tc r automatic thresho lc- selec tion as does MSE and MAE. This can be

arrived at by forcing the quantizer to preserve not only the first two sam-

ple moments but also higher moments. A detailed development is presented in

El i]. This method requires extra computation at the transmitter , but the

receiver is not affected . It should be mentioned that this method of au—

tomatic threshold is far easier than the MSE or MAE quantizers discussed

above since an exhaustive search is not necessary to find a, b, and q.

This new threshold technique improved the subtle features (such as near

edges) of the image that are usually important in anal ,‘s is of aerial photog-

raphy imagery. For some of the imagery used in this study the coding arti-

fac ts produced using the sample mean as the threshold were such that the

photo interpreters rated the images poorer. When the third moment preserv-

i ng techn ique was used man y of these cod in g ar t i f a c ts di sappeared al thou gh

the mean square error was not significantly changed .

As with all non—information preserving image coding , codin g ar ti f a c t s

are produced in the image. It became apparent very early in this study that

BTC produces artifacts that are very different from transform coding . These

artifacts are usually produced in regions around edges and in low contrast

a r eas indica ted by a sl oping g ra y level. As menti oned above, BTC does pro-

duce sha rp edges. However , these edges do have a tendency to be ragged.

Transform coding usually produces edges that are blurred and smooth. The

second probLem in Low contrast regions is due to inherent quantization noise

in the one bit quant i zer . Here slo ping gray levels can turn into false

edges. It shouLd be emphasized that these coding artifacts are problems in

h igh resolution aerial reconnaissance images where man—made objects are im—
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portant (i.e., edges) . Th ese c~ding artifacts usual ly a e  not any problem

in television quality “head and shoulders ” imagery.

One of the prob l ems that GtC has is that it is really a one—dimensional

quantization technique . In no way does BTC exploit the t wo—dimensional ra—

ture of the image with in each block as does most other forms of image cod-

ing. Also BTC generally has a poor response near the spatial frequency of

1/2 cycle per block.

One method to improve both of the problems above is a hybrid formula-

tion. First a highly compressed Cosine transform coded image is subtracted

from the original image. For the results presented here the transform pic-

ture was obtained by taking the two— dimensional Cosine transform over 16 x

16 pixel blocks. Only the eight non d.c. coefficients in the upper left

sec tion of each block were retained. This corresponds to a zonal filtering

method . This lead to a representatio l of 0.25 bits/pixel for the highl y

compressed image. BTC is then used on this difference picture and the

recombination formed at the receiver. While this does increase the computa-

ti onal load, the improvement seems to be significant enough to give this

method further attention. Figure XV— 3 presents results of this hybrid

method . This technique exploits the edge preservation of BTC and helps in -

the low con t ras t reg ions of the image by improving the frequency response .

Recen t ly Texas Ins~truments has done a study of implementing BTC on an in-

tegrated circuit chip using VLSI techniques. This stud y indicates BTC could

be implemented with a gate count of 3800 and a maximum delay path of 30

gates [16].
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1. Test Results

V .1. Original Images and Recon -tructed Results

The two 512 x 512 images ;ubjected to the various coding algorithms

described in this report are shown in Figures V—i and V—2. Both of these

images were originally quantized at 8 bits per pixel.. The first image ,

“AP2 ”, was chosen due to its wide variability of image characteristics. Of

interest are the city areas, the airport runways , and the boats and other

small objects in the water. The second origina l., “SAM3” is part of the

Northeast Test Site Area.

Shown in Figures V—3 through V—6 are several decoded versions of the

“SAM3” or igi nal  when p rocessed by four of the techniques described in Sec-

t ions II, I I I , and IV. As d iscussed in Sub—section 11.3, Figures V—3 and

V—4 are resul ts obtained from the same basic coding algorithm. However,

Figure V—4 includes spatial domain pre—processing . Figures V—S and V—6 re-

flec t results of applying the “hybr id” and the  “momen t preserving block

tr uncat ion” technique to the same SAM3 image. In subjective rankings , the

“hybr id” me thod was usually rated better than the “block truncation ” tech-

nique . However , both were typically rated lower than the four class

methods. On the other hand , it should be born in mind that both of these

al gorithms represent much Less of a computational burden than the zonal

methods.

In Figures V—7 through V— 1O we make a comparison between a spatial

doma i n me thod, namely the basic block truncation algorithm and the four

— 
class zonal method based on spatial domain criteria. See sub—section

11.2.3. The block truncation results of Figure V—7 were ranked higher by

the photoanalysts than the four class results of Figure V—8. The original

ima ge in both of these cases was “AP2” sampled at a size of 512 x 512. When
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a small sec ti on of thi s image, of size 256 x 256, is blown up for evalua-

tion , the results of Figures V—9 and V— 1O are obtained. It is interesting

— 

to note tha t the ex pansion of these sma l ler ima ges resul ted i n a reLa ti ve

reversal of the photo—interpreters evaluation of these two techniques. The

basic block truncation method is now ranked significantL y lower than the

spatial domain four class methods.

In order to compare the quality degradation experienced when passing

from 1.6 bi ts per pixel. to a compression rate of 0.5 bits per pixel , we in—

d u de Figure V— il . This is the four class frequency domain technique dis-

cussed in Sub—sectio n 11.2.2. The image is once again SAM3 . The effects of

channel. errors on two of the techniques studied in our work are depicted in

Figures V—1 2 and V—1 3. The coding method used in Figure V—12 is the spatial 
-

domai n four class method . The hybrid system generated the noisy channel

performance shown in Figure V—13 . The error rate used in both of these

tests was

V.2. Ranking Resu lts

The pho to anal y s t s we re supp lied a ra nking form for each of the 7 photo

sets. One sample form appears in El , p.98J . In Table V—2 appear the rank-

ing results. Abbreviations used in this table are defined in Table V—i .

Notice that each of the seven sets was ranked by five analysts. In each

case a ranking of 1 denoted the best (in that analyst ’s op inion ) reproduc-

tion of the origina l . Space was provided on the form for additional com-

men ts such as excellent (EX) and unacceptable (X). The presence of either

of these two comments appears in the raw data of Table V— 2 as a superscript

to the corresponding ranking number. The right three columns of each set

list the “avera g ing ranking”, mean square, and mean absolute recons t ruc ti on

error for each me thod . The average ranking was calculated by dropping the

— 73 —
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4ZCS — four class zone method first presented by Chen and Smith
[2].

4ZFC — four class zone method using feature clustering described in
Sec. 11.2.2.

4ZFCR — same as 4ZFC but with pre and post processing as described
in Sec. 11.3.

4ZSF — four class zone using spatial criteria and equal size
classes described in Sec. 11.2.3.

4ZSV — four class zone using spatial. criteria and variable size
classes desc ribed in Sec. 11.2.3.

HYB — hybrid as described in Sec. III.
BTC — basic block truncation algorithm as described in Sec. IV .
BTCMP — BTC with moment preserving threshold as discussed in Sec.

IV.
BTCH — BTC with hybrid addition (1.8 bits /pixel total ) as discussed

in Sec. IV .
BTCMS — BTC w i t h  m i n i m u m  mse (2.0 bits/pixel ) as discussed in Sec.

IV .
BTCMA — BTC w i t h  minimum mae (2.0 b i t s / p i x e l)  as discussed in Sec.

IV .

Abbreviations used in ranking results presented in
Table V—2.

TABLE V—i
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TABLE V—2

“Raw data” as taken from analysts forms. Also shown for each method are an
average ranking and the computed mean—square error and m ean absolu te erro r
for that method . The average rank was calcul ated by dropping the highes t
and Lowest rankings and averaging the remain ing three. The method name ab-
breviations are described in Table V—i .

(cont. on next page)
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SAM3, 1.6 hits/pixel , 512 x51 2, no er rors
Ana l yst AVG

Method Photo No. #1 #2 #3 #4 #5 RANK MSE MAE

4 Z F C P  562 2 1 1EX ~ EX 
~ 1.7 31.60 3.80

4ZSV 512 5 2 3 1 EX 2EX 2.3 31.55 3.89

4ZFC ~~ 5 2 3EX 6 3.3 28.71 3.74

4ZSF 587 3 6 4 8 5 5.0 34.26 3.91

BTCH 552 6 7 5 6 3EX 5.7 48.43 4.53

BTCMP 501 7 4 8 7 1EX 
6.0 50.13 4.69

4ZCS 517 4 8 6 5EX 8 6.3 42.79 4.43

HYB 514 9 9x 9
X 4EX ~ ~~ 94.37 5.10

BTC 576 8 3 7 9 9 8.0 53.56 4.70

Correla tion Coefficients: Avg . rank — mse p 0.71

Av g. rank — mae p = 0.87

SAM3 , 1.6 bits/pixel , 256x25 6, no errors
4ZF C 453 2 1 1EX 2 3 1.7

4ZFCP 451 1 2 3 2EX 6 2.0

4Z5V 457 4 5 2 3 1EX 3.0

4ZCS 454 3 3 4 5 4 3.7

4ZSF 456 5 4 5 4 2 4.3

HYB 452 6 6
X 6x 6x 6

X 
~~~~

SAM3ex F 1.6 bits/pixel , 256x256, no errors

BTCH 459 i~ 2 1 1 1 1.0

BTCMA 462 1 4 3 2 2.3

BTCM S 461 3x ~ 2 2 3 2.7

BTCMP 458 4 3 5 4 4.0

BTC 460 s~ 3 s~ 4 5 4.7
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Table V—2 (con t.)

SAM3, 1.6 bits/pixel , 5i2x512, ~~~ er ror prob .

Anal ys t AVG

Method Photo No. #! #2 #3 # 4 #5 RANK MSE MAE

4ZSF 523 1 2 1 1 1EX 1.0 45.67 4.27

4ZCS 568 2 1 4 ~ 2EX 2.3 75.40 4.99

4ZFC 503 3 4 2 2 6 3.0 44.17 4.20

HYB 590 6 3 3 6 3 4.0 103.06 5.47

4ZSV 539 4 5x 5

X 

~ 5 4.7 65.54 4.47

BTCP 573 5 Ox ox 5 4 5.3 93.11 5.14

Correlation Coefficients: Av g. rank — mse p = 0.62

Avg. rank — mae p = 0.46

SAM3, 0.5 bi ts/pixel , 512x5 12, no errors

4ZFC 538 2 1 5 1 1EX 1.3 81.01 6.48

4ZFCP 557 1 5 1EX 2 2 1.7 80.21 6.35

4ZSF 592 3 3 3 4 4 3.3 94.00 0.89

4ZCS 542 4 4 2 5 3 3.7 107.70 7.37

4ZSV 554 5 2 4 3 5 4.0 90.24 0.96

HYB 577 ox 6x 0
X ox 6x 0.0 228.18 8.74

Correla tion Coefficients: Avg . rank — mse p = 0.85

Av g. rank — mae p = 0.93

—77—
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Table V—2 (co nt.)

AP2, 1.6 bi ts/pixel., 5i 2x5 12, no errors

Anal yst AV G

Method Photo No. #! #2 #3 #4 #5 RANK MSE MAE

BTC 031 5 6 3EX 1 EX 3.0 76.00 5.70

4ZFCP 672 2EX ~ 2EX 6 3.0 30.81 3.89

4ZSF 643 6EX ~ 1EX s 3.3 24 .74 3.58

HYB 630 3EX 0 3 4EX 
3EX 3.3 47.76 4.82

BTCMP 627 5EX i 7 6 2EX 4.3 78.14 5.74

4ZFC 015 4 EX 7 2 5 4 4.3 25.20 3.58

4ZSV 600 7EX 2 5 7 7 6.3 36.75 4.44

Correlation Coefficien ts: Avg . rank — mse p = —0.12

Avg. rank — mae p = —0.03

AP2 eX~ 1.6 bits /pixel , 250x25 6, no e r ro rs

4ZFCP 402 1EX 2 1EX 
~ 2

EX 
1.7

4ZSF 404 3 1 2 3EX 4 2.7

4ZSV 405 2 4 3 1EX 3.0

4ZFC 403 4 3 2EX 3EX ~~

HYB 401 5 7~ ~ 1 EX 
~ 5.0

BTCMP 406 ox s 6x 6 0 6.0

— BTC 407 7x 6 7~ 7 7 7.0
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highest and Lowest ranking given each method and averaging the remaining

three.

Table V—2 also l ists correlation coefficients relating the

inter pre ter ’s average ranking of a reconstructed image to its calculated

m.s.e. and m.a .e. (mean absolute error). These were calculated as

= xy
xy

a ax y

whe re 
~ 

is the sample standard deviation of the average interpreter rank—

ings (across all reconstructed images within a set), while &y is the sam p le

standard devia t ion of ei the r the m.s.e. or m.a.e. across tha t same set. And

~xy 
is the sample cross correlation. The sampling bias effects were not

taken into consideration.

V.3. Discussion

The average rakir~gs in general are fairly well correlated with mean

square error and mean absolute error. However, the variation among indivi —

dua l. anal ysts’ rankin gs show the subjectivity of such a test procedure

and/or similari ties of many of the reconstructed results. In a few cases,

however , the subjective rankings differed from the m.s.e. rankings. This is

most noticeab le in the case of AP2 where the correlation coefficient is ac—

tuall.y negative. In this particular set, the reconst ruc ted picture quality

was hi gh enough that the analysts could not agree on similar rankings.

The four class zone methods performed the best in terms of subjective

rankin gs and mean square error. At 0.5 bits per pixel , they were the only

acceptable methods and the feature clustering method of bit assignment [Fig.

V— li] was ranked the best by the photoanalysts. Although some degradation

is v isible in this image, it received an “excellent ” by one of the analysts.
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At 1.6 bits per pixel , all four class zone methods performed we ll . The

preprocessing to improve perform ance in the dark regions (Sec.II.3) resulted

i n the best overall. rankings , t hus show i ng the viab i lity of such a m ethod as

app li ed to aerial  reco nnaissance ima gery . In terms of com put ati onal load

and performance the preprocessed feature clustering (4ZFCP) method appears

presently to produce the best overall results.

The hybrid method is now a viable moderate computational alternative to

the two—dimensional transform methods even at error rates up to 10~~ when

coded at 1.6 bits per pixel. Although it was ranked below the four—class

zone methods , it general ly provided acceptable results. The computations

involved in the hybrid approach are significantly less than those required

by the two—dimensional transform methods. More importantly, the number of

mass stora ge p i c tu re accesses  re qu i red by h ybr id coding is two, i n s t ead  of

the three required by the 2—D methods.

The bes t pe r fo rm ing spat ial techni que that we have tes ted is block

truncation coding . The overall. ranking s of BTC are generally below those of

the transform techniques. However , unde r normal viewing conditions (indivi—

dua l pixels not visible as separate entities ), BTC provided acce ptable and

at t i m es, excel len t, results. This implies that post processing at the re-

ceiver would improve subjective performance when individual pixels are visi—

ble. The computational sav ings in using this technique are enormous. This

is the only real time , single im age access techni que ra ted accep table here

and in [1,16].

VI. Conclusions and Future Research Direc tions

Over the past 1—1/2 years, our research has indica ted that for good

subjective reproduction of high resolution aerial. imagery, com pression ra-

tios in the range of 0.5 to 1.5 bits /pix eL are achievable using adaptive

— 80 —
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two—dimensional block transform techniques. Random channel errors of

are i nsignificant and of are tolerable.

Between 1.0 and 2.0 bits /p ixel hybrid coding becomes almost competitive

in quality and offers computational advantages.

Above 1.5 bi ts/pixel , several. spatial coding possibilities exist which

offer tremendous computationa l and storage advantages as well as respect-

able, i f not e x c e l l e n t, performance.

We feel that three major areas of study should be investigated to make

the application of these coding methods more desirable and easily implement-

ed. These are:

(1) Effic iency Improvements — The best performing coding methods (2—D

transforms ) are the most computationally intensive. The best

method requires 3 passes through the data to categorize each 16 x

10 block , collec t block statistics and to do bit assignments and

codi ng. Upon observing the bit assignments and categorizations ,

we feel. that some standard bit assignments and categories could be

der ived and the 2—D trans ’orm methods be made much more efficient

by assigning each block to one of these predetermined categories

and sending a short code to the receiver for each indicating the

assi gned category. This would eliminate all picture storage or

rescannin g requiremen ts in tha t each block could be processed and

transmitted independent of the others. This also reduces the

transmitted overhead because the bit maps can be prestored at the

receiver.

(2) Technique Combinations — Coding methods are usua lly quite data

dependent in regard to subjective performance. For exampLe , pic—

— 8 1 —
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ture blocks consistinç .’ of one sin gle bright pixel and many dark

ones are mos t e f f i c i en t l y coded u s in g a spa t i a l  t e chn i que, while

more gradual variations are more suited for transform coding . We

have  adapt ed a l l  of our tech niq ues to opera te on 10 x 16 b l o c k s  so

that the methods can be mixed to provide an optimum strategy.

This method is actually an extension of the efficiency method sug-

gested in part (1) where the various categories not onl y incl ude

various b it assi gnment s but also can ind i ca te var i ous cod ing

methods. The category selection would involve frequency domain

(how much energy in each region) and spatial domain (presence of

spots or edges) measurements.

(3) Source Error Correction — It has been mentioned that the presence

of uncorrec ted channel errors ca n cause sign i f i can t dis tor t ion i n

the received picture. The need for bandwidth compression elim-

ina tes the possib i lity of usi ng addi ti onal bits for channel error

detection and correction. However , it is poss i ble in man y cases

for the receiver to find source errors and correct them. A simple

me thod wo uld be to check the bounda ry bet~ cen a b l o c k  to be tested

and its neighbors. A discontinuity in all (or most ) boundary

points indicates a bad block and the receiver could then test the

dc and other low frequency coefficients to try to Locate the er-

ror. We feel. that for several of our coding methods implemented ,

such a system would give an order of magnitude receiver perfor-

mance improvement when operating in the presence of channel er-

rors.

In addi t ion to the gene ral a reas  ou t l i n e d  above, three specific tech-

niq ues tha t have the potenti al for develo pmen t are now described :

— 82 —
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Mixed Basis Transforms

In matrix form, an orthogonal transform of an NxN image block G can be

ex pr essed as

-r {G) = U
TGU

where a superscript I denotes the matrix transpose operation white each

column of U holds samples of a basis function of the transform type being

used (Cosine , Fourier , Slan t, etc.). It is known that since the above equa-

ti on can be ex p ressed as

= UTGU = [(GU)T.u]T

the two—dimensiona l transform operation may be viewed as a three—step pro-

cess : 1.) “U—transform ” each row of C se pa ratel y, replacing that row with

its one—dimensional. transform ; 2.) transpose this new matrix of one—

dimensional transforms. The ~th row of the res ult ing ma tr i x now contains

all. the ~
th bas is function weights from row zero of the original C matrix

down through row N—i . (If the rows of C are highly correlated , the rows of

(GU)T will be slowly—v arying from column zero through column N—i.); 3.) “U—

t ransfo rm” the rows of (GU)T, again treating these as separate one—

dimensional objects.

There is no theoretical or computational reason why the transforms used

in steps 1.) and 3.) need be of the same type [13]. Though it is rarely

done, the “row ” transform of step 1.) can be of type U while the column

t ransform of Step 3.) can be of type, say, V. Thus we have a mixed (or hy-

brid) transform m ethod ex pressible as
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Indeed, the hybrid coding meth oc~ reported on in Sec. III (and in [1)) does

something like this by replacing the V—transform operation with a DPCM

code r.

Since many image blocks wi lt exhibit the high correlation (or slowly —

varying nature ), mentioned in connection with step 2.). Above , it sho u ld be

worthwhile to investigate alternate “V—transforms ” that might compact such

slowl y—varying “row s i gnals ” more effectively than a repeated application of

U. (In all ou r present cases, U is the cosine transform .) Of most interest

at this early stage would be the slant [14] transform since it affords a

Line arly graded basis function; but others should also be tried , as sho u ld

other spatial domain interpolator besides DPCM.

MAPS Improvemen t s

Of those coding algorithms we have studied , the MAPS [15] approach is

the most computationally effic ent. Hence, we propose to exa m ine this

method more closely, hopefully to improve its rated performance in photo

recon naissance work.

The two fundamental aspects of MAPS coding are 1.) its pixel ordering

sequence which , as we have shown in [1, p.45], allows the coarsely—variable

Len gth MAPS records to be transmitted at error rates as high as ~~~ without

(usuall y) the loss of transmitter—receiver synchronization; and 2.) the

rep resen tat ion of a spa t ial g roup of p i xe ls  by a sing le number: the group

in tensity mean. It is this latter aspect we hope to improve.

Wi thin any local area of an i mage, the compression rates at which a

MAPS coder may operate are few in number and of progressively wider spacing.

See Table VI— i. The resuLt of such a coarse partition of the overa ll

com pression range must frequently give rise to a “feas t or famine ” situation

-84 —

---7—— ~~~~ --— ~~~~~~~~~~~~~~~~~~~~~ 
-~~ -~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

_
~~~~—-- ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ - - 3 - - -  - -



i n wh i ch one compr ess i on ra te a f f o rds f a r  more re s o l u ti on t han d e s i r ed,

while the next higher rate yieLds unacceptably poor performance. However ,

if , after each line having an as~eris k in Table VI—1 , we insert an addition-

al mode of compression operation , we obtain the somewhat finer partition of

Table VI—2. In each of these new cases we have provided for two (rather

than one or four) words of intensity infor mation: One 0—bit word (as before)

and one (new) 8—bit word. This latter quantity could be split into sub—

fields as suggested below.

Some quantities for which this new 8—bit field could be reserved are:

1.) A var iance , wh i ch, together with the mean , could establish a ran-

dom number  genera tor w h i c h  wou ld  d e f i n e  p i x e l  i nt ens iti es wit h i n a

single block at the receiver. This should be effective in remov—

ing the block edge artifacts currently apparent in MAPS—coded im-

ages. (Something like this was suggested in [15], though no

separate code word was to be reserved for it.) This variance quan—

tity would be in some wa y depende nt on 4.) the bloc k size , b.) the

pixel intensity variance within the block , or c. ) th e intensity

variances at the block edges. If no m u t t i p~ icanons are desired ,

the square root of the variance (s.c~.
) co~~~ he ‘eç :uaced 

~
y a mean

absolute val ue.

2.) The 6 and 8—bi t  w L r ~~ cou’d he - ‘ - ~~
‘- si~Ch a way as

to allow the r~~nsIrI~~~- -~ - - .-  - ‘ - - ~ t , h. ) s lope , and

c.) coa rse sL~~~ ‘r ~ 1 ~ens~ ty plane.

Such a ~. ane - ~~~c r t’ ian a s ingle

d. - - LevE -

- .  
- —  7-- — 7--- —-— — --------~ 

_ .~~__ __7_~ _ ~~~~~~~~~~~~ ~. - •-7 - —-7 ~~~~~~~ _
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Merged Intens it ies Bits Transm itt ed Effec t ive
Group Size in Group (Inctuding Overhead) Compression Rate

* 2 x 2 4 30.0937 7.5 bits /pixeL
2 x 2 1 12.0937 3.02

* 4 x 4 4 30.375 1.897
4 x 4 1 12.375 .773

* 8 x 8  4 31.5 .4923
8 x 8  1 13.5 .2109

* 16 x 16 4 36.0 .1405
16 x 16 1 18.0 .0703

TabLe VI—1 : The instantaneous coding rates avaiLabLe to the MAPS
aLgorithm as impLemented at Purdue.
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Merged Intensi ti es Bits Transm itted Effec ti ve
Group Size in Group (Including Overhead) Compression Rate

2 x 2 4 30.0937 7.5 bits/pixel
* 2 x 2 2 20.0937 5.02

2 x 2 1 12.0937 3.02
4 x 4 4 30.375 1.897

* 6 x 4 2 20.375 1.275
4 x 4 1 12.375 .773
8 x 8  4 31.5 .4923

* 8 x 8 2 21.5 .3360
8 x 8  1 13.5 .2109
16 x 16 4 36.0 .1405

* 16 x 16 2 26.0 .1016
16 x 16 1 18.0 .0703

Table VI—2: Inserting new MAPS coding rate levels (marked with
an asterisk) results in a somewhat finer partition
for better adaptive coding .

L~. 
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3.) The 8—bit word couLd be split into two subfields to allow the

specification of a.) an interpo l ating basis function aptitude , and

b.) which basis function . For the tatter , three bit s coul d selec t

one of the eight Low frequency 2—D cosine transform basis func-

tions nearest d.c.

BTC Improvements

We have recently been experimenting with both pre— and post—processing

of the image relative to BTC. The post—processing has significantly reduced

the m .s.e. of the reconstructed image and we feet the subjective performance

wi l l improve. Much of the visible error in BTC is sharp edge introduction

due to the one bit quanti zation. The post—processing takes the form of an

optimum estimation procedure at the receiver based on picture and artifact

statistics. The pre—processing we have done is that of selective blurring

to enhance the threshold selection . We feet both of these methods should be

explored to improve the performance of BTC .

M j
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