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I
I. INTRODUCTION

This memorandum will discuss the concept of superimposing a target

acoustic field onto an independent noise acoustic field and will present

some example results using data from the deep Atlantic Ocean.
1 The

purpose is to explore the principles and methods of how this concept

can be implemented for assessing signal detection in the presence of noise

as applied to particular systems. Section II will outline the general

problem and provide the motivation for the superpositional approach to

the solution. Section III will discuss the principle of superposition

for a point receiver and an array of point receivers. Section IV will

present experimental results where high and low level signals

were used simultaneously. From these data, the high level signal was

scaled down in amplitude and reinserted into the noise spectrum. The

detection results of the actual low level signal and the reconstructed

low level signal are compared and the results are shown to be essentially

the same.

1
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11. GENERAL PROBLEM

An acceptable procedure for assessing how well a system can detect

a target signal in a noise field is to test it in a real environment

over an extended period under many signal and noise conditions. This

can be very expensive over an extended period of time and the environmental

conditions will not always meet the specified noise conditions. The most

serious problem is the general nonstationary aspect of the noise field

which creates an interpretation problem in the case of a range changing

source. That is, level changes in the noise field will change the

signal—to—noise ratio (S/N) at the same time the signal level changes due to

changing signal-receiver geometry. This means that S/N versus range and

• • detection versus range must be very carefully assessed and interpreted

in reference to the noise field. A second serious problem can be caused

by the noise from a ship towing a target signal source, masking the

ambient background noise. This means that in some cases, especially at

short range, S/N measurements will not be signal to ambient background

noise, but instead will be signal to tow ship noise.

It is proposed that a way of circumventing these problems is to

record the signal and noise fields independently under field conditions.

Because of the importance of boundary conditions and changes in a time

varying environment, it cannot be overemphasized that the signal and noise

fields must be recorded at the same site and position. It is further

emphasized that the signal field repeatability should be tested to establish

confidence in the stability of the final results. A second emphasis is

5 3
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LI
placed on recording the noise field over a time sufficient to measure

different noise conditions. For example, it has been shown that typical

noise decorrelation times in the Atlantic Ocean and Mediterranean Sea

are near 10 h in the shipping frequency band of the spectrum and a maximum

of 25 h in the wind dominated part of the spectrum.1 This means that,

on the average, it is desirable to have lOx25 h or 10 days worth of noise

recording to cover different levels of the noise field.

~~~~~ ~~~~~~ _ _ _ _ _ _ _  _ _ _
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I I I .  SUPERPOSITION

This section will briefly discuss the principle of superposition

and describe a procedure that may be applied to superimpose real data

recorded from an omnidirectional sensor and an array of sensors.

The principle of superposition is well known and discussed in every

textbook on acoustics. Most solutions to the wave equation assume linear

propagation and separate the solution into its components (e.g., modes)

and build a complete solution by the principle of superposition. In effect

most signal processing analyses assume linear systems and separate the

acoustic field into its components (e.g., multiple source signals plus

multiple noise sources) for ease of manipulation.

The basic assumption is that the acoustic pressure field at a point

in space is the sum of pressure generated from multiple independent sources.

1 ~ Therefore they may be treated independently. In this case we want to record

a high level signal field and sum it into one or more noise fields at

different relative levels. Once again it is emphasized that this must be

done with in situ real data because of the importance of boundaries and the

many paths that a signal can take to arrive at a point. That is, computer

simulated data would not be acceptable. In principle the recorded data

to be scaled and summed can be in analog or digital form. Because of the

experience and background of Applied Research Laboratories, The University

of Texas at Austin (ARL:UT), in digital signal processing, the digital

processing techniques would be the easiest and most accurate to implement.

The most straightforward example is in the case of a single oinni

sensor. In the case of independent signal and noise fields, the data can

be processed independently before detection. That is, the signal spectra

5
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and noise spectra can be computed independently and stored on magnetic

tape , just as the standard ARL:UT AN/cw processor currently operates

on data. The superposition then takes place in the frequency domain by

scaling the signal spectrum to match a desired source level and summing

onto a noise spectrum chosen to represent a particular noise condition.

This is described in the following set of simple equations.

Let s be the received signal from a known source of known level

• and position and let n be an independent noise sample received by the

same sensor in the same position but at a different time. The summed

field is shown in Eq. (1) where the signal field is scaled by a.

x(t) = as(t) + n(t) . (1)

It is possible to make this sum directly in the time domain given the

sampled time series s and n. However, the most costly and time consuming

part of the ARL :UT processing is in the FFT time. If the sum is to be

repeated for several values of a corresponding to different source levels

and also repeated for different noise fields, then it would be far more

efficient if the FFT1 s had to be done only once. It can be shown that it

is necessary to do the FFT’s only once for a specified set of parameters

giving frequency resolution and averaging times (ALl ’s) by Fourier trans-

forming Eq. (1) and forming the ensemble average of the resulting power

spectra. Let X(w) be the complex Fourier transform of x(t) in Eq. (1),

S(w) be the transform of 8(t),  and N(u) be the transform of n(t). Then

the Fourier transform of Eq. (1) becomes

X(w) = aS (w) + N(w), (2)

6
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and the energy spectrum of Eq. (2) becomes

X(w) X* (w) = a2S (w) S*(w) + N(w)N*(L.~) + S(w)N* (w) + N (w)S*(W) . (3)

The ensemble average of Eq. (3) is

= a2(SS~> + (4)

where

= <NS*> = 0,

because S and N are independent and zero biased in time and frequency.

• Therefore Eq. (4) means that the signal and noise fields can be processed

separately into spectra and stored , e. g. ,  on tape, for postprocessing,

using whatever scale factor a2 is desired . For example , the postprocessin g -

might involve frequency detection and line tracking as part of the signal

classification.

The next case to be considered is that of an array of sensors to

• accomplish spatial processing. In this case each sensor can be treated

• independently in the time domain by sampling the signal and noise fields

at different times, storing the time series , scaling the signal field

summing, and then forming beams in the frequency domain . Once again

this technique is inefficient If a parameter study is to be done because

of the number of times the beamforming and FFT process would have to be

redone. Fortunately the same principle used in the single omnidirectional

case can be applied to an array. This means that the signal field and

noise fields can be processed independently and stored in the form of

complex cross-spectral matrices, and the matrices can be later summed

~k. 7
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using different scaling factors a. This can easily be s1’own to be valid

by considering that, in spatial processing, the spatial information is
contained in the differences bet :.een elements.2 Therefore it is necessary

to consider only the i and j elements in an array , as shown in Eq. (5).

x . ( t )  = s.(t) + n.(t) . (5)

x~ (t) = s~ (t) + n~ (t)

This represents the superposition of the S and N fields at spatial points

“i” and “j” . The Fourier transform of Eq. (5) is

X . ( ~) = S.(w) + N.(w)

X . ( w )  = S.(t&) + N.(w) 
, (6)

and the cross-spectra between I and j  is seen in Eq. (7).

x~x~ = s~s~ + S.N.* + N.S.* + N.N.* (7)

The ensemble average of Eq. (7) is

= <S~S~*> + <N~NJ
*>, (8)

where

<S~NJ 
*> = <N1S. > = 0.

This means that, for independent signal and noise fields , the data can be
processed independently into cross-spectral matrices which contain all

information necessary for beamforming. Scaling and superposition can be

applied to the matrices directly. In the case of a line array, the matrices

8
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can be further compressed for data storage by averaging the diagonal elements

(complex) and storing only those terms , which may be called the spatial

correlation samples. Given the summed or superimposed matrices the post-

processing can then form beams and do signal detection and tracking as in

a normal processor.

fIt
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IV. EXPERIMENTAL TEST ON OMNI DATA

A test of the theory outlined in section III was implemented using

archived data from the deep Atlantic Ocean. In this exercise a cv

source that generated high and low level signals simultaneously was used.

The generated signals were the frequency pairs 70 Hz, 68 Hz and 156 Hz ,

160 Hz and they were co].located. Collocation is especially important in

data interpretation and analysis. It is well known that slight variations

• in source receiver geometry (e.g., source depth variations) will cause

• large fluctuations in signal level. The fact that they were collocated

removes the effects of geometry between the high and low level signals.

The data were recorded by the omnidirectional hydrophones on an

ACODAC and reduced to 5 mm average spectra at a frequency resolution of

0.073 Hz. The archived spectra were then used to experimentally test the

• detection differences between an actual low level signal and a reconstructed

low level signal. In this case the high level signal was scaled down and

shifted in frequency before it was summed back into the noise field. In a

real simulation exercise, where high level signals are to be used to

• reconstruct low level signals in a different noise field, the frequency

shift would not be necessary. The advantage of these data is that

the noise field is essentially the same for the real and synthesized signals,

and the sources were collocated. Except for slight variations in noise

because of different frequency bands, the differences in detection perfor-

• mance can be compared directly.

The experimental results here are limited to omnidirectional data.

L 

The theory in section III accounts for array processing but a definitive

experimental test will have to be conducted at a later time.

11
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The following sections discuss the details of the procedures used

to obtain signal excess as a function of range for a real low level signal

and a reconstructed low level signal.

• A. A Method for Adjusting a High Level Signal

Given a power spectrum , i.e.,  a set of Fourier coefficients

modulo squared, containing a high level cw signal, the first step in the

procedure is to rescale those coefficients to correspond to the desired

low level cw signal. The coefficients can then be added back into the

• spectrum in another band.

i+j .For example, suppose 
~~~~~~ 

are the ith through i+jth FFT

coefficients of a band containing a signal . The signal contained within

this band can be scaled by “a” and moved to another band, {C
~
}
~~~ 

by this

simple process:

C~, = C~~+a
2 C. +v k for v = k , k + l , ..., k+j. (9)

• The effect is to change the level of the signal by

t~SL = 10 log a2 (10)

and to shift the signal to another frequency. In the data chosen, the

noise carried along in the signal band will be scaled down by the same

amount a2, and when it is summed back Into the spectrum it will have

• negligible effects.

B. The Experiment

The experiment performed was to take high level cw signals

that were transmitted during the exercise and scale them to

12
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the levels of actual low level signals that were being simultaneously

transmitted. In particular, 70 Hz and 160 Hz high level signals were

transmitted simultaneously with low level 68 Hz and 156 Hz signals.

The high level 70 Hz and 160 Hz signals were scaled and shifted to 66 Hz

and 166 Hz, respectively. Comparisons of signal excess were made between

the reconstructed 66 Hz and real 68 Hz signals as well as between the real

156 Hz and the reconstructed 166 Hz signals.

The spectra used for analysis were taken from two ACODAC hydro-

phones, No. 3 and No. 6. Hydrophone 3 was at a depth of 4750 in, which

corresponded to critical depth. Hydrophone 6 was at the bottom, or a

depth of 5250 m.

The spectra were 5 mm averages with a frequency range from 0

to 300 Hz and a coefficient spacing of 0.073 Hz.

Data from two radial cw tows were utilized for the high frequency

signals. Run 1 was a southwest run away from the ACODAC and Run 2 was a

north-northeast run also away from the receiver. The low frequency data

were taken from the second run only.

• C. Data Processing

The actual data processing consisted of determining the adjust-

ments to the high level signals; adjusting the high level signals;

• computing background noise level estimates, signal excesses, and signal

levels for the various cw signals; and finally, displaying the results.

Rather than rely on absolute source levels it was decided that

the significant parameters were the relative differences in source level

between the high and low level signals. The adjustment to the high level

S

13
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signal was estimated as the median difference in level between the high

and low level source pairs. This was measured when the sources were

close to the receiver (<20 km). An example of measured differences in

received SPL is shown in Fig. 1.

Figure 1 is shown on a scale of 5 dB per increment. A scatter

of 2 dB is due to variance in the noise estimates used to debias the

signal level estimates. The additional variations are due to received

level differences between the two frequencies. The adjustment for the

- • 160 Hz source was found to be -15.0 dB for Run 1 and -14.5 dB for Run 2.

The median level difference between the 70 Hz and 60 Hz sources was found

to be -22.0 dB (only the second tow was used). The median difference in

background noise levels between the 68 Hz and the 66 Hz signals was found

to be 0.55 dB; thus the final adjustment to the 70 Hz signal was chosen

to be -21.45 dB. This was done so that the signal excess plots of the

1 - 68 Hz and 66 Hz signals could be compared . The noise level differences

between 156 Hz and 166 Hz were considerably smaller and were ignored.

With the adjustment determined, the high level 70 Hz and 160 Hz

signals were reduced in level, shifted in frequency to 66 Hz and 166 Hz,

respectively, and then superimposed back onto the spectrum.

The noise level N around a given cw signal was a percentile

estimate based on the FFT coefficients contained in a 3.0 to 3.5 Hz wide

band centered about the cw signal, deleting the coefficients contained in a

1 Hz band centered about the cw signal .

Coefficient sums around the peak of 1, 3, and S elements were

found over the wide band as well as over a smaller 0.5 Hz wide band

centered about the cw signal. When the center frequencies of the wide

114
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band peak sums were not the same as the center frequencies of the narrow—

band peak sums , the signal was rejected as a false detection .
21

Once the three sums were determined for the given cw signal ,

three corresponding signal levels and signal excesses were computed as

/ p. +i .~1 \
SL~ 

= 10 1o~~
( E 

(C~ _N) ) ‘ (11)
j =p i— i -1

and

SE1 = 10 1og
(

~~P~~~~~

.)/(2j l;

~

) 

(12)

.1=p 1-i -1

for I = 1, 2, 3, and where C~ is the center coefficient of the (21—1)

• coefficient peak sum. If SE1< 0 , the signal was also rejected and SL~
- - was set to 0.

H D. Results

.9 The basic result was that the signal excess and the noise for

the reconstructed and actual signals behave similarly when the plots

are compared.

Figures 2 and 3 show three-dimensional spectra illustrating the

insertion of a rescaled signal into a noise spectrum for the low frequency

66 Hz case and for the high frequency 166 Hz case. Both of these examples

are for hydrophone 6 which was on the bottom. The signal excess is slightly

higher on the bottom hydrophone because the noise for these data is slightly

lower on the bottom hydrophone.

16

-—-- ~~~~~~~~~~~~



ORIGINAL

SIGNAL

~~~ ~~~ Ar

U • -
•~

-V—.V~~~.~V- 
~~~~~~~~~~~~~

~~~J L  *~~
V¼i+A ~~~~~~~~~~~~~~~~~~~~~~

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

~~~ 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

• RECONSTRUCTED I• - \ 1 ACTUAL
LOW LEVEL S L LOW LEVEL
SIGNAL SIGNAL

~~

FREQUENCY — Hz

SYSTEM I HYDROPHONE 6 285/ 5/34 . 285/ 6/59

~ ~~~~~~~~~ A I
~~~V V V

V. 
~~~~~~~~~ ~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~

~~• 2 A
-

B / 1
LOW LEVEL J LHIGH LEVEL
SIGNAL SIGNAL

~~

FREQUENCY — Hz
• SYSTEM 1 HYDROPHONE 6 285/ 5/34 . 285/ 6/59 AR L :UT

AS.79428
MS. GA
3.20 .79

FIGURE 2
3-D SPECTRA PLOTS WITH AND WITHOUT

THE RECONSTRUCTED SIGNAL FOR
THE LOW FREQUENCY SOURCES

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 

_ _  

—• 

-~



F ’  ~~~~~~~~~~

- _ _ _ _ _  _  

~~~~~~~~~~~~

-

I

ORIGINAL
,— HIGH LEVEL

/ SIGNA L F

/ ACTUAL RECONSTRUCTED
L L OW LEVEL \..... HIGH LEVEL LOWLEVEL. LOW LEVEL

SIGN AL SIGNA L SIGNAL S IGNA L

I !  I~I I~~ 
‘ I~4

FREQUENCY — Hz FREQUENCY — Hz
SYSTEM 1 HYDROPHONE 6 285/ 5/34 - 285/ 6/44 SYSTEM I HYDROPHONE 6 285/ 5/34 - 285/ 6/4.4

FIGURE 3
3-D SPECTRA PLOTS WITH AND WITHOUT

THE RECONSTRUCTED SIGNAL FOR
THE HIGH FREQUENCY SOURCES

ARL: UT
AS.79.4 29
JA S -GA
3.20.79

II

18



__ — - --- - .
~~~~~ -~~~~~~~~~ -~~~~~~~

- — -

~~
- -

The salient points are in the figures showing the signal excess.

Figure 4 shows signal excess for the critical depth receiver (HYD 3)

and the bottom receiver (HYD 6) for the real (156 Hz) and reconstructed

(166 Hz) signals. The signal excess as a function of range is on the

average the same in all cases.

The details differ because of slight variations in the noise

field. Please note that the noise scale in the figures is compressed 
• 

-

2:1 relative to the signal excess. Figure 5 shows signal excess for the

same frequencies at a different time and it is noted that the noise is

lower on the deeper receiver. Again the signal excess is the same, on the

average, as a function of range for the real and reconstructed signals.

The low frequency results are shown in Fig. 6; because of the higher noise

- 
• 

level in this part of the spectrum, the signal excess is lower. However,

the comparison of signal excess between the real and reconstructed signals

is again the same.

The percentage of signals detected using the method discussed

• in section IV.C. tended to be higher for the reconstructed signal. The

reconstructed signal detection percentages ranged from 35% to 88%, whereas the

• actual signal detection percentage ranged from 30% to 75%. The percent

detections are summarized in Tables I and II. In this test the detection

algorithm was a conservative estimator because it was designed to detect and

measure cw propagation loss. A different algorithm could raise the probability

of detection.

As a sensitivity study, the 166 Hz signal was simulated with

-
~ 

- 

. adjustments of -14.5 dB, -15.0 dB, and -15.5 dB. The effect of the 0.5 dB

perturbations in the 166 Hz level adjustment was simply to shift the
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• TABLE I

PERCENT OF SIGNAL DETECTIONS USING HYDROPHONE 3

I

I . 
REAL RECONS TRUCTED REAL RECONSTRUCTED

- 156 Hz 166 Hz 68 Hz 66 Hz

-

~ Run l 45 74 --

Run 2  75 75 30 35 F

I
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TABLE II

PERCENT OF SIGNAL DETECTIONS USING HYDROPHONE 6

REAL RECONSTRUCTE D REAL RECONSTRUCTE D
• 156 Hz 166 Hz 68 Hz 66 Hz

Run i 58 74 -- --

Run 2 70 88 40 48

2~i-

L 
~~~~~~~~~~~~~~~~~~~~ ~ -.11 :: iT~~~~~~~~TTT~~. ~~~~ ~~~



~1

LI

signal excess curves by about the 0.5 dB increment. The small shifts

in this case were not enough to change the detection statistics. This

does show that fine tuning adjustments can be made in the signal excess

and that proper scaling is necessary.

S
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