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Abstract.

The segmentation algorithm proposed in this paper
is a c omp l ex form of thresholdin g which utilizes
multiple thresholds. The algorithm consists of two
major components: a threshold selection component and
a relax ation component.

Th e t h r e s h o l d se le c t io n com p one n t a u t o m a t i ca l l y
selects a threshold so as to maximize the global
average contrast of edges detected by the threshold
across the image. This algorithm for threshold
selection compares favorably with other methods for
automat ic threshold selection. The threshold selection
algorithm can be applied recursively to select
additional thresholds by ignoring any edges which have
a l r e a d y been  d et e c t e d  b y  p rev io u s l y  s e l e c t ed
thresh olds.

Th e relaxation component utilizes the immediate
spat ial c o n t e x t  of each  pi x e l to  u p d a t e b o t h  t h e  l ab el
at the pixel and the feature measurement at the pixel.
The update functio n proposes a new feature value at the
pi x e l  d ef ined b y a we ig h t e d  av er ag e of th e ce nt ral
pixel and all of its neighbors. The weight associated
with each pixel (with respect to the pixel being
updated ) is proportional to the spatial distance
b etween t h e  pi x e l s~ the probability that the two pixels
are c orrectly labeled , and the probability that the two
pixels belong to the same region. The update function
t hen  r e p l a c e s  th e f e a t u r e va l u e at t h e  p i x e l  w i th a
value somewhere between the current value and the
proposed value. When the local evidence for shifting
t h e  f e a t u r e  va lue  is con si s t en t  t h e n  t h e  v a l u e  a d o p t ed
will be close to the proposed value ; however, when the
l o c a l  ev id ence  is in c o n s is t ent  t h e  v a l u e  ado p t ed w i l l  I ;
be close to the original value.

Th e relaxation is independentl y performed for each
t h r e s h o l d ~electe d. The resulting binary images are
intersected to produce th e final segmentation. This
al g or i t hm w o r k s  w e l l  n ot o n l y  fo r  si m p le ima ges bu t
also produces reasonabl e segmentations for complex
images.

L ~~~~~~~~~~~~~~~~~~ — . . .—-~- .— ~~~--— —~~--.~~—--- --- - “
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A SEGMENTATION ALGOR ITHM BASED ON THRESHOLDING

1.0 Introduction.

Th is paper develops a segmentation algorithm based

on multiple thresholds . An image segmentation

algorithm partitions an image into disjoint sets of

spatially contiguous pixels (referred to as regions ).

The goal of image segmentation algorithms is to produce

segmentations for which there is a high corellation

betwe en the entities of the real world (objects,

surfaces~ and parts of objects ) and the regions of the

segmentation. Existing image segmentation algorithms

can be divided into two broad classes. The first class

attempts to build regions in the image based on the

similarities of some characteristics (or features) of

the p icture elements (pixels ) in the image. The second

class of algorithms attempts to locate those edges in

the image which correspond to ob ject or surface

discont inu ities Cfn 1) based on differenc es between

pixel characteristics.

The segmentation algorithm described here does not

strictl y lie in either of these two classes. The

al gor i t h m  a t t e m p t s to  u t i l i z e b o th  p i x e l s im i l a ri ty  and

p i x e l  d i f f e rence  i n f o rmat io n to a r r ive at a mean in g f u l

[1] Henc eforth1 both object and surface boundaries
w ill be referred to as ob ject boun daries. While
t h e r e are p a r t i c u l a r  c ons i d e r a t ions r e l e v a n t  to
the  detection of surface boundaries , they are not
t h e  fo c us of this treatment

t 
.
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A SE G MENTATION ALGORITHM BASED ON THPE~ HOLD IN G PAGE .~

segmentation it is hoped that the qua lity at

segmentations based on both tyt~es of knowledg e w i ll be

superior to segm enta ion~ based onl y on pi x e l

simi lar it ie s or p i x e l  differences .

The basic mechanism used to generate the

segmentation is a complex form of thresh olding. Let us

consider some of the issues in the simple thr eshold ing

of images. The image is parti tioned by assigning one

label to pixels with feature values which are above

some threshold T, and another label for pix els with

feature values not above T. For some ima ges~ such as

chromosome images or hand printed characters, where a

clear foreground—background (figure— ground )

relationship exists , a single threshold will be able to

detect all or most of the object boundaries at the

object—background discontinuit y . However, those

boundaries which correspond to object—object

dis cont inui ties~ or internal structure of the object

may not be detected by that threshold. Furthermore , in

more complex images which do not exhibit a clear

foreground—background distinction (such as images of

natural outdoor scenes), one cannot expect a single

threshold to detect all or even most of the object

boundaries in the scene. In order to detect most of

the interest ing boundaries within an ima ge our

_ _ _  
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A SEGMENTATION ALGOR ITHM BASED ON THRESHOLDINC PACE 3

segmentati on algorithm w i l l  be defined in terms of  a

set of n thresholds rather than a single threshold.

These n thresholds will partit ion the feature space

into n+l possible classes.

Section 2.0 below classifies the possible

seg mentation errors assuming a ‘correct’ segmentation

is known . These error classes are an

oversimpli fication since there are no accepted criteria

de fining a ‘correct’ segmentation. however, they aid

in the analysis of the segmention processes.

Fi gure 1 shows a block diagram of the structure of

the proposed segmentation algorithm. The algorithm

selects a set of n thre sholds. independently app lies a

relaxat ion correction procedure to each binary

segmentation defined by the set of thresholds. and

combines the result ing n segmentations into a single

segmentation. The threshold selection component

automatically selects a set of thresholds so as to

maximize the global average contrast of edges detected

by the threshold across the image. ihe development of

the algor ithm and a comparison to other threshold

selection algorithms is presented in s e c t i o n s  3 .0 to

3. 5 below. The thresholder in figure 1 simp l y

g en e r a t e s a binary labeling of the image pixels for
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A SEGMENTATION ALGOR ITHM BASED ON THRESHOLDINC PAGE 4

each selected threshold. The relaxation process

utilizes th. immediate spatial context of each pixel to

updat . both the label and the feature measurement at

th. pixel. The relaxation process can be viewed as an

interpolation between the central pixel and the set of

pixels in the spatial context of the central pixel.

The development of the relaxation process is described

in detail in sections 4.0 to 4.7 below. To obtain the

final segmentation . the intersector process combines

the set of bi nar y segmentat i on s b y si mp ly overla yi ng

them and  defining a new reg ion label for each distinct

combination of n labels in the set of binary images.

2.0 Segmentation Errors

Given any resultant segmentation and a

corresponding ‘co rrect ’ segmentation tfn. 2] of an

image. one can distinguish two primary types of errors.

T h e  segmentation can contain boundaries which do not

e x ist in t h e  ‘cor rect ’ goal segmentat ion and,

ther e fore do not correspond to any real object

discontinuity in the image (i.e. a false alarm ) .

Alt.rnativel y , the segmentation can mi ss edges wh ich

(2) Note that there are no well d efined criteria for
‘correct ’ segmentation of an image. Furthermore .
the de finition of a ‘correct’ segment ation is
inherentl y ambiguous since the ‘correct ’
se gmentation is a function of the goals of the
segmentation system. 

-—.~~~~~~,..-- ,- - —-- -~~~~~~-..~~~~—-—



A SEGMENTATION ALGOR ITHM BASED ON THRESHOLDING PAGE 5

appear in the ‘correct’ segmentation. lhese will be

referred to as tuoe gjj~ j flj t~zoe ~~~ errg r~

res p e c t i v e l y .  Examples of these errors are provided in

F ig ure 2 This figure also shows a third type of error

which can be viewed as a compound type one and type two

er ror. For this type of error the boundar y in the

‘cor rect’ segmentation is correctl y detected by the

segmentation algorithm , but not in the proper location.

These errors are often due to inaccuracies in the

tran sforma tio n b etw een the spatially continuous image

and its discrete representation. It should be much

easie r to  r e c o v e r  f rom t h e se err or s t h a n f r o m ty p e one

or type two errors.

~~0 Threshold Selection

The th reshold selection process should select that

threshold which minimizes some measure of the er~~ec ted

segmentation errors. The proposed threshold selection

algorithm is based on estimating the e x p e c t e d  number of

type one and type two errors using either edge

i nformation or p i xel feature differences. This

al gorithm will be compared to several other algorithms.

most of which attempt to minimize the number of pixels

miscl assified using pixel similarity information.

Since the edge and region approaches are based on

totally different models of image information, it is 

—~~~~~~~.- 
.
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A SEGMENTATION ALGORITHM B,~SED ON THRESHOLD 1NG PAGE 6

argued that the range of images to which automati c

thre shold selection is a p p l i c a b l e  is extended.

Note that the p r o b l e m  of e r ro r  e s t i m a t i o n  is

considerably more c omplicated when multiple thresholds

and processing after the thre sho lding are considered.

Estimating errors for a given threshold becomes

d i ff i cult since apparent type two errors may be

detected by secondary thresholds. Furthermore . some

e r r o r s  (e sp e c i a l l y  type  three errors) may be corrected

by the po st—thre shold ir .g relaxation process.

3. 1 Threshold Selection Algorithms.

This section introduces several methods for

automatic th r e s h o l d  s e l e c t i o n  for compari s on to the

methods proposed in section 3. 2 below. Both the

Lompar ison threshold selection methods and the proposed

threshold selection methods are summarized in table 1.

One standard method for threshold selection (Ml)

utilizes a histogram of the values of th. selected

features. The algorithm assumes that the regions to be

detected by the threshold differ in terms of their

feature activity , and that therefore, different peaks

in the f e a t ur e histogram correspond to different image

regions. This assump ti on is often violated e s p e c i a l l y



Table 1. Summary of Thre shold Selection Algo rithm t~.

~I1 . Standard Feature Histogram Meth od.

This method selects a valley between two peaks in the
feature histogram.

M2. Gradient Weighted Feature Histogram Method.

This method is ident i cal to metho d Ml except that the
contribution of the pi x e l  to the feature histogram is
weighted toward pixels of low gradient.

M3 High Gradient Pixel Histogram Method.

This method is identic al to method Ml except that only
image pixels exhibiting high gradient are considered in
the histogram.

~i4. Total Gradient Histogram Method.

This method selects the threshold at the largest peak in 
. 1a total—gradient histogram. T h e  h is t o g r a m  is com p u t e d

as for method Ml except that the contribution of a p ixel
to the feature histogram is directl y proportional to the
gradi ent mag n it ud e at the p i xel .

M5. High Gradient Pixel Average Method.

This Method computes the threshold by simply averaging
the feature values of all high gradient pixels.

M6. Uniform Average Contrast Method.

This method selects the threshold wh ich generates the
highest average contrast of detected ed ges over the
image using the expected contrast histogram.

M7. Relative Contrast Method.

This method is identical to method M6 except that the
contrast of detected edges used in computin g the
histo gram is defined relative to the threshold rather
th an using the simple edge strength as the measure of
contr ast.

— --5.- ~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~



A SEGMENTATION ALGORITHM BASED ON THRE~3HOLDINC PACE 7

when high levels of texture are present in the image.

Nevertheless , let us consider the case for which the

assumption is valid and the peaks in the feature

histogram correspond to overlapping normal

d istributions of feature activity. With two norma l

distributions the Bayesian minimum error decision would

place the decision boundary (i. e. the threshold ) at a

the minimum between the histogram peaks. The correct

ap p l icat ion o f su ch  s t a t is t ica l  m e t h o d s  i s v i r t ua l l y

impossible in practice due to the difficulty in

estimating th e underly ing distributions from the

h istogram; especiall y when the number of underlying

distributions is unknown or when the types of the

underly ing distributions are unknown. Therefore, the

simple heuristic of threshold placement at the minimum

between histogram peaks is typically adopted (fn. 3].

Th is method of threshold selection is referred to as

th e standard histogram method. There are two

d ifficulties in threshold selection using this method :

a) the valleys between histogram peaks are long

and flat making threshold selection difficult ,

and b ) the edge information in the image is not

utilized.

(3] Although automatic methods which precisely define
th is selection criterium have been developed
(NAC7B ), the results presented below are based on
local m inima which were manually selected b~j the
author.

. ——--. 5- —..—,  5 . .. . 5 ,  - —.— ~~~~~~~~~~~~ —
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In order to overcome these difficulties , Weszka

[WES74] proposed adding gradient information into the

histogram by reducing the relative weight of histogram

entries which e x h i b i t  h i gh gradient magnitudes. It was

h ypothesized that pixels at edges . where the gradient

magnitude is large~ have feature activity which is

between the peaks of feature activity associated with

th e regions bounded by the edge. It was hoped that the

lower weighting of these pixels would sharpen the peaks

and valleys of the histogram. This method is referred

to as the ~ji~ a ient—w eighte d histogram method (M2).

Another method proposed b y Weszka (WES75].

refer red to as the h ip h— ~ radient histogram method (M3).

is based on a complementary point of view. It

considers only pixels of high gradient magnitude in the

computation oF the histogram. Presumably~ thes e p i xel s

are more critical in the selection of the threshold

si n c e  t h e y  bo un d an ed g e wh ic h s h o u l d  b e d et e c t e d  b y

the threshold selected. This method i s  similar to the

methods of Katz (KAT65] which also utilizes only the

high gradient p ixels. The Katz method computes the

threshold simply by averaging all of the high—gradient

pi x e l s  an d is t h e  o n l y  m e t h o d  dis cussed  wh ic h does  not

ut illize a histogram. The Katz method (M5) is referred

to as t h e  hi gh— gr adient p ixel aver~ pe method.
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Another method for selecting a threshold

ut ill i :in g gradient information was proposed by

Watanabe (WA174]. This method select s the threshold at

that intensit y v a l u e  f or wh i ch  t h e t o t a l g ra di en t

magnitude is largest and is therefore referred to as

the total Qrj.djent bistogram method (M4 ). This method

and the modification proposed b y Weszk a (WES73 ]

represent the conceptual starting point for the

threshold selection method proposed below. The

Watanabe method estimates the expected total contrast

of all edges detected by each threshold and the Weszk a

method normalizes for the number of edges detected.

This is the only method discussed so far which selects

a threshold at a peak in the histogram rather than at a

vall ey . Note that all of these metho ds. exce pt the

standard histogram method , attempt to take gradient

information into consideration.

3. 2 The Proposed Algorithm.

The threshold selection method proposed in this

paper attempts to incorporate the gradient information

much mor e directl y . Unlike the previous method s. the

algorithm does not directly depend on the assumption

that regions generate peaks in the histogram of feature

value s Instead , the algorithm i s  based on the obvious

h euristic that ed g es which correspond to real region
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d is cont inu it ies in the image tend to have high

contrast while edges of low contrast usually do not

correspond to real region boundaries. This is the

h euristic on which most of the ed g e segmentation

algor ithms are based. Clearly , this heuristic is not

valid in some cases —— especiall y when high contrast

texture is present —— but we will not be concerned with

these cases in this treatment. This heuristic ,

translated into a threshold selection mechanism , might

be stated as follows.

The optimum threshold for segmentation of the

image i s  that threshold which dete cts more high

con t r a s t  e d g es an d f ewer low c o n t r a st e d g e s  t h a n

any other threshold.

Under the assumption above, detecting more high

contrast edges implies a reduction of type two errors

(missing edges ), while not detecting low contrast edges

implies a reduction of type one errors (inserted

ed ges).

One po ssib le . easily computed . function which

serves as a measure of the criterion stated a b o v e  i s

the avera g e c ontra st of all edges detecte d by a

particular threshold. The more low contrast edges a

t h r e s h o l d d etects t h e s m a l l e r  t h e  aver age contrast

becomes. Th . more high  contrast edges a threshold

--  ...---- ~~5- 5.- . . - .
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detects~ the larger the average contrast becomes . if

one creates a histogram of the average contrdst for

each po ssibl e threshold then the highest p eak  in t hi.

histo gram corresponds to the optimum threshold.

The use of the average—contrast—h istogram wat~

first propo sed by We szka, Vernon. and Rosenfeld (WES73]

~j s  a poss ible mod ification of the

total—contrast --histogram method of Watanabe [WAT74I.

Each class of the average—contrast—histogram was

defined as the ratio of the corresponding classes of

the total—contrast histogram of method 114 and the

feature value frequency h it~togram of method Ml. This

method was rejected by Weszka (as an improvement to the

Watanabe method ) since the resulting thresholds were

inconsistent over several different gradient ma gnitude

measures.

The proposed method defines the average—contras t

histogram differentl y from We szka CWES73) as follows

Consider an edge between adjacent p i x e l s  a and b where

t he featu r e value at a is lEa) and the feature value at

b is 1(b) and ~w ithout loss of generality ) 1(a) Rb].

W, d efine the edge between pixels a and b to be

detected by threshold I if ari d only if lEa] I Rb]

We can then define the number of edges detected by

— 5. -
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threshold I as.

1. if II.~) T 1(b)
N(T )  Ft a. b. t) f (a, b . t)

all tO , otherwise
edget.

Similarl y, if the contrast of the edge between pix e l s  a

and b is given by c (a .b ) 
~ 1(a) — Rb] then the

total contrast detected by thre shold T can be defined

as:

Ic (a.b ). if lEa] 1 1(b )
C (T) 

~. g (a~ b .t ) I g (a .b ,t )= .f
a l l  

~O. otherwiseedges

The average contrast of all edges which will be

detected by threshold I would then be C (T) / N (T) (or 0

if N (T)~~O) Note that each edge contributes to c (a .b )

different thresholds~ that is, as the contrast c (a.b)

increases, the ~et of possible thresholds which detect

the edge also increases.

Figure 3a shows how a part icular edge updates C (1)

across the set of possible thresho lds. Since for each

threshold which detects the edge . the contribution to

C (T) is c (a ,b ) this method is referred to as the

~.pifarm c .on .tt.~j ..j method (M 6). Th is method implies that

an y of t h e  t h r e sh o ld s in the interva l (lEa]. 1(b)) are

equally acceptable. If the thre shold ing step was the

_ _  _ _



~1

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ .~~~~~. - -.-+-
~~~
--+-- .- .

+
. - 

~~~~

.

— 1[a.~ — I t b i

.i) uniform . t mt r a s t  method

1’ ILa ] T — l i b i

b) relative contrast method H

F i~ t u t ~~t .  C(T) Update Functions for the Ed ge between Pi xels a and b.

_ _ _ _



r5. 
-~~~~~

A SEGMENTATION ALGOR ITHM BASED ON THRESHOLDINC PACE 13

last step in the segmentatio n process . then there would

be no reason to d itfe rentiate between the thresholds in

the interval (I (a],ltb ]~~. however , the thres ho ld inq

process is followed by an error correcting relaxat ion

process discussed in sections 4. 0 to 4. 7 below. Let us

assume that the edge between p i x e l s  a and b matches the

correct segmentation that is, failure to detect the

t’dge represents a type two error . (Later we will

define a relaxation process wh ich operates by shifting

t h e  feature measurement li x i  to increase local

consistency. ) Therefore the possible thresholds in

lEa]. 1(b)) are not equal ly acceptable . because a shift

of 1(a) toward 1(b). implies that a threshold near lEa]

would result in a type two error and similarly for a

shift in 1 (b) toward lEa). Therefore . the thre shold

Furthest from lEa ) and 1 (b) should be favored because

it will tolerate larger change; in h a )  and ILb ] befor e

it fails to detect the edge We satisfy this criterion

using a definition of contrast relative to the

threshold

c a .  b ) MIN ( 1(a)—I , 1 1(b)—I 1

F igure 3b shows how a parti cular edge w o u l d  update C (1)

tor thi s de finit .ion of contrast. Since the contrast is

def ined to be r e l a t i v e  to t h e  threshold . this method is

re ferred to  as the te1a t.L~i ç.gptrast ~~~~~~~ (M7 ’

5. — . .-- 5. 5 . .
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J 3 Multip le Threshold Selection.

The proposed thre shold selection al gorithm

facilitates the sele ction of additional thresholds

For any initial threshold 1(0). all edges which

provided a non—zero contribut ion to the histogram class

cor responding to TE0) are detected by threshold ing the

image at 1(0). We then repeat the calcu lation of the

histogram as before except that any edge already

detected by T(O] (or A n general . any previous

threshold> will not contribute to the histogram. Let

us assume that this new histogram has a peak at

threshold TEl ) The average contast of edges detected

b y 1(1) can be no greater than the average contrast of

edges detected b y any previous threshold such as T[O).

Clearly. one could continue to select thresholds unti l

the max imum average contrast for any threshold fell

below some threshold 8 > 1. This 8 is referred to as

th e min imum averaue contrast crite r ion for threshold

select ion.

3. 4 Threshold Selection Results.

The seven different algorithms for threshold

selection listed in Table 1 were applied to three

different images of widely vary ing semantic content and

complexity. The simplest image shows a white blood

tell on a dark background. This image contains

- — ,- -- . -..- p.S.~ -.
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relat ively little texture. The white and red blood

cells in the image do contain internal structure. This

image is typical of the kind of images for which

threshold segmentation methods have been successfull y

utilize d. The second image shows a photo—micrograph of

a breast duct exhib iting cribriform morphology (an

abnorma lity often indicative of carcinoma). This image

contains much more texture than the first image and the

foreground/background relationsh ip is much less

d istinct. The third image is a complex outdoor scene

of a house with bushes and trees. This image contains

a var iet y of objects and textures with no

stra ightforward foreground/background distinction.

These three images are shown in Figure 4.

For the simple blood cell images all of the

methods except methods M4 and MS select a thre shold

which detects th e boundary of the nucleus of the white

blood cell (-see figur e 5). The threshold selected by

method MS detects the cytoplasm boundary of the wh ite

blood cell and some of the red blood cell boundaries.

The threshold selected by method M4 is too low and

fails to detect almost all of the important edges in

the image. The method faiH since the histogram is

d o m i n a t e d bij t he  numerous weak texture edges found in

the large background region. The histograms for method

- 5. . _ _ _ _ _ _ _ _ _ _ _
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Ml and M~ each contain two d i s t i n . t  valletj s~ howeve’~’

the valleys are long and flat making selection ot a

threshold difficult. The m u l t i t u d e  ot~ local maxima and

min ima make threshold selection more d i fficult for

method M3 The histograms for methods Mo and MY are

quite smooth and selection of the thre sho ld is clear.

Methods Ml and M2 do not generate good thresholds

~~~
l

for the breast duct image (figure 6). Ihe algorithms

fail since the assumption that image regions are

uniform and therefore genera te ais crete peaks in the

histogram is violated for th i s image Note that the

histograms for methods Ill and M2 are ‘.~irt ually without.

any valleys , making threshold selection almost

arbitrary. The methods M3. M5. Mo, and M7 all -select

thresholds which lead to reasonable segmentat ions Al l

of the thresho lded images e x h i b i t  a p leth ra ot text L .re

edges which are not part o~
’ the object boundary.

All of the algorithms select threshold ; wh i c h

result in reasonable -segmentation -s for the house imag.~

(see figure 7). Each method detects s,me of the reg ion

boundaries in the image . however , none of the ‘ l

algorithms d etect a high percenta ge of the semanticall y

important boundaries. Several different thresholds

could have been selected trorn the histograms generated

- _  - -.-‘- --~~~~ .- ~~~~. . . ——~~~~~~~~~~~~~~-..—,- 5. _ _
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by methods Ml and P12. For method MJ the selectio n of a

threshold is almost arbitr arq due to the numerous local

extrima in the histogram. Selection of a threshold for

methods P14, P16 and P17 is not difficu l t since the

histograms for these method -s exh ibit clear peaks.

3. 5 Multiple Threshold Selection Results.

Figure 8 shows the multiple threshold selection

pr oces s for t h e  three images using method M7. The to p

r ow of t h e  f i gure corresponds to the histograms of

figure ; 5. 6. and 7. The next row shows the

corres ponding histograms generated by method M7 given

that any edge detected by the threshold selected (based

on the histogram of the top row) is ignored. The third

row show; the correspond ing h i sto grams com p ut ed

ignoring the ed g es detected by any of the three

threshol ds already selected. Up to five thresholds can

be s e l e c t e d  from th e se histograms for each image. Onl y

t h e  th r e s h o l ds wh i ch  mee t t h e  g lo b al  m i n i m um a v e r a g e

c ontrast constraint are utilized. Selection of this

criterion is currently ad hoc. The constraint uti l i z e d

in the f o l l o w ing e xperi ment req u ired an ave rag e

c ontrast greater than 2. 0. The bottom row shows the

resulting region labels encoded as gray levels for the

three im a g es thresholded at all of the selected

thresholds. These images preserve most of the

. 5..’ - . . —--~~~~~- - - --- --~~~~ - . ,-~~~~~~ - .  -~~~~—-.~~~-
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important boundaries of the image , Ihe se imaqe;

represent a reduction from the original intensity of 64

distinct label ; to 6. 4 an d c~ d i s t i n c t  label s f- or the

b l o o d  ce ’l , breast duct . or house  image respectivel y .

4.0 Threshold Relaxation.

A l l  of the thresho L d selection algorithms

d x ~~cu;~~ed in the  p r e vio u s  s e c t i o n  s e l e c t  a t h r e s h o l d

based on some global measure Since the measure is

g l o b a l  acro s the image. it is probable that subareas

exist for which the threshold selected is not optima l

Furthermore . the measured value ot the feature is

sub ject to errors due to digit i zat i on and d is cret &~

representation of the image. Together these factors

imply that  r e g a r d l e s s  or the  t h r e s h o l d  s e l e c t i o n

algorithm utilized , the resulting segmentation often

will conta in many of the three error type -s prev iouslu

discussed. The type two errors ~m i ;sing real edge;)

are reduced by the selection of multip le thresholds as

d i s c u s s e d  p r e vio u s l y .

The purpose of the relaxation procedure is to

reduce the frequency of the type one and type three

errors. Th. relaxation achieves this goal by u t i l i z i n g

the local context of each p i xel to determine the

relative likelihood that the p i xe l  is correctly or

~~~~~~~~~~~~~~~~~~~~~~~~~ .-.-- ---_, 5 . 5 . , .~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ _ _ _ , . 5.~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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i n c o r i e c t l y  l.3be led I-or the purpose s of this p~~p er,

t he l o i a l  t~o n t e~~t u~ a p i x e i is the n e i g h b o r h o o d  of

e i g h t  x m m e d i a t e l q ad jacent p i x e l s  (‘ he pr oces ’

o p e r .~t e s  b y updati ng in parallel both the labe l ot th~

pi xel and the feature measurement at the p i x e l  so as to

reduce lo cal incon~.ir ,tenc~ The proce ss ter n~inat. es

when  no ~~‘rt ~ c h a n ge s  a re  poss ible.

The re~~a~~jtion is simpl y an interpolation proces s

b~~~w~’en the fea ture measurement at p i x e l  x anu th e

~~~~~~~~~~~~ coc te~~t o 4
~ The relaxation is based on the

p rem 1~~~ t h.i t p i x e l  x and the p i x e l s  in the spatial

Lonte x t of x p r ob~~L l y  belon g to the same req ion in the

i m aqe anil the re Fore , the feature me surement at x and

i t s  n~~ig h bo r ~ s h o u l d  be on the same side oi the ’

~hro~~h oi J The mechanism for redu c i n g  loc . j~

jncons~~st en cu t hen shi fts the feature mea surement at x

t oward the me asurement at the n e i g h b o r s  in order to

~nc’-ea se t h e  l i k e l i h o o d  that x and its n eiqh bor s l i e  on

the -.ame side of 1. Thi s interpolation is co n t rolled

based on the f o l l o w in q  a d d i t i o n a l  premice s~

1 fb. o 1 k k e l i h o o d  that p i x e l  x and p i x e l  u are
part of the s:~rnp re gion is
pr oport i onal to the di stance between x and y

2 The l i k e l i h o o d  that p i x e l  x and p i x e l  y be lor ’q
to the same region is inversely proporti on al
to the l i k e l i h o o d  of an edge e x i s t i n g
somewht~r ’ between pi x el and p i x e l  y

J in i l l q .  the shift of the feature m easurement

( 

_ _  _ _ _  _ _
_ _ _ _ _  
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at x ~ho uid be inversely p roportional t o  t he
ambigu ity of the neighb orhood.

The third prem ise allows the relaxation to converge

quic k~~t~ ~~~~~ reliable informatio n is available in a

subarea of the image. These areas form “ isl ands of

rel ia b li l i ty ” ELES77) f r o m  w h i c h  i n f o rma t ion  p r o p a g at e s

to the ad~~oini nq image areas. T h e  relaxation doe~ not

c!~iange the value of the feature mea surement until

adequate information is available at the pixe l .

Table 2 below summar izes much of the notation.

The neighborhood of pixel  x is denote d N [x]. The label

of the p ixel L [xJ is an element of ~~~~={0, 1}, with

L fx] 0 whenever the f e a t u r e  measurement  I C x ]  is l e s s

than or equal to the thr eshold T. and LLx~ = I

otherwise.

The nei ghborhood elements are p artitioned into

subsets NE l , x] a n d  NL0, x J. NEl , x J consist s of those

elements of the ne ighborhood labeled 1 while N[0, x]

consists at those elements of the nei ghb orho oc~ labeled

0. The pixels in NE1, xJ are considered to be

consistent with the labeling LCx J=1 and inconsistent

with the lab e ling L[x]=0. Likewise the elements of

NE0, x J are considered to support the labeling LE xJ O

and to contradict the labeling Ltx J= 1.



-, .. _.. _._.. _._ . ,  —5.- .— —..-—.,.—— —. — —‘5.-—-.

Table 2. Threshold Relaxation Notation

1 The set of labels ~~~~~~ { 0, 1 }.

2. The threshold used is T

3. The feature measurement at p i x e l  x is l i x ]

4 The label at p i x e l  x is L[x]1 where
Lix ) 0 if lix ] � T and
Lix ) = 1 if ILx ] > T.

5. The neighborhood about p i x e l  x is Nix ]. Note
that x Nix ).

6. The set N b ,  x ]  = { y y  N i x ) and LL y] = 0 }
The set Ni1 x] = { y y  Nix ] and Li y] I }

7. 1mm is the minimum measurement of feature I
anywhere in the image.
Ima x is the maximum measurement of feature I
anywhere in the image.
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4.1 Estimation of Contextual Support

It is, of course , necessary to quantif y the degree

to which Nil. x] or N b ,  x] supports or contradicts Lix ]

given the feature measurements at x and for each y in

Nix ]. The first step is to def ine a measure of the

likelihood that a pixel in the neighborhood is

correctl y labeled based only on the feature measurement

at the pixel. The measure used in this paper is the

relative distance of the feature measurement from the

threshold. For an element y N b .  x] the relative

distance is D(0,y) = (T—I [yJ )/(T—Imin ). For an element

Nil, x] the relative distance is given by

DL1.yl = (Iiy)—T )/(Ima x —T). Note that the relative

distance is 1 when the feature measurement is as far

from the threshold as possible and 0 when the feature

measurement is at 1. One can then define measures of

the net contextual support SEO, x) and Sil, x] over the

neighbo rhood as

StO, x) = ~ DEO, y] W (x~ y) Cix , y)
y~ N t O ,x ]

SCI, x) = 
~

‘ 
Dii , y) Wi x , g] Ctxa y)

y t  N (1,x ]

Th is measure represents the summation of support for

L (x]~ O and L[x)z1, respectively, over the entire

neighborhood. The WEx .y] term i -s an inver se funct ion 

- ..- -.--- ~~~~~~~~~~~~
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of th. distance between pixels x and y. The specific

function W (xa y ) util iz ed for the nine pixe l

neighborhood is discussed in more detail in section 4.5

below. This term is based upon the assumption that x

and y are less likely to belong to the same region as

the di s tance between x and y increases. The QCx .y)

f unction is used to consider the effect of boundaries

on the net contextual support measure. This term

accounts for the assumption that the larger the

inten s it y or feature gradient between pixels x and y.

t h e  more likely it is that the hypothesis that x and y

belong to different region -s is valid. The gradient

meas ur e O (x.y) is discussed in more detail in section

4.6 below.

4.2 Estimation of Relative Confidences for Lix).

The net context ual support measures StO) and 8(1]

can easily b e converted to the relative confidences of

labels L (x) 1 an d L [x]=0 by normalization.

P (LCx) 1) SCi. x] / ( Sil, x]+S(O. x]

P(L(x) 0) S(O~ x i / ( 8(1. x)+S(O. xi

Th e se c o n f i de nc e s r e p r e s e n t  t h e  l i k e l iho od t h a t  x is

correctly labele d LC x ] 1 or L (x ]~ O b ase d on the

_ _ _  - 5. -~~~~~~~~~~~~~~ - - ———
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informat ion in the neighborhood of x

4 3 Proposing an Update of lix ] .

If x is correctl y labeled L (x]=i, then x should be

c l o se ” (in feature value lix )) to all of its neighbors

which are also labeled t We therefore prop ose a new

valu* I’i~~’ for lix ] based on the gradient and distance

we ighted average of the consistently labeled neighbors.

ICy ] Cix. y] W ix , y]
y t N C O s x )

AVELO . x i -
~ 

____  ___

Cix , y] W ix , y)
y • NE 0. x]

I L y] Cix , yi W ix . y)
• Nil , x J

AVE (1. x]~
Q [x.y] Wtx .y)

y Nil , x i

If i 1  then the proposed value I’ix ] AVE E1 ,x ) would

necessarily exceed T and x would be correctly labeled.

Likew ise for i=0. the proposed value of I’(x] AVE (O.x)

wo u ld b e less than T and again x woul d be correctly

lab eled. Since we do not know apriori what the

‘correct” label at x is. we use the relative

confidences P (l (x] 1) and P(L (x) 0) to estimate the

co nfidence of a correct label of I and 0 at x based on

information in the neighborhood of x. This suggests a

value of I’ (x] b ased on an interpolation between

—5.--,- .- -- -.—- —~~~~~~~~~~ -~~~~~~ ~~-.-- --~~~~~~~~~~~~~ - - - — - - - -.5.
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AVELO . x i  and AVEC I, x i  u t i l i z i n g  the r e l a t i ve

confidences as tollow s

I’C x ] P (Lix ).l ) AVECI , xi ‘~ P ( L U x ] 0) A V E C O ,  x i

Note that when P (L [xi ~-i ) approaches one. the value of

I ‘ i x)  i s  dominated by AVE [i. xi and therefore , I ‘ix]

will be on the correct side of ‘r. Howevnr, if

P (Lix ) 1) P (L (x) 0) then I’(x] may not be meaningful

sin ce it is based on contradictor y evidence.

4. 4 Us i r.~ Local  A m b i g u i t y  to  Con t ro l  the Up d a t e  of Iii).

We argue that the m agnitude of the change in Iii]

should be a function of the ambiguity in the

neighborhood. High ambiguity exists when the

difference between P (llx ] 1) and P (Lix ) 0) is small.

When the ambiguity is large there is not enough

information in the neighborhood to be sure of what the

best final label ing of the p i x e l  should be. The

strategy that we employed will shift the feature value

by only a small amount for ambiguous pixels. This

effectivel y suppresses changes at a pixel  until enough

informat ion has propagated into the neighborhood of the

pixe l  to make the decision unambiguousl y . On the other

hand,. when the relative magnitude of either label i~~

large . the relaxation should qu i ckl y converge to the

h1. L - . ~~~~~~~~- 
5...
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correct label and appropriate feature value.

The ambiguity measure used is referred to as the

conf idence ~f. suf f ic i ent informat ion and i s g iven by

CSI [x] I P (LEx] 1) — P (LEx) 0) I

The compliment of this measure . the degree of ambiguity

or the conf idence 9j  insuff i c ient info rmat ion i s gi ven

b y

CII C x ] = 1.0 — CSI (x]

The feature update function can now be expressed as

follows:

1(x) < CIlix ) Xix ] + CSICx ] I’Lx).

The amb iguity factors CII (x.] and CSIEx] balance the

effect of the current and proposed values of lix ] .

Note  t h a t  b y  the d ef ini t ion of the amb ig ui ty terms th e

chan ge in Xix ) can be large only when either P (LEx) 1)

or P(L (x] 0) predominates. The net effect of the

am biguity process is to shift the feature value slowly

when there is uncertainty and more rapidly as either

label begins to clearly dominate.

4.5 The Distance Weighting Function W (xsy ).

The funct ion Wt x. -y ] represents a spatial weighting

over the neighborhood about x based on the dictance
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between pixel x and pixel y in Nix). The value of

W (x.y ] is defined to be proportional to the inverse

distance square~i. T ypically , the metric used for the

di stance i -s the Euc lidian distance between the pixel

centers. Unfort unately . using this metric results in

- j infinite weight for the central pixel x since the

distance is 0. This implies that the neighboring

pixels should have zero weight after normalization and

c on t r a di ct s t h e  assum p t i on t h a t  t h e  ne ig h b orh ood of x

contains useful information.

The digitization process does not represent a

point measure at the center of a p ixe l. but an average

me asure of the feature integrated across the spatial

context of the pixel. The proposed distance metric

w i ll be based upon the avera ge d is tance of th e spat ial

area from the center point of the center pixel (see

figure 9). This measure utilizes the measure of

d istance across the entire area for which the feature

value wa-s c omputed. The simple integration assumes

t h a t  t h e  f e atu re mea su rem ent  is b ased on a un i f o rm l y

weighted average across the pixel. With additional

in f o r m a t i on a b o u t  th e sa mp l ing ~.haracter istics of the

d igitization device , more precise coefficients W (x ,y)

could be computed.

.. ,.- 
Ii
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For the neighborhood consisting of the pixel and

its eight adjacent neighbors . there are three cases to

be consi-sdered:

1) th e central pixel , 2) the edge adjacent pixels , and

3)the corner adjacent pixels. Assuming W ix~~y) varies

inversely with the square of the distance, the

normalized value-s for the weights WLx ,y ] corresponding

to these three cases are simply: I for the central

pixel . 9/25 for the edge adjacent p ixe ls . and 4/25 for

the corner adjacent pixels.

4 . 6  The Gradient Weight ing Function CCx.yJ .

The degree to which pixel y in Nix] should be

utilized to update x is a function of the likelihood

that x and y are part of the same object. It will be

assumed that the larger the magnitude of the local

gradient , gix .y), between pixels x and y. the less

li ke ly  i t is that x and y are part of th e same reg i on

in the image . which implies that G (x .y] should decrease

as g (x .y] increases. For the purposes of this paper.

gi x ,y ] i-s defined as simply the feature difference of

the p ixels: g (xy)= 1 IEx ]—I Cg ] 1 . It Is also

hypothesized that for som e 1k i-f g (x,y] ) K. the

influen ce of y on x is neg l i g i b l e .  The value of K was

selected such that 95% of all gradients in the imag e
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were smaller.

A third assumption which is embedded in the

definition of C (x .y] states that any region which

cons ists of only a single pi x ” l i-s of no interest.

Th is requires that there exists some y in Nix), y

such that x ari d y are members of the same region.

Now let us define O (x ,y ) in terms of g (x .y). The

he ur i st i c s can b e t ranslated into the fo l l ow ing

gradient weighting function:

1. if x g

Q (x .y) = 1. if gmax gmin-

gmax g (x .y] , otherwise
gma x — gm in

where g (x .y] 1 lix] — ICy ] 1

gma x -~~ Max C K g ix .y)) . and gmin Mm ( g (x .y))
ij Nix ] y ’  NLx )

Th is function sets G [x.y) 1 for g=x. This

f ormulation al so gu arantees that for at leas t one of

the neigh bors of x . O (x.y] will be 1, in particular

that neighbor y in N (x]—x which is most like x. If all

points in N (x]—x are equally like x , then all will have

Qix ,y ]=1 . The function is zero only when glx ,y ] is

equal to th . largest local gradient and g (x .y] is at 
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least as large a~ K.

4. 7 Th reshold Relaxation Results.

Figure 10 shows the operation of the threshold

relaxation process on one of the bin ary lab el ings of

the house scene (T 29). The number of regions present

is greatly reduced btj the process . Isolated .

un-supported pixels quic k~~ shift accross the threshold.

in fac t  many of t hese  p i x e l s  are ‘c o r r e c t e d ’  during the

first iteration. As exp ecte d. larger re .~ions wh i ch are

strongly supported by the image data art~ changed very

little by the process (note the leftmost bush in figure

10). However. when the exact posit ion of the boundary

For a region is not clearly determin ed by the

threshold , the boundaries of the region may shift

considerably (note the window above the leftmost bush ).

)hese changes take place much more slowl y since the

boundary pixels must wait for inforn~ation to propagate

before the de cision at the pixel i -s unamb iguous. Even

after 30 iterations the process had not fully

converged.

Figure 11 shows the three segmented images before

and after the relaxation process. Each gray level

encodes a iabel of the set of labels produced by

i ntersection of the binary thresho ided images. In each

L
___________  L
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After iteration 0 After iteration 1

After iteration 30 After iteration 5

Figure 10. Relaxation on Threshold Labelling: House T 29.,
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Before Relaxation Af ter Relaxation (30 iterations)

Figure 11. Threshold Relaxation Reeulta~
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case the relaxat ion reduLes the number of distinct

regions in the segmentation. Many of the small region - s

eli minated were undoubtab l y of no semantic interest and

thus represent the el imination of type one errors in

the segmentation. Shifti ng the edges slightly to

enhan c e local cons is tenc y should al so have redu ced the

frequency of type three errors. The figure clearly

shows that the relaxation process improved th’ quality H

of the segmentations.

Note that the tota l amount of change induced by

th e relaxation process varies with the complexity and

level of texture of the images. For the simple image

of the blood cell the initial thresholds provide a

segmentation which bears little improvement by the

relaxation process. On the other hand . for both the

breast duct and house images the initial threshold

label ing makes many apparent errors especially in areas

of high texture. Many of the-se error-s are corrected by

th e relaxation.

5. 0 Summary.

Based on the authors subjective evaluation, the

proposed segmentation algorithm resulted in acceptable

segmentations for the three test images of varying

c o m p l e x i t y .  The first phase of the segm ent a tior 

-~~~~~~ -5. -



.5. ,.,-5. ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
______ ~~~~~~~~ !~

• 
~~~~~ . - 

~~~~~~~ -
- -

A SEGMENTATION ALGORITHM BASED ON THRESHOLDINQ PAGE 31

algorithm generated an initial segmentation by

selecting a set of thresholds based on local edge H

information in the image. Th. pro posed threshold

select ion method compared favorably with alternative

threshold selection methods , The initial segmentations

contained many type one and type three errors . The

selection of multiple thresholds helped to reduce the

frequency of ty p. two errors. The relaxation process

improved the quality of th. final segmentation.

reducing the c o m p l e x i t y  of the segmentation by

eliminating many of th. type one and type three errors.

The re ixation p rocess ut ilized both local edge

information an d p i x e l  similarity info rmat ion to modify

the segmentation.

Althou g h the results have been encour aging , it is

not clear to what rang . of images this approach is

applicable. One weakness of th. current imp l ementation

is that only a singl. image featur . is used to generate

the segmentation. Futur, work will consider the

automatic threshold selection ge nera l i ze d over a pool

0f features where the image feature and threshold are

selected together for each threshold. This will allow

for utilization of color information now ignored by the

process.
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.icr ~~~’~ the I.n~~ge. This al gori thm for  threshold select ion compares f avorab ly
with other methods for auton~~tlc threshold selec t ion. The threshold selection
.tl.go i tthm can be appl ied recursively to select additional thresholds by
tgn~’ ’  ing  any ed ges wh ich have alread y been detec ted by previously selected
threshold s.

The r . 1 . i x . I r i on  component utili-~ s the limed iate spatial context of each
pixel t.a up5.lat e b o t h  the label at ~~~ pixel and the feature measurement at
L i l t ’  p xc i . l l ~~ t ip d~t t e func t ion proposes it new feat .  t i r e  va I t i e  a I I Ia’ p ixel
d e f i n e d  by a we ighted average of the central pixel and all of Its neighbors.
The .. . ~‘j i t associated with each pixel (with respect to the pixel being updated)
is proporti enal to the spatial distance between the pixels, the probabili ty
tha. the two pixels are correctly labeled , and the probab ili ty tha t the two
pixels belong t e  the same region. The update function then replaces the
feature va l ue a t  the pixel w i t h  a value somewhere between the current value and
the  proposed value . When the local evidence for shifting the feature value is
con~ 1stent , then the value adopted will be close to the proposed value;
i .ewtver , when the l~ cal ev iden ce is inconsisten t, the value adop ted will be
close to the original value .

~~~The relaxation is independentl y performed for each threshold selected.
The resulting b i n a r y  Images are intersected to produce the final segmentation .
l’hts aigorithm works well not only for  simple images bu t also prod uces
reasonable segmentations for complex images.
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