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ABSTRACT

The first part of this work (Chapters 2 and 3) considers the problem

of radiation from sources in the presence of smooth, convex, impene trable

objects and presents a brief survey of various high—frequency techniques.

t A generalization of the geometrical theory of diffraction and two new

P techniques —— based on the spectral domain approach and an asymp totic

evaluation of the radiation integral for  the surface current —— also are

discussed. Some numerical results derived from the spectral domain formulas

are present.d, and a comparison with available theoretical and experimental

data is included .

The second part of this work (Chapters 4 through 10) describes a

new technique for analyzing the radiation from a point electromagnetic

source located on an infinitely conducting solid cylinder with a finite

length. The method presented in this work is based upon a generalization

of STD to the case of curved surfaces.
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1. INTR0DUCTI0~
T

The problems of radiation from sources in the presence of impenetrable

• smooth convex objects and the diffraction of a plane wave by such objects are

of great practical interest in the design of antennas on structures, e.g.,

conformal arrays. Unfortunately , the exact analytical solutions to these

problems, based on the methods of “separation of variables” or “function—

theoretic” procedures (Wiener—Hopf technique, residue calculus, etc.), exist

only for a very limited number of scattering geometries. Furthermore ,

the exact solutions are typically highly complex in nature; hence, the process

of extracting numerical results from them can be very cime—consuming snd is

by no means trivial. This situation has motivated many researchers to explore

approaches to the problems of radiation and scattering from smooth convex

structures.

In the low and resonant frequency ranges, several reliable numerical

procedures , e.g., the moment method , are available for solving the radiation

and scattering problems. However , in the high frequency domain, numerical

techniques based on matrix methods become unwieldy, if not impractical, prompting

one to employ asymptotic techniques suitable for large k(”2-f\), where \ is

the wavelength of the illuminating wave.

In this work, we begin by presenting, in Chapter 2, a survey of various

high frequency asymptotic techniques for the problem stated above. The survey

will be necessarily brief , and will cover only the highlights of a number of

important approaches to the problem at hand, viz., Fock’s theory , the geometrical

theory of diffraction (CTD), and the direct integral equation approach. The

reader interested in further details may choose to consult ~he works of Bowman ,

et al. [1] ,  Uslenghi ( 2 ],  and Kouyoumjian [3].

• 
.5
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In Chapter, 3, we consider the generalization of GTD and present some

new approaches to the curved surface radiation and scattering problems. Some

numerical results based on one of these new approaches are presented in Chapter

3, and a comparison with other available methods is included.

Throughout the rest of the work, we app ly the results of the new

approach combined with STD interpretation of wedge diffraction to some special

case of great theoretical and practical interest. The high frequency radiation

of an electromagnetic point source on the surface of conducting circular

cylinder with finite length is analyzed by a new technique combining the main

features of different asymptotic theories. Chapter 4 is concerned with the

general formulation of the problem. Chapters 5, 6, and 7 describe the methods

used in calculating different “constituents” of the total radiated field,

namely , surface and wedge diffracted rays. Chapter 8 is concerned with

analyzing the effect of the finiteness of the cylinder. Field evaluation

in paraxial region is explained in Chapter 9. Numerical results are discussed

in Chapter 10, and f inally, a brief conclusion is given in Chapter 11.

-. - -~~~~ 
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2. SURVEY OF AVAILA8LE HIGH-FREQUENCY ASYMPTOTIC TECHNIQUES

2.1 Wa tson Transformation and Physical Optic s

One of the first successful attempts to d.riv. an asymptotic expansion

for th. far—field generated by a point source locat.d in the proximity of a

conductin g surface was made by G. N. Wat son in 1918 [4]. His method ,

essentially, consisted of two steps : 1) transforming the original infinite

series solution into a contour integral (by Cauchy ’s residue theorem) ;

2) dsforining the contour of integration so as to capture a set of complex

poles of the integrand . Th. origina l integral is then expressed in terms

of an infinite series which converges very rapidly, provided the observation

point is in the shadow region. The first few terms of this series were later

interpreted as “cree ping waves .” The method was first applied to a sphere

and c ircular cylinder , and later to some other geometries as well. Th.

• mathematical rigor of the method was the subject of further investigation s by

other researche rs ([5] , [6], and (7]). Although the Watson transformation

can onl y be applied to a few s imp le geome tri es , e.g., the sphere cylinder ,

cone , spher o id , etc., it is still regarded as one ot the cornerstones of the

gen .rat high frequency techniques because of its mathematical rigor. The

Watson transformation is especially powerful in the shadow region ot  the

geometr it’ optics field. In the lit region , the above—mentioned contour

in tegral is evaluated using the “stationary phase” method and yields th.

r .fleet ed field from the surface. In this region , the most significant contri-

bution to the total scattered field typically comes from the surface current

ind uced on the smooth convex part of th. object; the so—cal led “Phy sical Optics”

appr oximati on can he applied ((SI , [91, and [101) to derive the reflect ed

field. Th. Physical Optic s method is bas.d upon approximating the induced

surfac e current in the lit region of the object by the current that would be

—~~~ ~~~~~~~~~~~
‘ - “ .5 -— --.5 
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induced on th. local tangent plane , and by assuming that the surface current

is ‘ero in the shadow region. The far field is constructed by substituting

the above estima te for the induced surface current in the integral representa-

tion of the scattered field , and evaluating the same in an asymptotic sense.

The dominant term of the asymptotic expansion of this integral can be shown

to be identical to the first term of the Luneberg— KlLne expansion of the

geometrical optics far field ((11] and [12]). However , the higher—order terms

derived from the physical optics aDproach do not provide us with correct

results in the shadow or transition regions where the diffracted field contri-

butes the most.

In th e next subsection , we discuss Fock’s theory , wh ich can f ill the

gap between the Physical Optics in the lit region and the “creep ing wave”

represen tation in the shadow region.

2 .2  Fock’s Theory

The region between the lit and the shadow part on a surface is called

“penumbra region.” The angular wtdth of this region is approximately given

by ( \ r ~I,t ) l~~ where \ is the wavelength of the illumination and r0 is the

radius of curvature of the surface of the object in this region in the incident

plane (Fig. 1). Pock’s theory invokes the principle of ~~~~~~~~~~ character of

the field in the penumbra region [13] and is based on the conjecture that

411 bodies wi th  a smoothly varying curvature have the same current distribution

in the penumbra region , provided that the curvature and the incident wave are

the same near the point under consideration. This principle allows one to

locally replace the surface of the object by a portion of a paraboloid of

revol ution. A unique feature of the expressions for Pock currents is that

they provide a convenient transformation of the geometric optics currents

_ _ _ _ _ _ _ _ _ _ _ _  
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in the lit region into the creeping wave currents in the shadow region.

Fock himself deduced the pertinent formulas for the surface currents by

treating a convex body problem (14] described below:

Consider a convex body and a plane wave incident in the direction of the

x—axis . If the equation of the surface is

f(x ,y, z) — 0 (2.1)

then the curve representing the boundary of geometrical shadow is given by

‘ f ( )  — 0 — 0 (2.2)

Consider a point 0 on the boundary of a shadow region where we set up

a rectangular coordinate system as shown in Fig . 2 (a: normal to the surface ,

in the direction of propagation, and ‘~ is the tangen t to the boundary of

shadow ). In the vicinity of this point , the surface of the body could be

locall y rep laced by a paraboloid of revolution which is expressed by the

equation.

z + 1/2 (ax 2 + 2bxy + cy2) — 0 (2.3)

Each of the field components satisfies the Helmholtz equation

2 ‘
(‘7 + k) ? — 0 (2.4)

The fact that the incident wave travels along the x—axis , suggests that

be written in the form

_ _  .5 ----- - 5 - -

- -  - - ,
-
~ 5 
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• ;•
—ikX (2.5)

where an exp(j :~t) time dependence has been assumed . Substituting (5) in (4)

g ives

— 2ik ~~~
— ~P — 0 (2 . 6 )

At this point , two basic assumptions are introduced in Fock’s theory ,

viz.

i) P ’s are relativel y slowly varying function of coordinates

ii) P varies more rapidly in the z—di rection than in x and y ,

i .e.,

— J(~ ~~~~, ‘
~~~~ — O(~~, ~~~) ,  ‘~~~~ — 0 (

~,‘) (2 . ’~
Based upon ( 2 . 7 ) ,  we can write (2.6) as

-~4 - 2jk — 0 2 .8)

and consequently m ’ — fl (m is very large), where the terms of r e la t iv e  ~rder ~

have been omitted,

Inser ting these estimates and assumptions into the Maxwel l’s equations ,

we can find some simple expressio ns for all the field components in terms of

H and H .  ~ we write H as

H H~ ~~~~ ~

.5 .,.— ’— 
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where H~ is the magnitude of the incident wave at infinity , then ‘P mus t

sat isfy

— 2jk -
~~~~~ 0 (2.10)

with boundary condition

—j k (ax + by +~i ) ‘P - 0 (2.11)

on the surface of the body . Equation (2.11) is the simplified version of the

teontovich boundary condition where

The final solution for H on the surface of the bodv,which satisfiesy

the boundary condition and the condition at infinity , may be written in the

form

H • H;x G(~~,q) (2. 12)

where H5~’ • external fieldy

G(~ ,q) e~~~
13
~ ~ V

1
(~~,q)

= Fock f u n c t i o n  def ined in the Appendix A.

• m (ax + by) — reduced dls t~ nce from the shadow bound ary • -‘d.

m — ~kr / 2 ) 1’
~ , m~~ is the angu lar  w id th  of penumbra r eg ion .

d • the width of penumbra region • ~2 r , ’k ) ~~~
3 .

— distance between the observat ion pt~int  ~rnd the sh~dc’w boundary along the
inc iden t  t a” ~~~~ 3).

‘—- - .5- - 5 -  
‘
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q • -jm/.n--(j/~~) ( 0 for conducting body).

The other tangential component of the magnetic field II on the surface

of the body can be obtained in a similar manne r

H - H~~ (- ~ f (~ ) ]  (2.13)

where f (~ ) is another Pock function defined in Appendix A. Fock’s

formulas not only give the surface value of the field but also can be

utilized to find the field in the proximity of the object. For a plane wave

incidence , the first order , i.e. , 0(1/rn) terms for the scattered field within

a certain lay er around the object , can be written as

• 0. H~ • H~ ~~~~~ ~~~~~~~~ H H° -jkx

(2 .14)

E
~ 
..(j/m)H~ ~

—jkx 
~;/ ;;, E~~, 

— H , E — —H

where

-, ‘I -)

— 2am~~z +i2)(sx + 2bxv + cv ”)l — reduced height from the surface

of th e body ~see Fig . ..) .

.5 (j ~~~ j / 3  ~~ — j -
~ 

v~, ( t ) — q w 1(t )
— — J e J e ‘ (v 1¼ t — ; )  — 

w ’( t ) qw~~~ 5~ 
w 2 ( t — : ’) I dt

( 2 . 1 5)

.5 j~~~-~
- (J/3\~ - 

w ~~~~~~1 w~~ i~t ’~~
) ] d t

c 2

The path of integration for ~ and is shown in Fig. 5

______________ _______ 
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Pock’s expressions for the field components in the penumbra region

0) can be extended to the shadow region, by introducing some modif ications

in the definition of parameter ~~. Goodrich [15] has generalized the

argument used by Pock in the penumbra region to anywhere in the shadow

region by introducing a new set of variab1es,~ and ~,for the incremental

distances along the path leading into the shadow region. In this generalization,

the parameter ~ as defined in (2.12) is replaced by

I.~~ I ‘t ill A
r 1  ( ~~~~~~~~~ —

‘ 
2 

/ R(s)
0

where s is the arc length along the geodesics which originate from the shadow

boundary and go into the shadow region along the surface, and R(s) is the

radius of curvature of the surface along the geodesics. For the case of a

circular cylinder of radius a (Fig. 6), the expression of ~ simplifies to

— (ka/2) 1
~
3 
~ — s/d (2.17)

Pock also treated the case where the point source was very close to

the surface of the body. He analyzed the radiation of electric dipoles near a

spherical model of the earth (16] and derived the formulas for the

scattered fields in terms of functions (attenuation functions) similar to ~

and ‘F , which are valid both in the shadow and transition regions [17].

Pock’s assumptions were later proven in a more systematic and mathematically

rigorous manner by CuJ.len [18] and Hong (19] by using a direct integral

equation approach. This method is described in the next section.

_ _ 
_ _  _ I

~

‘- 
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I~~ 
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2 . 3  Direct Integral Equation Approaches

This method , which is closely related to Fock’s theory , can be

illustrated by analyzing the diffraction of a plane electromagnetic wave

by an arbi t rary conducting body ( large compared with  \). Cullen [18] obtained

a first—order asymptotic solution to the integral equation for the induced

surface current

-~ -4ncJ(r) — 2n(r) H (r) — ( l /2~ )n ( r )

(2.18)

l+jkR - -~ 
-8

, -jkR ,
‘ j ds ~J (r)’~~ReS

— -. -
~ -~inc -

~~where n(r)is the outward unit normal to the surface at r , H (r) is

-4 So.

the incident magnetic field on the surface (S) of the body and R — r — r ’

( ‘  is a variable point on the surface).

Fock used this integral equation to deduce the important principle

of local character of the field in the penumbra region. Cullen derived a

first—order asymptotic solution to (2.18) which agreed with Fock’s results

given in (2.12) and (2.13). Cullen’s method consists of transforming the two—

dimensional integral equation (2.18), in the penumbra region, to a one—dimensional ,

Volterra—t~pe equation. This is accomplished by applying the stationary

phase technique to the original integral while integrating with respect to

one of the variables. The resulting one—dimensional Volterra equation is then

solved in Cullen ’s method by the Fourier transform technique . A similar

procedure was used by Hong (19 ] to analyze , asymptotically , the .Iif fraction

of electromagnetic and acoustic plane waves bv smooth convex bodies . ~e will

now proceed to explain Hon g ’ -~ ~et~~ d in a l i t t le  ~i~-’ re J e t a i l  ~‘v referring

back , once again, to the integral equation (2 . 18) .  The surface is parametrized

.5- -5 ___________ - - -  .5- ——-5
- -- - - —— - - - - ----- ----- - - - - ---- - —— • .
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by th. geodesic coordina te system (c ,v) such that the shadow boundary for the

incident plane wave traveling along the tangent :(0,v) to the V — 0 curve is the

— ~) curve. The quantities (‘,v), b(~ ,v) and it (’ ,v) form a r ight—hand local

orthonormal basis (n ~‘ ~ b) as shown in Fig. .

Since the incident field has a phase factor e
_ j 0 i 0~~~~~~

0)
,

we write the surface current in the form

-. -8 ~~ —~kcJ(r) • ( t (r ’)  (r) + I
b
(r) b(r)] e (2.19) 

F

where is the arc length along the geodesic. Substituting (2,19 ’) back into

(2.18) m~~restricting the resulting equation to the points on the geodesic v~0 ,

we obtain two coupled , two—dimensional integral equations for I , (~-’,0) and

t
b~ - ’ °~~ 

It can be shown chat these integrals have saddle points at v 0  (for

the v—integration). Applying the “steepest descent path” method to v—integration,

and keeping the terms up to the order 1/Ms, where • (k~ ~~~~~~~~~~ we

obtain the following decoupled one—dimensional, Volterra—tvpe integral equations

for and t (~~,0)

‘
.5

t ( ~~~~,O) • 2 1~~nC
(~~~~0’) —

~~ 

dr 1 (~ ,0’) K ( ~~— r ’) + ~) (N~ )

( 2.20)

— 2 (
~,0) — j  dr  ‘b~~ ’°~ ~~~~~~~ ÷ ~~~~~~~~~~~~~

~~ ( , v)  is the radius of curva ture  of the surface  along geodesics ~v — constant

curves) at point (~~,v’).

Solving (2.20) by Fourier transforms , we obtain the expression for the

induced currents in the penumbra and s dow regions and t~-~e f i r s t — or d e r solutions

.4

- - .5

- - -
— 
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are found to be the same as those of Fock and Keller’s GTD (20] .  One

of the important conclusions drawn from Hong ’s solution is that the leading

term in the asymptotic expansion , which is the same for the acoustic and electro-

magnetic problems , is independent of curvature in the direction transverse to the

geodesic , provided the divergence factor is suppressed . However , we should

bear in mind tha t Hong ’s method was designed for the case of axial incidence on

symmetric objects, and in this case, the geodesics are torsionless. The above

conclusion does not seem to be valid in the cases where the rays have nonzero

torsion ((21] and (22]). ‘En Hong ’s expressions for the surface current , the

transverse curvature has only a second—order effect. It was also shown that up

to the terms of order (~p~)~ 2lá~3 in the asymptotic expansion, the tangential and

b inormal components of the creeping waves are not coupled .

Both Fock 1s theory and the “di rect integral equation appr oaLt i ” give th e

induced surface current , or the scattered field in the neighborhood of the

surface of the scatterer , due to an incident plane wave. These expressions can

also be used to derive the radiated field via the use of the reciprocity theorem.

The methods which have been discussed thus far are mathematically

rigorous. However, they are limited in the scope of their application to

geometries satisfying some special smoothness and symmetry criteria. “Geometrical

theory of diffraction” (GTD), which we discuss in the next section , has a

broad er scope, although it does lack the mathematical rigor of approaches

described until now.

2 .4  Geometrical Theory of Di f f rac t ion  (GTD)

Geometrical theory of d i f f r a c t i o n  (GTD ), developed by J. 3. Keller

((20], [23), [24], (25], and ( 2 6 ] )  is a generalization of geometrical opt ics .

— - - - -  
. 

____ 
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It is based upon the assumption that fields propagate along rays. Keller ’s

major contribution was to introduce the new kinds of rays called the “diffracted

rays ’ which together with the geometrical optics rays,constitute the total

field. In our problem, viz., source radiating in the proximity of the smooth

object, the dif f rac ted rays travel along the curves on the sur fac e of the

scatterer. By applying Fermat’s principle to these surface rays, we conclude

that the above—mentioned curves should be geodesics on the surface of the body .

In the GT~ procedure, one assigns a value to the field along each of these sur-

face rays.The total field at any point in the space is the sum of the fields

due to various rays (incident reflected and diffracted) passing through that

point. An important advantage of the GTD approach is that it can be applied

to both sca].ar (acoustic) and vector (electromagnetic) problems and to smooth

convex objects of an arbitrary shape.

Consider the problem of determining the radiated field of a scalar point

source located on the surface of a smooth convex opaque body . If the observation

point is in the shadow region, the ray paths originating at Q and reaching F

(observation point) are comprised of two sections. One of the sections follows

straight line path P
1
P, while the other travels along a geodesic on the surface

(Fig. 8). Let us consider the propagation of the field along each section,.

a) Rays in free space: Behavior of the fields along these rays can be

determined by obtaining a high—frequency asymptotic solution to Maxwell’s

equation ~na source—free homogeneous isotropic medium. We begin with the

Luneberg—Kline asymptotic expansion of the electric field ((11] and [12]):

-j k S ( )
E ( r )  • k~ e ~ (jk )

m em (r )  (2. 2 1’
m—0

- ~~~~ -—- ~~~~~~~-— — — — — — -- - -—-P - —~~~ 5-- - - -  __~~~ __ —- ——~~~~~ --— - -.5 - - --— —~~~~~~~~~~ —‘5 ‘- 5-
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point is in the shadow region of the source ~~~.
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and insert it into the Maxwell’s equations. This results in the following

equations governing the propagation of electromagnetic fields along the rays.

— 1 (Eikonal equation) (2.22)

2 -. 2 +2( 7S~~ )e + (7 S)e • —v e
1 

(Transport equation) (2.23)

— —
~~~~~l 

(Gauss’s Law ) (2.24)

k
• 0, in — 0 , 1, 2 ,

The zeroth—order solution to the above system of equations,which turns out

to be in agreement with what one would obtain by geometric optics , may be

written as

—jk S(O) ~
_jk

o~
- 
~
‘
0

(O)e 0 
• ~~~~~~~~~~~~~~~ (2.25)

where e is the distance traveled along the ray from the reference point

0(c’0) on the ray path (Fig. 9). and 
~
. are the principal radii of curvature of

the wavefront at a—C. It is apparent that the expression fails when 
~~~~ 

or

— 
~°2 ’ i. e . ,  at the caustic lines (Fig. 9). In the cases where it is

convenient to choose the point of diffraction on the surface of ~ body as

the reference point 0, the formula (2.25) should be modified as follows:

+ / 7E(~
) . 

J (~~~~ 
e (2.26)

-5--- —-5- - -5 -~~~ — 
__
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In these cases , the point of diffraction itself is a caustic , and ~ is the

distance between this point and the second caustic.

b) Surface Rays: These rays follow the surface S along the geodesics

into the shadow region, and shed off energy tangentially as they propagate.

In order to study the behavior of the field along these rays, we introduce a

special ray—fixed coordinate system,a,n,b.

c : Unit vector tangent to the ray ; ti: outward unit normal to the

surface; and b — t n or binormal direction ; a vector field can be decomposed

into its components along these unit vectors as

E L a + E f l  + E
b
b (2.27)

— At this point, several important assumptions are introduced in the GTD

approach [Levy and Keller , 1959]:

i) E and are orthogonal to each other and to the ray .

ii) Variation of the phase of the field along the ray is

the same for both fields.

iii) E
n 
and E

b 
propagate independently, and E — 0.

iv) E
b 
satisfies the scalar wave equation (~~+k~) u 0  with the

boundary condition u 0  on the surface S,while E satisfies

the same equation with the boundary condition - o.

The next step in the GTD approach is to conjecture,on the basis of the

solution to some canonical problems, that the surface field propagating along

each ray is comprised of an infinite ~et of “modes.” Along a ray—fixed path

GTD assigns a complex value to each component of the field associated with

the individual modes. The propagation of t h i s  modal f i e l i  is descr ibed l-’v

the equation

hlIIir~~- - —— - - - .- _______________
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2].

j  (~ 0—ka )
a(a) — A (a) e (2.28)

where~ isthe distance between an arbitrary point along the ray and the source

Q and is the phase of the field at the source point. Next, invoking the

principle of conservation of energy between two adjacent rays, and using the fact

that the surface rays shed energy off tangentially , we can arrive at the

following expression for a(a)

a(a) - 
KJ~~~j ._ exp[-jka - f a (a ’)da ’] (2.29 )

where c t (a )  is the “attenuation constant,” K is proportional to the strength of

thesource,and dY 1, d’Y~, and o are shown in Fig. 10. The quantity [d’Y
1
/(pd’Y

2
) ] 1”

indicates the”spreadirtg of the surface ray tube” as it travels along the surface.

Equations (2.26) and (2.29) describe the laws of propagation for the rays which

originate from the source point Q, are diffracted at F
1
, and reach the

observation point P. To complete the solution, we need to determine the actual

values of the fields from these equations. These require the knowledge of

and K, which , in turn, are related to the initial values of the rays QP
1 
and

P
1P as well as the attenuation constant 

‘~ (& ~ ) .  The initial value of the field

at Q is relsted to the strength of the source by L(Q), the so—called “launching

coefficient ,t’ while the initial value of the field at P1 
is related to the

actual field on the surface at P
1 

through the “diffraction coefficient” D (P
1
).

If we now sum up the contributions of all the modes , we obtain the final solution

(251 for the field radiated in the shadow region by an infinitesimal magnetic

dipole of strength ~ located on a smooth convex conducting body

,

‘

~~~ ~

-
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- . [~ (Q)~ (p )p  + ~(Q)6(P )G] J e (2.30a)

where
-jko f~~~F — ~~~~ 

~ L~~(Q)D~ (P
1
) exp f — f  4c~’)d o ’] (2.30b)- pal a

and the expression for C is obtained by replacing the superscript “h” by

“s” in (2.30b), where h and s stand for hard and soft boundary conditions,

vtz.,u—0 and 3u/3n — 0 , respectively . The quantities ~~~~~ D~ ’~ and

appearing in (2.30b), in general , depend upon the local geometry and the

electromagnetic characteristic of the surface, frequency k, and the mode of

propagation. They are determined by studying the asymptotic expansions of

the exact solutions of some special canonical problems . Keller and Levy

( [ 2 0] and [ 27] ) , have derived the first few terms of the asymptotic expansions

for D and a by considering the canonical problems of scalar diffraction by a

circular cylinder, sphere, elliptical and parabolic cylinder. A study of the

above—mentioned asymptotic expansions and the works of Franz and Klante [28]

and Voltmer [29], who have also investigated the same problem, as well as a

comparison with the results of the “direct integral equation approach ,”

reveals the following characteristics of the solution: i) the first—order terms

in the asymptotic expansion of D and a are independent of whether the problem

under consideration is scalar or vector; ii) the first-order approximation of

D and ‘t are dependent only on ~~,, the radius of curvature of the surface along

the ray ; iii) the second—order terms are functions not ~-‘n tv of .‘~~~~, but also ~“f
d 

, and ~ (the radius of the curvature of the surface transverse
d~ dc-

to the r ay ) .  Final ly,  the higher—order  terms are different for scalar and

vector problems. 

- -5-----5--- - .5--- -5
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The leading terms in the asymptotic expansion of “diffraction coefficient ”

D, “at tentuat ion constant ” a and “launching coefficient” L are presented below :

“Soft” polarization:

1/2 
~~— 5 / 6  1/3 —j ~~/ 12

— • e
(D5 1 - 1/6 (2 .31)

k . [Ai’(—r ~~r

r • e~~
”6 k~’ 1/ 3

a — ~ (—;~ ) (2.32)

S — 4 ’ T /~~~ 
-
~ 

— 3
L • e (2’k) — 

~~~~~~~ 
• Ai’(—r ) D; (2.33)

“Hard” polarization :

h 2 1 L-2 2 5/6 
.

E D ]  • —

~

--

~~~~ 

— (2.34~k r ’ [A i ( — r ’ “ 1p p

— _~~_~_•________ (~~~~) l/3 
(2 .35)

- e~~~~
1 

. (2-k)~~~ (
2 )1/3 • Ai(-r ’~ 

. Dh (2.36a)

where Ai (x) is the Air~• function:

Ai(x) • -
~~ cos(j + xt~ dc (x rcal~ 2 . Sbb ’~

_ _ _ _ _ _ _ _  - _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _
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and Ai(—r ) - 0, Ai’(—r ) 0, (Ai ’ is the derivative of Al with respect

to its argument). Higher—order terms in the expansion of D, a and L have

been given in (25] and (30 1 and in some of the other works on GTD mentioned

earlier.

The expression (2.30) is convenient to use in the shadow region. How-

ever , in the shadow part of the transition region , since the exponential decay

of the tsrms in (2.30) is weak, the convergence of the series representation is I
very slow. Furthermore , the series diverges in the lit part of the transition

region . Consequently , in these regions , it is more reasonable to use an integral

representation for the surface ray field , which , in our case , can be exp ressed

in terms of Fock functions (25].

Attempts have been made to establish the mathematical validity of GTD

and to m inimize its “nondeductive parts” (parts which are based upon physical

intuition or the study of the asymptotic solution of some simple problem

geometrical concepts of different kinds of rays, diffraction coefficients ,

attenuation constants , etc. ’). Kravtsov (311 and Ludwig (321 have analyzed

the field near the caustic surface (smooth envelope of a family

of rays’),and have developed a “uniform asymptotic solution” in the sense that

it is finite at the caustic and reduces to geometrical optics away from the

caustic.

— - 5- 
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3. GENERALIZATION OF GTD ANI) INVESTIGATION OF ALTERNATE METHODS

3.1 Generalization of GTD to Arbitrary Surfaces

Keller’s generalization of CTD for the analysis of the field diffracted

from a smooth convex object is closely related to what is known as the

“boundary layer technique” in the theory of d i f fe ren t ia l equations [43] .

On the other hand , the “uniform asymptotic theory” is analogous to the

method used by R. E. Langer [34) and F. J. Olver [35) to find the

asymptotic solutions of the second—order differential equations near their

“turning points,” which are counterparts of the transition regions in our

case [33], [34] and [351.

The second prodecure is based upon the generalization of the C.O.

interpretation of the circular cylinder problem. The solution obtained by

this method involves some functions with unknown phase and amplitude, similar

to Bessel and Flankel functions. Since the surface of a smooth object is

actually the caustic surface of diffracted rays, the above—mentioned formulation

is applicable in this case , too . Lewis et a].. [36] have modified this

solution to make it satisfy the boundary condition on a convex body . Using

ray f ormalism , they have obtained an asymptotic solution in a complicated form ,

which they call “creeping wave” and satisfies the boundary condition on and is

uniformly valid near and away from the surface. It should be mentioned that

the method has been developed primarily for scalar diffraction problems .

Creeping waves that travel on the surface of the body generate other

kinds of diffracted rays in the presence of any irregularities in the

geomet r i c  .‘r e lectr omagnet ic  charac te r i s t ics  of the su r f ace .  The effects of

uisc ntinuity in the sur face  curva tu re , i ts high e r— or der  der ivat ives , or the

surface impedance have been studied by nanv authors [37], [38], (39] and ~4O1.

_ _ _  
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An exhaustive study of various d i f f r ac t ion  mechanisms and corresponding

diffraction coefficients , and constants associated with the propagation of

creeping waves, has been carried out by Albertsen [41].

~ t this puint , let us examine the most imp~ rtanc features of th~ GTD

and its various modifications . CTD formulation is essentially scalar in nature

and is heuristic in some parts. Thus, when GTD is applied to a vector problem ,

it is not surprising that the coupling between various components of the fields

are neglected , and each one of them is treated as an uncoupled scalar wave.

The other assumptions in GTD are concerned with the directions of these field

components and the kind of boundary conditions they satisfy (see Sec. 2.4).

As mentioned earlier, non—deductive parts of GTD are based on asymptotic

expansions of known solutions to some selected “canonical’ problems. Quite

often these canonical problems are not general enough to fully and accurately

describe the local behavior of the field for an arbitrary structure. Finally ,

most of the canonical problems investigated are two—dimensional in nature. The

only exception to this is the sphere. However, insofar as the geometric

properties of the surface are concerned, the sphere is a very special case

since its radius of curvature is the same in all directions and,consequentlv ,

the surface rays are torsionless. Pinally, GTD fails when the observation

point is located in the transition regions, shadow boundaries or in the neighbor-

hood of a caustic. In each of these regions, one needs to carefully modify the

GTD formulas a~d often aich a modification is not too simple. Nevertheless ,

in spite of these difficulties , GTD is recognized to be a powerful high—frequency

technique for  computing the leading terms of the asymptotic solution. Two of

the p rincipal a t t r ibu te s  of GTD are i ts simp li ci ty  and wide scope of application.
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3.2 Spectral Domain Approach

We now examine an approach different from CTD which uses the spectrum

of the induced current, or the expression for the radiated field , as a starting

point. In order to gain a better insight into the curved—surface radiation

and scattering problem and to verify the basic assumptionsof GTD, it is

worthwhile to consider such alternative approaches , particularly if they apply

to canonical problems which are more general in nature than those employed to

derive the GTD results. An example of such a study would be to consider the

case of surface ray propagation with non—zero torsion, a situation that occurs

when a magnetic dipole source radiates from a location on the surface of a

circular cylinder.

The geometry of the problem is shown in Fig. 11. The radius of the

cylinder is a and the source,whlch is an infinitesimal magnetic dipole with

density ~Lis located at the point Q described by the spherical polar coordinates

(r—a, ~—90’. ~—O°). Each point P on the surface of the cylinder is defined by a

“geodetical polar coordinate” system (c ,3), where ~ is the arclength of the

geodesic connecting Q to P and ~ is the angle between ~ (at point Q) and

geodesic QP. The local orthonormal basis vectors (a ,~ ) are also associated with

these two parameters. The observation point in the far field is specified by

its spherical polar coordinates (r,e ,~ ). The radiated field at an arbitrary

point can be expressed in terms of two potentials. ~ and ~, which, in cylindrical

coordinates, can be written as:

— ~~~~~ ~~~~ 1 f~ (k
2
) H~

2
~ (k o) e

l
~~

Z 
dk (3.1)

i 
‘

~~ —jn-~ ~ (~
) —jkz

~~ n~
_ 

- 

—

~~ g ( k ) H~~ (k
~~

) e dk (3.2)
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For the problem under consideration, we ~an express the spectral weight

coeff icients as

f (k ) — / (3.3)n z 2,rk2H ’2
~ (k a) a

t n  t

-M n k M
g (k ) — (2Y (~~~~

• + (3.4)
~ Z k M  (k a)~ - a 2lTk a

t n  t t

where

1/k 2 _
~

k
~ 

(3.5)

Ic <

En order to derive an asymptotic expansion of (3.1) and (3.2), we proceed

as follows. As a first step , we apply Watson’s transformation to the infinite

summation with respect to n and employ appropriate asymptotic formulas for

Hankel functions with large order and argument to derive the following expressions

for (3.1) ~d (3.2) under the conditions that ka is large and ~ small compared to it:

~~~~ f dk e’
~~~ 

• f
0 
(~~~) (3.6)

(2’TT ).a —
~~~ k

- 

2 
/••

~ 
e~~~

4 
I dk . ~~~ 

~~~~~~~~~ 

[jm g~~1
) + 2m3g0

(~ 1
) ]

( 2 i t ) . a  —
~~~ k

~

_ _ _ _ _ _ _ _ _ _ _ _
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N j~i/4
—j 

( 2 : 1
2 / 2 

dk . g (~ 1
) (3.7)

where

— k z  + k
~~~~

(c+14 (
~~~

_ 1 T/ 2 )]

m r (k a/2 ) 1”3

— m ( 4 — i t / 2 )

f
0
, g~ , g1 — Pock’s functions defined in Appendix A.

M
D 

and M - componen ts of M, (~ •n—0)

Next , applying the “saddle—point” technique to (42) and (43) and keeping only

the first—order terms, the far field can be written in terms of its components along

the normal and tangent to the surface at the “stationary point’t P
1 
as

-jko -jkR
E (M 8) (Ike ).g(~~~).!____ .1 .~~~ o s R

_____________ 
— Ic - 

k~ 1/3 —jkR
— 1 . j  . ( . ~2 ) .

4 t a  ‘ 2 ~l ’ ls H

(M •~~~ 
~~l”1’ ~1k! •

—j kR
— (—

~
--- e - f

0
(~ 1~~ 

. (3.~~)

I 
_______
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is the stationer ; point of ~ which turns out to be the

same as the point of diffraction predicted by GTD.

Ice 1/3 1/3
— 

~~~~~~~~ 

(~—s/2) . sin e

• radius of curvature of geodesic QP
1

o — arc length QP
1

H — the distance between the point of diffraction P
1 

and

the observation point

‘
~ ~~; normal to the surface at P1

The details of the derivations of (3.8) and (3.9) are given in Appendix B.

Fig. 12 illustrates the geometric meaning of some of the parameters

appearing in (3.8) and (3.9), for the observation point is located in the

shadow region. In this case , 
~~~~~~~~~ 

which is identical to ~ given in (2.16),

is th. reduced distance traveled by the surface ray before leaving the

surface tangentially.

In the lit region , the geometric interpretations of ~‘ and ~ are shown

in Fig. 13. The ravs, like QP
1
P, that do not obey the generalized Ferinat ’s

pr inc ip le are called “pseudo—rays” [25]. The rev QP
1
P ap pears to travel

along th. surface up to the point P1 and then leaves th. surface at P 1 tangen—

t i.~~ ~~v in the opposite d iroct ion , to reach the observation point P. It sh~~it d

noted that formulas 0.8) and (3.9) give us the contribution of the t-a’ which

- - - - - - - - - . - 5 —--— -—---• ~~— ~--—-—----- — - - 5
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travels along the shortest path on the surface, and thus, suffers the least

attenuation. It is not difficult to see that, in general, there are infinitely

many rays which contribute to the total field at any observation point. However ,

their contributions are vary small compared to that of QP1 
and their phases and

amplitudes can be determined in a similar manner (Appendix B). Several other

remarks on the formulas given in (3.8) and (3.9) are in order:

a) Numerical results indicate that good agreement between (3.8),

(3.9), and the exact modal solution is obtained for ka 10.

b) The zeroth—order terms in the asymptotic expansion of the normal

component of the field E are identical to those given by GTD;

however , the k~~”3 terms derived from the two approaches are

different.

c) Tangential component of the field , E 8 , given by (3 .9) ,  also

is different from the corresponding expression based on GTD

by a multiplicative polarization factor. Specifically,

(
~~

.l;
1)E~~in(4 S)  — ((cos~).( ~j~y

J (GTD) (3.10)

Consequently, our results agree with GTD only for the c i rcumferent i . i l

ray , i.e., for B — 0.In addition, for an axial magnetic dipole

— 0) ,  GTD gives a nonzero value for the E~eld in the .4~ direc t ion ;

our solution predicts that this field is identically zero , a result

which is in complete agreement with the exact solution for the

prnb lem.

_____________________
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Yet another important distinguishing feature of the spectral domain

formulas from the corresponding ones based on GTD is worth noting. As

mentioned earlier, GTD neglects the effect of torsion on the diffraction

of surface rays propagating along smooth objects. In contrast , the spectral

domain formulas (3.8) and (3.9) indeed contain the torsion effect of the

surface rays as may be seen from the discussion below.

To rearrange the formulas (3.8) and (3.9) in a manner such that the

effect of the torsion on the surface rays is explicitly illustrated , it is

necessary to examine the polarization factors in the above—mentioned formulas.

Referring to Fig. 12, the helical path of a surface ray with initial angle ~

can be parametrized as:

(a) — (a cos (1~~~58) ,  a sin (0 58 ), a sin8] (3.11)

The torsion of the ray, r, is found from the relation,

— — r n (3.12)

where 3 is the binormai. vector given by

a a a a d3C3 — n x a — n x (3.13)

and n is the outward unit normal to the surface of cylinder . For a ~ie1ix

on a circular cylinder , the torsion is constant along the path and depends

solely on the initial angle of the curve . The torsion is given by the

following simple formula:

—— --—-5————- -5— - —‘ -5 -_ - 5S~~~~
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— 
siaB cos8 

(3.14)

Combining the above relation with the expression for

_ 
a 

(3.1.5)a cos 8

one obtains,

tan8 — . (3.16)

The above relationship between B , r and ~ will, be found useful in what follows.

Equation (3.16) enables one to rewrite the source polarization factors
in (3.8) and (3.9) in the following form:

(ia., ) • (
~ 

.
~ ) , taa8 t5Xk~ 3

2 — ~~~~~~~ 2 
— N - B 1 22 cos B

(Tp ) 
~~~~~ a (‘r~~ )2

— (N•a
1

)  — (M.~~ ) 
a 

(3.17)

-0.

(M~~ )  a a

cosj — (~~~~~a
1

) — 

~~~~
°

a~~ 
(14.Bl,) (3.18

The explicit manifestation of the torsion effect can be seen very
clearly if we use (3.17) and (3.18) in (3.8) and (3.9). Th. final result

can be written as

4
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- + ((~
.;

~) . (~~2) - (~
.;

~
) , ~~~~~~ a]~~~~~~

(3.1.9)

. ~~~ ~~~~ a 
—2/3 

~ 
.

4w ~~~~ ~L~~1.s

GTD ~~~ •k
~~~~

1
~~ 

k~ -1/3

E82 
— E82 

— (rp ) (I4.Bi,
) . .

(3.20)

—j k.R

0 I s  R

where r is the torsion of the surface ray. Note that the effect of the

torsion on the surface rays has been isolated and explicitly expressed in

the above expression. These appear as correction terms to GTD and are

proportional to r~ and (-rø ). As expected, the formulas given above reduce

to the conventional GT~ results for the limiting case of no torsion, i.e.,

— 0.

In contrast to GTD, formulas (3.8) and (3.9) are valid irrespective

of the location of the observation point, be it in the lit , shadow or transi-

tion regions. Although not valid in the paraxial region (L3 90°), they can be

generalized to work along this direction also.

The solution to the problem of radiation of a normal electric dipole

can be found from the expressions (3.8) and 3.9) for  the radiated far field

due to a magnetic dipole through an application of the reciprocity theorem .

To show this , we apply this theorem to the following two reciprocal situations.

--5 - - --~~~~~~~~~~~~ - ~~~~~~~~~~ - 5- - -~~~~~~ --— 5- - - - —~~~~~~~ -
-
~~~~-- —— —~~~~ ———— ~~~~~~~~~~~ ~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
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—-‘-5--— -S~~~~~~~ — --5 -’——- - -—~~~- .5--—- - 5--  - 5
------ - __ _

~~
_ __ • ‘-~~~-~~-— -w.- 

5—- -

38

For the first case. let t~~~~~, 
}i} from an infinitesimal electric dipole source

of moment , located far from the cylinder at a point P. In the second

-‘m ~~m,
situation, let IE , H be the fields radiated by an infinitesimal dipole

of moment M, located at a point Q on the surface of the cylinder. As the

outer bounder-v surface of the volume, where the theorem is applied , goes

to infinity , the “cross flux” through it vanishes . Also there is no “cross

flux” through th. inner surface (cylinder). Therefore , invoking the r ec ipro-

city relation , one can derive

— . 

~(Q) — E~~(P) (3.21)

Now if we apply reciprocity to another pair of cases , in which the firs t one

is the same as th. first situation in the previous example and the second one

consists of the radiation {~*, ~~~~~~
}  of a normal electric dipole of moment

we will have

1(Q) — . r(P) (3.22)

Suppose th. magnitudes of and are unity, then it follows from

(3.21) and (3.22)

0 ( Q) — 4 • ?C (p) (3.23*)

~~
(Q) — —~ ?~ 

(p) (3.23b )

E
3
(Q) — (P) (3.23c)

~hers H (Q), H
~
(Q) and E (Q) are the local field components in the cvlthdrical

~~~~~~~~~~~~~~~~nat~~~vstem ~oaxial with the conducting LVliIriLal 
:urtace t i e ld  

_ _ _ _
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is generated by p (Fig. 14). The following set of relations can be derived

from (3.23) by replacing by t3~~~ and 
~~ 

respectively,

E (Q) • 0~ (P) (3.24*)
0

— 0
an (P) (3.24b )

p

— ,~~IIC (P) (3.25*)

H 
0 

~~ .—0
’ (P) (3.23b)

a 

- 5

0
:

0 (Q) .—E~~ (P) (3.25c)

(Q) — — ~~
‘
~ (P) (3.25d) 5

- •0

where E~ (Q), ~~ 
— ~~~~ and ~~~~ is the normal electric field at Q due to an electric

dipole with moment - 

~~‘ 
located at P. H’~ (Q) .ind H~ ~~~~ , -~ 

— and

are the tangential components of the magnetic field generated by an electric

dipole ~f moment p — ‘

~~~~
, 

~~ 
located at P. Invoking the Maxwell ’ s equations , a

relationship can be set up between the desired far field (F), due to a
0’,

normal electric dipole of unit moment, and the known solutions E
rn C ,

~~~~~~ p)

(Equations (3.8)  and ( 3 . 9 ) )  to the problem of the radiation of a circumferent ia l

(mc ) and axial (ma) magnetic dipole on a cylinder . As a mat te r  of fac t , E’~ and

(0 , 0 }  can be related by

~H
0 aoa(Q) — 

~
-
~~~~

- (~~~
- • -j

~~ 
— —~~h — 9~~, o (3.26)

- 5 - - -
. 5 
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Figure 14. The source or ~ (Equations 3.21 and 3.22) are
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where 4 and a are cylindrical coordinates of a point on the surface of the

cylinder. Using Equations (3.25),  we have

1 1 8o 3 (P)] (3.27*)
a,

i a Ema (P) 3 E~~ (Pfl ~ (3.27b )
•0 

—~~~~t;j  
•~~ ~~~~~

It is noted that the derivatives are taken with respect to the source coordin-

ates, whereas Equations(3.S) and (3.9) give us the field components generated

by a tangential mangetic dipole, as a fu nction of the observation point P

coordinates. However, the derivatives, with respect to the source coordinates ,

are related with those with respect to the observation point location through

a sign reversal. Therefore,

~an (P) — — ~~ — 
~~ 

~ E~~~~(P) ~ E~~ (P)] (3.28a )
00 

jwc a 
— 

~~o 0

0en (p) — ~~~~~~~~ 
1 

• 
a ~ma (P E~

C (p)] (3.28b)
jwc ’; 

~~~ •~ 
) .

~~~~~~~~~~~~ •~

where and ar e the observation point coordinates. The far—zone radiated

field due to a normal slectric dipole of unit moment located on the surface

of a cylinder can be found by evaluating relations (3.28) using (3.8) and (3.9)

.5 
_

~___.5_ 5 —5-5— -5——- —— -- -. — -5-- — —-. 5—- -5 -  —5- ——- —5 -— 55 ---- a



-— ~~~~~
5-_ - - -— 5 — - - - -- —5- - --- -

- 
—.5 - -~~~~~~~ -P.--- - - ---s-- - ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

42

— 
0 0  a . e jk

~ . f
0

(~~1
) (3.29*)

jk (1+cos2e )  —jka —jkR
en 0 a (~~~ ) • e 

-B
, 

— 4w ~O is R

1/3 — ka —jkR
C • (F~ 

) (3 .29b)
4ta 1 is R

Final ly , let us co nsider the possibility o f the generalization of

(3.8) and (3.9) to other convex surfaces of more genera]. nature. By “more

general surfaces,” we mean those surfaces which are not substantially different

from cylinders, some examples being cylinders with noncircular (elliptical,

hyperbolic , and parabolic) cross sections and conical surfaces with small apex

angles. The key step in a systematic approach to generalizing (3.8)  and (3 .9)

is to use the generalized definit ion of ~ given in (2 .16) .

Fig. 15 exhibits some initial results of the generalization of these

formulas to the case of a cone. In these graphs , the Hughes results have been

reproduced from [63]. It is evident that results obtained from the present

approach agree quite well with the series solution which is rather tedious and

time—consuming. We also observe from Fig. 16 that there is a noticeable

discrepancy between the analytical solution and the experiment. Thus, within

the range of experimental error , our results agree quite well with those

published in the literature.

Before concluding this subsection , it is worth mentioning some basic

poi nts concerning the applicabil i ty of this formulation to the case of lossy

surfaces which may be approximately described in terms of surface—impedances.

For this case , th e simplif yi ng assumotion of i n f i n i t e  conduc t iv i ty  for  the

- - ~~~~~~~
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scatterer no longer holds, the problems become tremendously complicated ,

especially when the surface of the scatterer is curved . However , f or special

cases where the frequency is high and the geometry of the body satisfies some

specific conditions , certain approximate procedures are available for solving

the problem [64 1,  [65 1, [66] .  Some of these approaches are based on the

modification of the exact boundary conditions in a manner such that the solu-

tion to the imperfectly conducting body scattering problem can be obtained as

a perturbation of the existing solutions for the ideal case of a perfectly

conducting surface.  These approaches are mostly based on the use of the

Leontovich boundary conditions (641. They relate the tangential components

of the electric and magnetic fields (or the normal components and their normal

derivatives) via a surface impedance condition which is a function only of the

electromagnetic properties of the material . They are valid for surfaces whose

radii of curvature are large compared with the penetration depth , and also for

materials which are not homogeneous, but whose properties vary slowly from

point to point. As the refractive index (or conductivity) increases to

infinity, the conditions go over uniformly to those for perfect conductivity .

The Leontovich boundary conditions can be expressed as

— (~~ 
B) n — n 2 ; ‘

~ It (3 .30 )

where ; is the unit normal to the surface , 2 is the impedance of free space and

I.

0

U C

_ _ _  
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a , u , c — electromagnetic characteristic of the body

z — — f ree space impedance

N — complex refractive index of the body.

The conditions for applicability of (3.30) to the curved surfaced can be

formulated as

I N I  >> 1 (3.31*)

u r n  N I kü >> 1. (3.31b)

where p is the smallest radius of curvature or dimens ion of the body (64] .

When n is very small,we can expand the fields {
~~~, 

‘

~~~} around their

values for the case of perfectly conducting surfaces (n—O), in the

ascending powers of n as

.-~ . 2 -’-

- 

E ’ ~~ 0 +T i ~1 + f l E 2 + .,. (3.32*)

~~~ o + nIt
1

+ n 2It
2
+... (3.32b)

Inserting (3.32) in (3.30) one finds

3.33a

— __

- B
1 

— (a . L
i

) a — a x H0 (3. 33b)

£
2 

— (~ ~~~) ~ — ~ * ç — (3.33c)
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Equation 3.33b is a f i rs t—order  approximation for the boundary condition for

the tangential electric field on the surface of the body. The function H
0

is the known solution for a purely conducting surface. Using boundary condition

(3.33b), one is able to find the first—order solution for the electric field

in the presence of imperfectly conducting homogeneous or inhomogeneous objects.

The higher—order solutions can be found in a similar manner.

3.3 Approach Based on an Asymptotic Evaluation of the Radiation
Integral of the Surface Current

As a f inal topic in this chapter , we cons ider an approach based on the

asymptotic evaluation of the radiation integral expressed in terms ot the

induced surface current which is itself derived in an asymptotic manner for

surfaces with large radius of curvature.

It was shown in Chapter 2 that Fock’s theory can provide us with an S

expression for the scattered field in the neighborhood of a smooth convex

body illuminated by a plane wave. Using this solution in conjunction with

the reciprocity principle, we can find the far field radiated by a point

source located on the surface of the body . By generalizing the definition

of in Fock’ s th eory , we can also wri te  the f ina l result in a GTD

format and represent it as a surface ray. The total field at a point on

the surface is obtained by adding all the possible rays which reach the

observation point P. Various techniques can be used to determine the field

propagation along these rays. For instance , when the source is located on

the surface , and the surface is a conical one, the field at each point

can be decomposed into two parts

.
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F a + F
2 (3.34)

where F1 is the geometrical optics field when the observation point is directly

illuminated by the source, and is the creeping-wave contribution derivable S

via an extension of Fock’s theory when the point is in the shadow region. The

other term , F2, is the so—called tip contribution, and can be obtained by

physical optics or GTD. Goodrich et al. [42] have applied this procedure to

find the radiation pattern of slot arrays on cones.

The approximate induced surface current d is t r ibut ion  can be obtained by

Fock’s theory, GTD (131, (141, (161, and [25 ] or some other appropriate

high frequency technique. The induced surface current due to a magnetic

dipole on a perfectly conducting circular cylinder and cone has been calculated

by Chang, et al. [44], and Chan, et al. (45], whose procedure is based upon

an asymptotic expansion of the exact modal solution to the above—mentioned

problems. Lee, et al. [46] and [22] have treated the same problem by a method

based on Fock’s asymptotic solution of the problem of a sphere [47]. These

expressions for the current distribution can be used in the radiation

integral representation of the far field.

The numerical evaluation of this integral is a formidable task. especiaiJ -.-

when the frequency is very high. Thus, it is highly desirable to have an

analytical and explicit formula for the far field expressed in terms of the

surface current. We now discuss an approach for  accomplishing this task and

examine the problem of deriving an asymptotic expansion of the far field

radiated due to a point source located on the surface of a smooth. conducting .

and convex body of an arbitrary shape.

U

. I
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Consider an arbitrary smooth convex surface S shown in Fig. 17. Let

a magnetic dipole source be located at a point Q on S. We parametrize the

surface S introducing a “geodetical polar coordinate” system with the pole

located at Q such that an arbitrary point P1 on the surface is defined by a

pair of numbers (a ,$), where ~i is the arc length of the geodesic QP1 and B

is the angle between QP
1 
and some reference direction at Q. Unit vectors

along the constant parameter curves a and B are locally orthogonal. The

unit normal to the surface, n, is given by n — x 
~ An element of length

in this coordinate system may be written as

ds
2 

— do 2 + G d6 2 (3.35)

The radiation integral for the scattered far field can be written as

— 

~~~~ 

. 
exp (—jkR) dS (3.36)

where ft is the distance between any point on the surface and the observation

point. In the geodetical polar coordinate system, we can rewrite a scalar

component of (3.36), say M, in terms of a double integral of the following

general form

- 

D 

F(c ,B;P) exp[-ik(R+o)] ~~ do dB (3.37)

where we have assumed the following form for the surface current :

_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  
_ _ _ _ _ _ _ _ _  _ _ _ _ _ _ _ _ _ _ _ _
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P Qbservction point
R

I 
(5)

reference

Source

Figure 17: Source radiation in the presence ~f a 3mooth ~anv.x sur~i~e.
parametr~z.d by geodeticaL polar coordinate system .
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~ (P 1) a ?(P
1
) exp (—jk

1
o) ~~ +

(3.38)

a k — j k 2~ k — 2~ /\, k
2 

0, k
2 

< ‘~ k

where ~ (P
1
) is a relatively slowly varying function when k, the free -space S

wave number , is large. This assumption is based upon a close scrutiny of

different asymptotic formulas given for the induced surface current.

When the observation point P is located in the shadow reelom , rh.

main contribution to (3.37) comes from a small neighborhood of the stationary

point of the integrand , and the stationary phase method for multiple integrals

((48J and (491) is applicable. The asymptotic expansion of (3.36) has been

derived up to the order of k 5
~
’3. The details of calculation can be found

S 

in Appendix C. The final result is

- -k2 
+ ~~- -11/6

E — —, (U
0 

+ U
1 

+ O(k )) (3.39)
9,? -

where

U
0 
- ~ 

~~~
6
V~~~~

4 ~~~~~ (3 .40)

— U1 
a f~~ J + ~~ (J eikQ )e

_i kO )~ + (BJ . + CJ ) nJ

_______ (3 . .4l~
.~~~.L / ~~~~~ -jkR

~~~~~~~ / (ft+ ’ )ft 
e

k

-- . 5-—

_____ —.5-- -
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D
0 
- . 6~’~ r (1/2) ~1/3) . (3 .42)

je 7/6
— • 6 ~ (2 /3 )  i’ ( 1/2) . (3.43)

A , B, and C are dependen t upon geometric properties of the surface at the

stationary point which turns out to be exactly the same as the “point of

di f f rac t ion” of surface rays. The quantities A, B, and C are given by

C C
1 ~ 

• 
~ 1 _~~~~ 

L
A - ~~~ 2 3 p ~~~~~~2G 1 C

(3.44)

+ (L~°)
2 

— (l/2)~41 + 0

a L~°IG~~
2 , c — 1/~ (3.4 5)

where

— radius of curvature of the geodesic

— geodetic radius of curvature

L~~, L
BC a coefficients of the second fundamental form of the surface (S)

A geometric interpretation of these parameters has been illustrated

~ 1/2
in Fig. 18. It is evident from this figure that [ft ( ft~~ )1 is simply the

g
divergence factor of the rays leaving the surface tangentially at the point

of diffraction. In using formula (3.43), we should bear in mind that the

various terms in U
0 

and U
1 
are not of the same order. For example , in the

deep shadow , J is exponentially larger than J~~.

- ~~~~~~~~~~~~~~~~~~~~~ -~_-~_,4 
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R ,- ~~-- ..

Geodetical radius
of curvature 

/

P
g

<2:’ 

‘CCenter of curvature
of geodesic

Figure 18: Diffraction of ray s by a smooth convex body and ~eomecricmeaning of quantities ~~~, ~~~ and !~~.
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The formulas given in (3.43) have been tested and compared with other

available solutions. An important conclusion derived from this comparison

is that although the method of radiation integral is based on less restrictive

assumptions, it is perhaps not as useful as the spectral domain approach

because the stationary point of the phase of the integrand in (3.37) is of the

second order , and hence, the asymptotic expansion of this integral converges

rather slowly except when k% 
is very large (~40 or more).

I: ’
- - . 5- —~~- S 

~~~~~~~~~~~~~~~ - — - —--— -~—- - - ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~



-_ ~~~
-
~
- -

~~ 
- S_ w r  

-- - 

- 
--—

~~~~
‘

~~~~~~~~~~~:

4. SOURCE RADIATION IN THE PRESENCE OF AN INFINITELY CONDUCTING CIRCULAR
CYLINDER OF FINITE LENGTH (GENERAL FORMULATION OF THE PROBLEM)

An asymptotic analysis of the problem of radiation of an electro—

magnetic point source located on a solid metallic cylinder of finite length

is the topic which is studied in detail in the remaining chapters. Because

of its theoretical and practical importance (small antennas mounted on the

body of the satellites, conf ormal arrays , electromagnetic coupling through

the slots on the surface of a cylinder , and etc.), the problem of radiation

in the presence of or the diffraction by the finite cylinder has been treated

by many investigators. Various numerical and asymptotic techniques have

limited application since they are usually valid only for a special range of

parameters, e.g., the length or radius of the cylinder, the location of the

source, or a special type of incident field . When the length and the radius

of the cylinder are small, compared to the wavelength (fraction of a wavelength),

the 2—D integral equation for the surface magnetic field or the two one—

dimensional (generally coupled) integral equations for the transverse and

axial components of the induced surface current are solved by the moment method

or point—matching techniques [67], [68], [69], [701, and [71). Other approaches

have been presented for the cases where the length of the cylinder is very

large and its radius is relatively small or the incident field has some special

characteristics [ 7 2 ] ,  [ 7 3 ] ,  [7 4 ] ,  [75] and [76 ] .

When the frequency is high or the length and the radius o f th e cy linder

are large compared to the wavelength , several asymptotic procedures , mostly

- 
- based on GTD and its modification , have been designed and applied to this

p roblem [ 7 7 1 ,  [ 7 8 ] ,  (79], [80], and [811 with var ious degr ees of success.

The asymptotic method described in this work is essentiall’- a spectra l

domain approach and is very closely related to the Spectra l Theory of Diffrac-

tion (STD ’ developed by ft .  M it t r a  et al. [ S . 1 ,  [88] ,  and 
~~~~~~~~

S - - ,
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The present approach is presumab ly more accurate than the other avail•-

able methods because it avoids most of the r e s t r i c t ive  assumptions under 1y~ ng

the conventional high frequency techniques. In this chapter , we merely

outline the basic steps to this approach. The details are presented in the

later chapters.

In the high frequency range where the ray formalism is the most con-

venient representation ~or the ~1axwe1l’s equations , the f ield at each point

of the spa ce can be expressed as the sum of the contributions of d i f f e r e n t

rays passing through that point . Various d i f f r a c t i o n  or re f lec t ion  mechanisms

give rise to d i f f e r -nt types of reflected or d i ff r a c t e d  rays which together

with the di rect ray constitute the total field . In the presen t problem ,

illustrated in Fig. 19 , th e e f f e c t  of the fi .~it e solid cylinder  on the radiated

field at P due to the source Q (located on the surface) has been represented

by th ree types of rays. FS is the su r face  d i f f r ac t ed  ray (or psuedoray,  if

the P is in the lit region of Q) corresponding to the radiated field ~iue to

wi w2current induced on the surface of the cylinder. F and F are wedge diffracted

rays generated by the curved wedges at both end s of the cy l inder .  To calculate

FS , if the source is far  from both ends , the i n f i n i t e  cy l inder fo rmula Jerived

in Chapter 3 or in [85 ] can be used. These formulas are discussed in Chapter
wi5. Wedge d i f f r ac t ed  fields F and F - can be analyzed only when the surface

field or current  are available. Chapters 6 and 7 are devoted to computa t ion

of F’~~ and F
W

. In Chapter 8, by calculating the effec t of truncation , we

remove the assumption made in Chapter 5 concerning the length of the cylinder

and extend the range of app licability of the procedure to the cases where the

source is not too far from the upper or lower wedge of the c’5-linder . C h a- it e r

~ i~ devoted to the calculation of the field in the ~araxial region. A

su~~tarv of numerical  resul ts  and conclusions are g iven in Chap te rs  ii ~ and Li.

~— S- S
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z

P(r , e
0 ~~~~~~

11 . “ ~Q ~~~~~~~~~~~ -

Figure 19. Different rays contributing to th. f ie ld  at  the
observation point P.
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5. SURFACE DIFFRACTED RAY S

Let us consider the case where an infinitesimal magnetic dipole with

• the moment ~ i placed on the surface at a location described by (p — a,

S 
- 0, z - 0). The orientation of the dipole is tangent to the surface and

the direction of observation is given by ~~~~~~~ If the observation point is

not placed in the lit region, no direct ray can reach it. In this case

only the surface diffracted rays that travel along the curved surface

can pass through the observation point after leaving the surface tangentially .

In general , there are an infinite number of rays which contribute

to the field at P. In most of the cases, however , ortiv two of these rays

traveling in opposite directions around the cylinder are taken into

consideration. If the radius of the cylinder is large , the others suffer

strong a t tenuat ion  and thus have negligible e f f e c t  on the to ta l  f i e ld at  P.

Propagat ion of the f ie ld  along these rays is governed by formulas

(3 .8 )  and ~3. °) :

— j k R (
~ 

. 
(

‘

E (M o ) (  ) . ~~~~( r ) .  — _ _ _ _ _ _ _ _ _

1 4i~ ~O ”lS R
kp 1/3 —jkft- jk~ ee . — • g ( , ) R

(M 
~1~~ ’~l 

3~~~~) ks a 2 / 3  — j k J  ~~~~~
- 

. —
~

—-- e f (~ ) •
21ra 2 O 1S ft

The far—zone fields along rays no. 1 and no. 2 should be calculated

separately . The contribution of surf.tce diffracted rays is the sum of these

two f i e l d s .  For c i r cu la r  cyl inder  geometry , simple relat ionship s exist

betwee n (~~.fl  and ~~~~~ (Figs. 20 and .~l).

~ay no. I:

— T / ~~ —

- - —~ 5 S ~~5 5 - 5 S  - — -
~~~~~~~~



I

60

z

Figure 20. Surface rays launched by source ~Iat ooint Q.
These rays travel in opposite directions around
the cylinder .
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Q
Lit Region

,

,
/

/,,
‘ .— a Q

ç~e.~” ~~

Shadow
Region

Figure 21. Cross section of the geometry shown in Fig. 20.
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a — a(4 — ir/2)/cos ~ (5.3b )

1/3

~‘lS 
— [~ ) cosL’3 ~ — 7t/2 )  (5.3c)

Ray no. 2:

8 — ir/2 — 8
0 

(5.4a)

a a(31T/2 — 
~~)/cos 8 

(5 .4b )

1/3

~2S [
~

) cos~~
’
~ 8 • (3n/2 — ~

) (5.4cj

The field corresponding to ray no. 1 is obtained by insert ing (5 .3a ,b ,c)

into (5.1) and (5.2). In order to compute the field along ray no. 2 , the

minus sign between the two terms in (5.1) should be changed to a plus sign and

the parameters in (5.1) and (5.2) are then replaced by their values g iven in

( 5.4a , b , c) .

Throughout this chapter and later on, the source Q is chosen to be

the phase reference point. Consequently , R must be replaced by

ft r — QP 1 
(5 .5 )

or

R = r — (a cos
2 Go — a sin cos &~) (5.6)

where r is the distance between the source and the observation point.

The components of the far—zone f ield along 
~~ 

and can be found in

terms of its components along 3 7 and n, very easily :

— —E~ (Ray no. 1 + Ray no. 2~
0

E — —E (Ray no. ]. + Ray no. 2) ( 5 .8 )
~0 ~~2 

-
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The case in which the point source is a normal electric dipole is

trea ted in a similar manner. In this case, the expressions (3.29a) and

(3.29b) of Chapter 3 should be used instead of (3.8) and (3.9). The

remaining steps remain exactly the same . 

.5 _______
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6. SURFACE FIELD DUE TO A POINT SOURCE ON A CIRCULAR CYLIND ER

The cylinder problem has an exact modal solution, which is in the form of

an infinite series with each term containing an infinite integral [86], (873.

For a large ka, this solution is very slowly convergent and becomes less

useful. Among several asymptotic solutions, those given by Bwang ,

Kouyoumjian , Wang, and Pathak [88], [89], [90] and by Chang,

Felsen, Bessel and Shmoys (911, (44] are approximately deduced from

the exact modal solution under the condition ka -‘-~~~~ . In this work we use

the asymptotic solution obtained by Lee and Safavi—Naini [21), [22] which

gives the surface magnetic field everywhere from the source point to the

deep shadow more accurately and is based on a classical work by Fock in 1949

on spheres [65]. A nondeductive part of this solution was later justified

theoretically by Boersma and Lee [92].

Let us first consider the case of a tangential magnetic source. The

normal electric source is discussed later. At a point Q on the surface of

the cylinder (Fig. 22) , there is a tangential magnetic dipole source described

by a magnetic dipole moment M. The problem is to determine ~t at another

point P(a,4,z)on the surface under the assumption that ka is large.

At this point we introduce several paramters. According to GTD [23],

[24] ,  [25],  the dominant contribution of H at P is the field on the surface

ray which is a geodesic on the conducting surface, and in the present case

is a helical path (Fig. 22). The arclength of the surface ray is

‘(a~) + z (6.1)

The surface  of the cy l inder  is Daramet er ized by geodetical polar coordinates

(~~, 3) discussed in the previous chapter. The tangent, normal and binormal

5- -
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z

~—o —

P(a,~ ,z)
— — — - - —

~ 

I

Figure 22. Geodetical polar coordinate system (c,~~)on the surface of a circular c~’1inder.
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of the surface ray are (6Qt _ fl
Q .~ Q) at Q and ~~~~~~~~~~ at P. At any point

on the surface ray, the curvature of the conducting surface is described

by two parameters:

— the radius of curvature in the direction of G (or that in the

longitudinal direction of the surface ray)

p
8 

— the radius of curvature in the direction of B (or that in the

transverse direction of the surface ray)

On a convex surface, both p~ and p~ are non—negative. For the present case

of a conducting cylinder, one has

co:2 
3 

— 
sin~ 

(6.2)

where S is measured from the a~—axis in Fig. 22 and takes a value between 0

and 2it. The large parameter for our asymptotic expansion is

• 1/3
m —  -~~kp . ( 6 . 3 )

Thus, our solution is an approximate (not rigorous) asvniptotic solution valid

for m -# 
~~~ , up to and including terms of O (m”3). Furthermore , let us introduce

a distance parameter

ma k 1/3 kc— — — {~
_J 

~~ 

— —i. (6. .4)

a a -

which is the same as that defined in the previous chapter. Note that ~ — 0

defines the lit region (3 — r ’ 2 )  , < 1 defines the penumbra region , and

~~> I defines the deep shadow . Our solution is uniformly valid for all > 0.

Due to the point source M at Q, our f inal  asv~ipto cic so lut ion  for  the

magnetic field on the surface is given by

~(P) — M ~~~~~~~~~~~~~~ (~~.5a)
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where the transverse component is

H , ( P )  
[[

i - v (~~) - [1
~~
2 

u ( s)  + j (~~ k~~ )~~~~
3 
‘

+ j ( v~~~~ kPa)~~
’3 

~ (%fo~
) u ’(~~]G(~Y). 

(ó . S b )

the longitudinal component is

H~ (P) - 

[

~~~~~~

J
[v(~~~~~ + (i - ~~ ) u ( ~~) + j(~~ k~~~ )

2 /3
u 1 (~~ )]C(a)  (6.5c)

and the function G(~ ) is

k 2 Y —j k~
G(~ ) — 

(6. 5d)

Here V — (~~~ /~~~ )
l/ 2  

— (l2OlT) v and u are defined in Appe ndix A. and v ’

is the derivative of v . It can be shown that  if ka tends to i n f i n i ty  the

exact solution for the gr ound flat plane will be recovered . When f - ‘r/2

(paraxial region) but the radius of the cylinder remains f in i te , we have

1 
jka

11
3
(P) - [H~~P)l 1 

+ B . ~~~
— • 

C 
( b. b )

as ka approaches i n f in i ty . Another limiting case of specia l impor tance

to us is the case where

which occurs when observation point P is in the deep shadow . Making use of

(A— 2 0) through (A—23 ) , we have from ( .5) that

H J P) - 
k co~~~~~~~

3 

~ exp~-0.SS~ - + O .31~ +

1328 ~ka~ 
‘ 

( kJ ) ~1_

H c P )  .L H ( P) . ~~~~~~~~~~

I

—-5-5- ~~~~~~:-b.it ~~ A
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Therefore , in the deep shadow, the field is a slow wave and decays exponentially

along the surface ray. In later applications , explicit field expressions are

needed for axial and circumferential dipoles. They are listed below.

Axial dipole: N — z

H z ( P ) — H
3

(P) cos 2 
6 + Ha sin 8 (6 .9)

Circumferential  dipole : M

H~(P) — H.-.(P )  sin 2 
~ + H

a 
cos 3 . (6.10)

One can now derive similar expressions for the electromagnetic surface

fields of a radial electric current J on a perfec t ly  conducting circular

cylinder . Let us define J as
-S

— 
~ 5C — a)6(z)S(~) . (6.11)

This derivation has not been given in [21). Here, the main st eps are discussed

briefly . It is noted that is the dipole moment which is orien ted normal to

the surface at (a,O,0). The tangential magnetic field ~~ (P) due to can be

obtained by applying the reciprocity theorem to the fields of and p as follows :

~-e(Q) 
• — ~m(P) 

• (o.l.~
atP ‘ a t Q

where is the radial component of the surface electric field atQdue~~~the

tangential magnetic dipole ~ located at P,and is the surface magnetic

field at P due to the radial electric dipole of moment located at Q.

- , . ~~~~~Employing Maxwell s equations , ca n be related to H
~ 

by

- Tk 
~ 

(~~.:3~

55 

.~~~
5

55 ,~~~ •. 
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where ~~~~~ and ~~~~~ are given by (6.9) and (6.10) when the source is

located at P and the field is calculated at Q (Fig. 23). The axial and

circumferential components of the surface magnetic field ~~~~~ j~~~ ) due

to a radial electric point source now can be computed by (6.12) and (6.13)

as fol lows:

-‘-e(Q) -,
Axial component H due to p at Q:

3 m(P)

— • ~in(P)
1 “ 

— 
a~ 

~~ 
‘ -5 (6.14)

P Q, M— z Q, M z

Circumferential component due to p at Q:

3
m (P )

— _
- 

~m (P)~ — 
(~ 

o) 
. ~~~~~~ . (6.15)

‘. P Q, M~~~~~

It is noted that the right—hand sides of the above equations are derivatives

of the surface f ield due to a magnetic dipole N located at F , whereas the

left—hand sides are the field quantities at P due to the source at Q. Surface

derivatives of can be written in terms of the derivatives of tangential

- 
and binormal components of with respect to 3 and ~:

— . .~~~~ -.  + ~~~~~~~~~~ .~2.:. ~~ ~~~ + L~~~~~~~~

’ 
. + .

3 3 ~~ 34~ ~a
’ 3~~ 

~-5 

~3$’ 3’~’ 3L1’ ~~ ‘

5) 33’
sin 5’ + (H , — H ,,) sin 25’ • -s— - (6.16)

a

‘Mi,, ~~~~~~, Mi ,, 3s.
~~ 

2 ç Mi .~, -~~,, 3K ,, ~~~
— 5~~~~ ••~. 5 + _~~~~ .57_ ~ ~~~~~ Sth o + ‘ —z-~

--v-- -
~
—-;- + --

~
-
~~~
, ~~~~

— -j-

cos 5’ + (H,, — iL,) sin ~5’ 
. 

~-~-: . (6.17)

In deriving the relations ~6.l6~ and (o.lfl . the Jacobian of transformattc~n

I- 
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between the two coordinate systems (a ’,B’) and (~ ‘,z’) is needed . Below ,

we list its elements:

30
’ 3a ’ 38’ a sin 3’ 38’ cos 3’

a ’

(6.18)

The desired components of the surface field excited by a radial

electric diple p are obtained by substituting (6.16) and (6.17) back

into (6.14) and (6.15). The relationship between the (o ’,3’) coordinate

system with the pole at P and the (o ,B) coordinate system with pole Q is

illustrated in Fig. 23:

= S — • (6.19)

-~~~~~~~~~~~
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A

Figure 23. Relative locatio -ts of the (z,a~) and (z’,a~ ’)
coordinate systems in reciprocity relation 6.12.
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7. DIFFRACTION OF SURFACE RAYS BY CURVED WEDGE

As discussed previously , the computation of the radiated field for

high—frequency electromagnetic point sources located on a finite solid

cylinder it must include diffracted rays generated by the surface rays

reaching the edges of the truncated cylinder. Diffraction of surface

rays (creeping waves) has been investigated by a number of workers;

however , d i f f rac t ion  coeff icients  for these creeping waves are not

readily available in a convenient form. Hence, in this work , we address

ourselves to the problem of deriving the diffraction of a creeping wave by

a wedge and use it subsequently to compute the edge—contribution to the

radiated fields.

The difficulty with the analysis of the diffraction process of surface

rays at wedges stems from the complexity of the associated canonical problem.

It  is well—known that the solution of a suitably chosen canonical problem

is a first step toward deriving the diffraction coefficient for a given

problem with a complex geometry. The choice of the canonical problem is

based on two principal considerations :

1) The geometry of the canonical problem should contain all the

important features of the local geometry of the original problem.

2) The solution of the canonical problem must be expressible in a

convenient , usable form.

As one example of such a geometry , Kouyoumjian and Burnside [93 1

considered the case of a cylinder—tipped half—plane . The case of ogive was

treated by Peters and Ryan [94] in an empirical manner. Ryan [951 and Knott

et ~l. (96] studied the finite cylinder. They assumed i wedge diffracted ray

~x~ tted by creeping waves hitting the wedges of the cylinder could be

- -—-~~—.•--. ‘~~~~~-
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constructed by using equivalent currents , determined from the surface field

of the waves and the wedge diffraction coefficients for a straight wedge .

This approach was consistent with the results found by Albertsen and

Christiansen [97 ] ,  [411. A somewhat similar procedure is applied to f ind

the wedge di f f r a c t e d  f ields.

7.1 Djffrjct~ on Points

For the cast~ of the finite cylinder studied in this work, the surface

rays emanate from the source Q (Fig. 19) and propagate along all directions

on the surface of the cylinder along a helical path (geodesics). Surface

rays creep over the surface until the curved wedges are reached . One of

these rays has been shown in Fig. 24 After diffr5i~-tion on the upper 5

wedge (wedge no. 2) at diffraction point 
~~~~ 

a cone of diffracted ray s with

the axis t (unit tangent to the wedge at P ,) and the half—angle ~~~, is

formed . 8~~ is also the angle between the surface ray and circumferential

direction at Q. indicates the direction of incidence of the surfac e ray

on the wedge and is tangent to the ray at P 2 . The angle 
~w2 

counted from

the x—axis determines the location of the diffraction point on the wedge .

nw2 is the radial unit vector normal to the wedge 
lying in the p lane of the

upper end cap . 0d is the unit vector along a diffracted ray . and cd both

lie on the diffraction cone . 
~~ 

and are dependent upon the location of

diffraction point P 2
. Therefore, each point of the wedge is assigned a cone

of diffracted rays with a specified semiangle. The ensemble of dir.~’i-tion s

Jofined ~,v these cones covers the whole space. (‘onversolv . ~sso*~iat~d w1t~

A ion (observation direction) in the ~p i~~ • ~~ 5~~t
5 5 ’ —

~ ~~~~ ~~~ ‘ ~V~~ TSS ’ S r

of -
~ ‘ r ~ from spec if i ~• ‘ ~oi a ~ on t hc . - -

~~ ~~‘ 5 t o

the fa r—zo n e f i e i d  in tha t directi ~~ . Uenco . the f i r s t  ~~~r op  in ~-onput in~

the contriburton of wedge—diffrac ted r a y s  to the total radiated fie ld in a

—- --5 -- —,-- ~~~~~~~~~~~-55 -
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Figure 24. A surface ray reaching the wedge at Point P
2
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given direction is to determine the location of the diffraction points on

the wedge corresponding to that special direction. It is obvious that

this location is solely determined by the value of Now let us derive

the relationship between and the observation direction defined by the

observa tion angles ~~~~~~~
To derive the above—mentioned relationship, it is noted that the

direction of incidence and the observation direction ~d must lie on the

same cone. In other words,

• — 3d (7.1)

All the quantities on both sides of (7.1) can be written in terms of ~

and (d
0
,~ 0
) as follows (Fig. 24):

-‘

a cos S t + sin 3 z ( 7 . 2 a )
w2 w2

ad — sin cos + sin d sin + cos e z  (7.2b)

t — — 
~~~~~~~ ~w2

X + COS • V (7. 2c)

I

C05 °w2 — a4 ,/[(a~p 2Y + ~~~~~~ 
~ 

(i.2d)

- ~ 
~ ~w2 ~

Subst i tu t ing (7 .2a ,b , c , d) back into (7.1), the following transcendental

Equation for ~p 2  is obtained:

____________ — sin ~ • sin (
~ 

— 
~~ ~) t .  3)

+

Equation (7.3) is solved for when and ~‘hscrvation in~ l o- ~ ~r~-0 0

given . For each f ixed  va lue  of parameters  and ~~~~. Equation (7.3) h~ s ~~~‘v er a l

simple or multiple roots. Now let us study some interesting limitin g cases.

-.5--- -~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ -- -~~~~~~~ -*. 
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When @
0 

is equal to 0 or it (axial direction), the right—hand side of

(7.3) vanishes. The single root of (7.3) in this case is

(7.4)

which indicates that only the ray which travels along the generatrix of the

cylinder passing through the source point contributes to the field in this

direction. In the case where 8 — IT/2 and ~ — 0 (direction normal to the
0 0

surface of the cylinder at the source point), again we have the single root

given in ( 7 . 4 ) .

It should be noted that the range of variation of 
~~2 

has bee-’ chosen

to be [—ii ,i r ] .  This special choice excludes the rays which travel around

the cylinder more than it. These rays, as mentioned previously , have negligible

contribution .

Equation (1.3) locates the diffraction points on the upper wedge.

A similar equation can be written for the diffraction points on the lower

wedge (Fig. 25):

~wl 5 5 -
_____________ sin 8 sin (4, — (,.~~)

+

Once Equations (7.4) and (7.5) are solved , a set of values for 
~~

, and

is obtained , with each of them a specific diffracted ray is associated.

Construction of these diffracted rays is the subject matter of the next

subsection.

7 .2 Diffracted Rays

Surface rays reaching P or P ,, are diffr acted at these roincs andS wi

generate cones of diffracted ray s with their apex placed at these points. To

-~~~~~~~~~~ - 

-
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Figure 25. A typical surface ray reaching the lower wedge
(wedge #1) at point 

~~l 
(Diffraction point).
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analyze the propagation of the field along the diffracted rays , proper dif-

fraction coefficients and divergence factors for the curved wedge are needed .

7.2.1 Diffraction by edge

First let us consider a typical edge diffraction problem sketched

in Fig . 26. 1’ is the edge of conducting surface ~~~. According to Keller ’s

GTD [98],  (99], the total field ~~ can be constructed as

- ~S(~~) + ~
d(~) (7.6)

wher e ~~(r) is the geometrical—optical field given by

- 0(~~ i)~~i (;) + 8(_ ~ r )~~r (~ ) . (7.7a)

E and E are the incident and reflected fields, and

x > 0
8(x) — . (‘.7b)

and 6r are the shadow indicators for the incident and reflected fields

defined as

~ f +1 , is in the shadow region of incident field
£ (r) — (‘.7c)

—l , r is in the lit region of incident field

r f +1 , is in the shadow region of reflected field
c (r) — (7.7d)

—1 , r is in the lit region of reflected field

-
~ 1/-’E (r) is the diffracted field which is of order k and is asymptotically

smaller than E~, which is of order k°. As ~~ Ed consists of two symmetrical

parts: Edi associated with the incident field and Edr with the reflected field ,

— d - -  ~di~ * -~dr-*E (r’) — E t r) + E (r)

- k !0
(~ j k ) -m i ~~~

j (~ ) + 
-~dr~~~ , (7.8)

- 5 5 - - - - —55-~~~~~~~~~ --_ - —-5-.
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Figure 26. Diffract ion of the rays by the edge of a
conducting screen.
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where Sd (r) (phase function) and Ce~~ , e~~} are obtained by asymptotic

solution of Maxwell’s equations (98]. Referring to Fig . 26 , it is clear

that all diffracted rays emanate from the edge r of the surface E. As

discussed earlier, when an incident ray in the direction &i meets the

edge r at some point 0 (point of diffraction) and makes an angle B with

~ (tangent to the edge at 0), a cone of diffracted rays with semiangle B
and vertex at 0 and axis £ is generated. According to the “law of edge

diffraction” (counterpart of Snell ’s law for reflection),

S = (7 .9 )

Now , in order to construct sd(~) along a particular diffracted ray in

the direction a8 and passing through an observation point ~ (Fig. 26), we

use the spherical coordinates (a,3,ct) with pole at 0 and

d -
~~a distance from 0 to r ,

S = polar angle measured from t in the range (0,ir),

= azimuthal angle in the plane perpendicular to

Then it can be shown [98] that

= S1(O) ÷ ad (7.10)

where S1(O) is the value of S1() at 0.
-~~The variation of amplitude functions em(r) along a given ray, in general,

depends upon the principal radii of curvature R1 and R2 . But in this case,

because of the fact that the edge 1’ itself is a caustic line of the d i f f r ac t ed

field , one of the principal radii of curvature is zero,

R 2 = 0 (7.11)

and the final solution for  ~~ (r)  can be wr i t t en  as

--5 S~~~~~~~~ _ 
- - ---5555 
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-~d -~ -~di -~ -‘dr~~em (r) — e (r ) + e (r )

- ~~a~~~~ 2 f l  + dy/ ~~~~1 i 
- 

~~~

• v
2
~~

i
(
1.
,) . da’ + (i + r } (7 .12)

where and have coordinates (a,3,cz) and (a ’,3,cz) , respectively , and

(i -
~ r} means that the whole expression in the right—hand side of the

equation is repeated for the reflected field. The determination of the

initial values ~j , r 
, in general, is very involved. In GTD only are —

determined by comparison of (7.12) with the asymptotic expansion of the

known solution to the Sommerfeld ’s half—plane problem. The zero—th order

term (dominant term) in the asymptotic expansion of diffracted field

can be written as -

- g(ka 8) 1 
~ x~ ~~

_ikS1(0)
rot ~~(Ofl

~l + a
d/R sin 

~ L °

+ {i r } + 0(k 312 ) (7.13)

where g(ka8) is the cylindrical wave factor ,

g(ka8) — 
1 exp (—j (ka8 

+ ir/4)] (7.14)
2 V2irk&~

1 
= divergence fac tor  DF (7 .15)

~~ +

— diffraction coefficient (7.16)

rot — rotation operator (7.17)

~ ~~__
_ S__ 

—-5— 
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DF (Divergence Factor) indicates the spreading of the tube of rays emanating

from 0 as it travels into space. In general, the divergence factor DF

depends upon the principal radii of curvature of the wavefrortt R
1 and R2,

but in our case, as discussed earlier, one of these radii is zero. The

other radii of curvature R
1 
can be computed in several ways [24 ] ,  [1001,

[101) and [ 1023. R
1 
is the radius of curvature of the diffracted wavefront

in the direction a1 defined by

= a
2 

x ad (7.18a) 
S

a 1 ad
~~~~ .2 sin 3

In other words, R
1 is the radius of curvature of a curve formed by the

diff racted wavefront intersected by a plane defined by t and ad at the point

0. The method described by Lewis and Boersma [1003 to calculate R1 involves

the computation of the Jacobian of the transformation from (fl,cz,cY), where n

is the arclen~th along the edge measured positively in the direction t (Fig.

26) to the rec tangular coordinate system. The resulting expression for R1 is

— 

2
R — (7 . 19)
1 

K rO
d 

• ÷ (dB/dn) sin B

where K ,., and are the curvature and the unit normal of I’ at 0 (K r 
> 0 and

ii ,, points toward the center of curvature).

Another procedure to determine R
1 

has been given by Deschamp s [1021.

This procedure is based upon matching the phase of the incident and the

di f f rac ted  rays on r. rhe resulting formula for R1 
is

r K
r d

— (— i + 2 
(j’ — 3 ) (7.20)

L~0 sin b J

* Wave number of the incident surface ray has been assumed to be the same
as that of a plane wave in free space.
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where is the radius of curvature of the incident wavefront at 0 in

the plane through £ and 6i; in terms of the principal radii of curvature

of the incident wavefronts (R~,R~) and their corresponding principal

directions (x~ ,4) at 0, R1 is given by

2 i  2 i
a ~~~~ ~ + 

sin c~ (7 21)
Ri R~ R 1

o 1 2

where is the ang le between and the projection of £ on the plane through

and ~~~~. It can be shown that (7.19) and (7.20) are equivalent.

-~~~ (Diff ract ion Coefficient) :  For a conducting surface, the diffraction

i , r
coefficients x are given by

i ,r cosec ( 7 . 2 2 )

To define 1~~,r we refer to Fig. 27 , which is actually the project ion of Fig. 2 6

en the plane through 0 perpendicular to t .  T is the tangent plane to E at 0.

As il lustrated in Fig . 27 , the magnitude of ~~~~ namely , 
~~~~~~~~~~~~~ 

is d e f i ned as

the angle of rotation around t which brings 61,r to -~~~~ without crossing ,

i,rand the sign of ~ j is

i, r i, r -
~~sgn ~j , c (r) (7 .2 3 )

i,r
.5 

where ~ (shadow indicators) are defined (7.7).

Rotation Operator (rot): The operator rot in (7.13) denotes the rotation

abou t ~ that brings onto

-‘ 1. ~d -. -rot a —~~~~ ( f ._ 4)

If we decompose the amplitude into two transverse components:
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Figure 27.  Projection of the geome t ry shown in Fig. 26on a plane perpendi~ u~a~ to E .
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-‘.i -.. -‘i i -
~ ‘-‘i i -

~~e ( r) = S e
3

(r )  + ~ e~~ (r )  ( 7 .25 )

then one would have

-~i - ~ ~d i  
-
~ ~d i  -~

rot e (r) a 5 e 5
(r)  + c~ e (r) ( 7 . 2 6)

where (~
1 ,c~~) and (~ d~~ d ) ar e (~~,cL) unit vectors corresponding to incident and

diffracted directions , respectively (Fig. 26).

7 . 2 . 2  D i f f r ac t ion  by wedge

The previous results for the edge diffraction problem can be applied

to the analysis of diffraction by the wedge after a simple modification of

diffraction coefficient i,r Before explaining this modification , let us

examine the geometry of the problem shown in Fig . 28. The wedge is composed

of two conducting surfaces, and Z2, intersecting along the curved edge ‘.

The half—planes T
1 
and T55, , tangent at 0 to and .,, respectively, form a

planar wedge which approximates the curved wedge in che viciniLv of 0 and

has an exterior angle in-rr with 1 < in < 2. When the wedge is illuminated by

the incident field ~~ (Fig. 26), the total field solution is again composed

of the geometrical—optical field and diffracted field ~~~~~ . For the case of a

wedge, in general, we have two reflected fields: from 
~l 

and E~ from :2

(Fig. 29). Associated with each of these reflected fields exists ~ proper

shadow indicator (c~ and c~), illustrated in Fig . 29. Therefore , in the

case of a wedge , the geometrical—optical field is given by

— -
~ i~~~~ b i +  r - ~r -  r - ~r - ~E (r) = ~3 ( — ~ )E (r )  + e (—c

1
)E
1
(r) + 8 (— ~ 2 ) E 2 ( r )  . (7. 7)

The diffracted field in this case is calculated as before. and the ~‘flIV

modificatio n necessary is the rep lacemen t of 55 i
,r defined in (7.22) ~v t~~e

- - -- -“ ~~~~~~~~ - --~- ---- ~~ S S  ________
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generalized definition

2
— sin —
m in (for wedge) (7.28)

cos — — cosin in

where the angle has a magnitude equal to the angie of the continuous

rotation about t that brings ;d onto without crossing both T
1 
and T

2
. The

angle has a magnitude equal to the continuous rotation about t that

i,r i,rbrings 01 2  on ~ . The signs of ~ are determined by as before .

In general, when both faces of the wedge are illuminated by the incident

i rfield, two values for each of the angles ~i~s and ~ are obtained which lead

to the same value for i,r

Using Equations (7.6) and (7.13) togethe r with the generalization

introduced in (7.27) and (7.28), the total field solution according to GTD

for the typical wedge diffraction problem sketched in Figure 28 is obtained .

Here, once again, we write down the final version of the expression for the

diffracted field excited by the incident field given in (7.25) as

used later in this work,

— g(k&~) ________ 
a • e

_ikS1 
)[è

dD3e~.L O + 
~
dDhei (O)1

+

+ O(k 312 ) (7.29)

where

s,h i.. r
D — ;

~ +~~

8(~~
d) ~ ~d ~d e~ ,(O), and e~~(O) have the same definition as in ~~~~~~

(7.15), (7.19), (7.20), (7.25) and ( 7 . 2 b ) . The coefficients and \
r are

—~
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given by the expression (7.28), which is the generalized version of (7.22)

for the case of a wedge.

In the present work, we apply the formula (7.29) to the special

case of a curved wedge formed by a circular cylindrical surface intersected

by a plane.

7.2.3 Diffraction by a cylindrical—planar wedge

The ~tructure under consideration has been sketched in Fig . 30.

The incident field is the creeping wave originating from Q, which meets the

wedge at an angle equal to The curve of the wedge is a circle of radius

a lying in the xy plane. The direction of incidence at 
~w2 (diffraction point)

lies in the tangent plane to the cylindrical surface at P 2 making angle

8w2 with t (tangent to the wedge at P 2). The polar unit vector corresponding

to the direction of incidence, ~~~, also lies in the plane formed by and t.

The azimuthal unit vector is given by

— e ~ — cos 
~w2X + sin 

~w2~ 
(7.31)

The unit vector along the diffracted ray is determined by the direction

of observation (8 ,4~ )

(sin 8 con sin 80 sin ~~ 
con 8 )  (7.32) ‘

and

—ctP sin 
~w2~ 

sin

. (cos 
~w2 COS e0, ~~~~~ 

~w2 
cos 

~~~~
‘ 

in e con 
~~~o

(7.33)
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— ~d (7.34)

Now, we consider different quantities in expression (7.29) and evaluate

them for this special case.

Inc ident field 
~~~~~~~ 

e~~(O)): The incident field reaches the wedge at

grazing angle. Consequently , the only nonzero component of the incident d cc—

tric fteld is oriented normal to the surface of the cylinder. In other words ,

0 (7.35)

The norma l component of the electric field (the phase factor eliminated) ,

namely, e~ (P ,)e~~ 
(P

2
) 

at 
~w2’ 

is determined by evaluating the expres-

sions (o.5a ,b,c) at point P 2 . These formulas give the surface magnetic

field at any point on the body of the .vlinder . Now, if the surface field is

assumed to be locally a plane wave , the siriçle relationship betv~i’n the

components of electric and magnetic vectors of a plane wave can be utilized

to find the desired expression for the normal component of the electric field

i H.(P )
— — 

0 w. (7.36~
)

where H. is given by (b.5) and Z is the characteristic impedance of free space.

It is noted that because of grazing incidence , the incident and reflected fields

coincide so that one half of the total surface field should be considered as

the incident field at the wedge .

Computation of and Divergence Factor : The princ ipal radius ~f

curvature R of the diffracted wavefront at P • in the plane i~ ’~ and t) can be1
determined by either of the procedures explained in subsection ( .1.l’ . 

.
~~- . — ~~~~-~~~- -- --- -~ — ——• - --~ -- - -. —..—— --~ - --——- ---~

- .-—- .—- ..- ,.~~—.
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According to the first procedure, can be found by formula (7.19).

In this formula , B is replaced by B 2 , Kr is the curvature of the wedge which
1is equal Co in the present problem and

— (sin 8 con ~ , sin 8 sin ~ , cos 8 ) — (7.37)
0 0 0 0 0 0

fl~, — — CO S — sin . (7.38)

Now in order to find the derivative of B with respect to the arclength along

the wedge, dB/dn
j 

we note that

and 

tan B * Z2/a~ — (7.39)

1 .~~.._—a ( 7 4 0)2
8 d~ r12

sin B
— — 

w2 
(7.41)

~~ 8w2 
0w2

where 0
2 is the length of the geodesic QP 2. Substituting the above expressions

into (7.19) leads to

1 1 O~~~~1’ 7 4 2R 0 2 ( .

1 w2 a s in ~w2

- - I 
The second procedure gives the same result as in (7.42) ;

however , it is more complicated than the first one. Here , only the main steps 
. 

-:

of this method are explained and the details are not discussed . In order

to apply this procedure , the first step is to construct the incident wavefront

and to determine its local geometrical properties in the proximity of the

- 
_ __ .____ .

~~.._ .~_J
_ _ _ _ _ _ _ _ _ _ _ _ _ _ _  
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diffraction point 
~w2~ 

Having determined i4 and R~ , R~ and can be found

from (7..~1) and (7.20) .

The incident wavefront can be defined as the geometrical locus of the

end points of the rays emanating from the source located at Q and having

equal lengths, say , S0. The ray with length S ,  in general , is composed of

two parts. One part is a geodesic along the surface of length a and the —

other part is a straight line which can be considered as the tangential

continuation of the geodesic part in the free space with the length d.

Therefore ,

( 7 . 4 3 )

When S is a constant , each ray defines a specific point S on the wavefront

S consc. (Fig .  31). Therefore , one way to parameterize the incident

wavefront is to use the ~~~~~~ 
coordinate system of the cylindrical surface

in the following way : Each value of (a,3) def ines  a point  on the cylinder

and also determines a ray joining Q to this point. This ray can be continued

tangentially in the free space at a length equal to d — S — ~ to reach the

point S which is, indeed , on the desired wavefront . With this parameter—

ization system, the equation of the surface can be written as

a cos(~ con ~) — (S — a) • cos ~ sin (~~~
- cos

a , 3) — a sin(2 cos 3) + (S — a) • cos 3 cos (~ cos 3)

S sin 30

The principal curvatures and directions are now determined ~‘v means ~f

• expressions (9.6) and (9.~~) in ( ..e 3~ cr the formulas given in ~~~~~~ 
The

S 
a———
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—

—

Figure 31. Defining a typical point x (~i,~~~) on the wavefront
of the field along a ray originating from the point
Q at angle -‘ . 

.1.. 
~~~~~~~~~~~~~~~~ I _ _ _  _ _ _
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coeffic ients of th. first fundamental form 1 are listed below:

E — • a ~~~~~~~~ co.4 B (7.45a)

~~~ 
~~(S — C Y

F • * — ‘ sin B • CO . B (7.45b)

2 2
.~ o ( S  — a )  2 2

C • • — S~ + • sin 8 cos B . (7.45c)

The coefficients of the second fundamental form II are

s
o
— a  4

— * 2 
cos 8 (7.46.)

a

—

f a N • — ° .
~ • sin B • con3 B (7.46b)

H
• I

3 x  ‘ 2
g — —

~~~ N — S0 + — 

2 
• sin B e B (7.46c)

3d a

where N is the normal to the wav.front,

. ..

3X 3X
(7.46d)

~X 3X ’
30 3d~

The “mean” and “Gaussian” curvatures can be derived through the coefficients

of the first and th. second fundamental forms via

• • 
Eg — 2 fF  + cC _ 

K
1 

+ ‘
~2 — _ L  + 

1
2 ~S ‘‘S — a  

( ‘ ~~
• 2(E G—F ~ 

- o

- ;: : ~~ 

- S (S -  ~7.~e7b )

— .~—~~~~~~~~~~
-

• - .
-

~~~~~~ —• ~~~A - • •  — - ~~~
Si-____ _ . ~~~~~~~ ~~~~~~~~~~ — •-~~~~~~~~~~~ . - . •-

~~~~~~~~~~~
-
~-
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Therefore , the principal curvatures are

1 1
“1 — K 2 — s — a 

(7.48)

In order to find the corresponding principal direction, we note that

the curvature the directio: a — u
1 + u 2 

is given by

- 
eu

1 
+ 2fu,u2 

+
K ( t )  — 

2 
. (7.49)

Eu
1 

+ 2Fu
1
u., + Gu~

Using (7..~9) together with (7.48) leads to the following results for

principal directions and u2
:

u
1 

— (con (
~~ 

con B) , sin (~ con ~) , 0) (7.50a)

u
2 

— (sin B sin (2. con B) , — sin ~ cos (~~ con $) , con 8) 7.’Ob)

For those points of the wavefront that are on the surface, we have

K
1 

— , — (surface is a caustic)

(u1,N) is a tangent plane to the cylinder

u2 is orthogonal to the cylindrical surface.

Based on these relationships, one can conclude that the radius of curvature

of the incident wavefront in the direction of the tangent to the edge is

(7.51)
0 K 1 

0

In deriving (7.51.), Equation (7.21) has been utilized.

Substitution of (‘.51) into (7.20) and the exploitation of the fact that

• n .  — 0 lead us to a result exactly the same as what has been given in

(7 .42).

S ~•.~~•~~~ •• . - • •  -- - --~~~~~~~~~~~~~~~~~~ •~~~~~~
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Diffraction Coefficients X
i
~
t: The planar wedge whose faces are

tangent to the original curved wedge and approximates it locally is a

right angel wedge , sketched in Fig. 32. Referring to (7.28) and Fig. 32,

m is equal to 3/2 and

-2/s /3
X - 1/2 + cos (2ir/3 + 2~/3) 

(7 . 5 2)

where x xi — ~
r and ~ — ~i ~,r The magnitude of angle ~ can be expressed

in terms of the observation angles and the location of diffraction points

in the following way:

~~d ~~d 

2 
~~~~~~~~~~~ 

(~i a 

(7.53)
L sin Bw2

or

sin cos B sin (~~ 
— 

~ ) + sin 3 cos S — cos 2 Bo w2 o w2 w2 o w2
• - cos ji~~ 

a

sin
2 

Bw2
(7 . 54)

Usi ng the relation cos 8w2 
~ • t — sin • Si~fl 

~~~O 
—

Equation ( 7 .54 )  nay be s impli f ied as

con e
cos = 

sin 8W2 
( 7 . 5 5 )

The sign of ij is determined by E~~~~. Therefore, in order to define ~p

completely , the position of the observation point with respect to the

shadow boundary ( S . B . )  should be examined . Fig . 30 shows that  the plane

(t ,:
1) ,  which is tangent to the surface of the cy li nder at P~~~, is the local

shadow boundary fo r the incident surface ray . Therefore , the obse rvation

di rections (9 ,
-
~ 

) which sa t i s fy
0 0
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Shadow Boundary (SB lit )

Plane ..Lt• 
~~~~~ 

,
~~~~~~~

2
m:3/2

~ Proj~~’ir• 
I

Figure 32. Right—angle straight wedge tangent to the upper
wedge of the cylinder , projected on the plane .1. t .

• •.  

- 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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~~~ — 

~~~ 
< 0 (7.56a)

or

— 

~w2~ 
vi/2 (7.56b)

belong to the shadow region.

The singular nature of x causes some difficulty when the observation

point approaches the shadow boundary . As a matter of fact , when ~ tends

to zero, 
~ 
becomes inf initely large. This very well—known deficiency at

Keller ’s GTD diffraction coefficient has been the subject of investigation

by many authors. Several generalizations and modifications have been

introduced to make GTD uniformly valid over the transition region (around

the shadow boundary). Among the “Uniform” theories , we can refer to UTD

[101], [251 and UAT [100), [98]. Another approach to circumvent this

difficulty is to employ STD (Spectral Theory of Diffraction), developed by

Mittra et al. [82), (83]. This approach attempts to correct the root of

this difficulty by closely examining the earlier stages of the derivation

of GTD formulas rather than attempting to modify the final results post— fact.

In the familiar example of diffraction by the half—plane considered by them ,

it was shown that the singular nature of the diffracted field comes from the

fact that the spectrum of the induced current on the half—plane contains a

pole in the direction of incidence. When the observation point is far from

the shadow boundary , the simple saddle—point technique applied to the integra l

of the spectrum of the induced current leads one to Keller ’s CTD. However, when

the shadow boundary is approached in the observation space , the pole becomes

very close to the saddle point of the integrand , the simple method used in

the previous c isc fails, and more refined methods are required to carry out the

• - ______ •-~~~~~~~~a-•-~~. - i • a-
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current integration (e.g., introduction of Fresnel integrals , . . . ) .  It

was also pointed out that the existence of the pole in the spectrum of the

current can be considered as the contribution of the physical optics currents

of semi—infinite extent. Therefore, the scattered field was interpreted as

the superposition of the spectrum of a physical optics current and a

higher—order (k 1”2) component , called J~ , without the pole singularity.

In the later application of STD to the strip , the diffiacted field was

considered proportional to the spectrum of the induced current J , composed

of three terms,

j~~~~
b +3 tr

+~~
tr 

(7.57)

where is the physical optics current on the strip and are the 0(k~~
’2)

contribution of  the edges I and 2 truncated over the strip ,

~tr — J~~ 1 — ~~7 . S 8 )

~:here J~~2 are the O(k~~
”2) currents induced on the semi—infinite half—planes

erected at edges 1 and 2, and J1 1  are portions of these currents outside the

strip . Final results for the field were the same as those predicted by UAT .

Generalization of this procedure to the curved surfaces required some special

remarks on the definition of ~b When the case of the curved wedge is dealt

with, ~b cannot be simply replaced by the physical optics current on the

fictitious half—planes tangent to the wedge faces. The 0(k 1’
~~) current

components j ~ r
2 , more or less represent localized distribution of current in the

proximity of the wedge, theteforo , the Local propertios 0 the sur fice should

be sufficient to provide us with a fairly accurate estimate of that. Whereas

corresponds to the global distribution of the induced current on the whole
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body which can deviate substantially from what one would obtain based upon

the local geometry of the surface around the wedge . Initial results indicate

that using the approximate expression for the surface current (instead

• of physical optics current un the tangcnt half—plane ) for ~
b will hopefully

improve the accuracy of the existing solution for a curved—surface diffraction

problem.

In apply ing the above principles to our problem , ~b has been obtained

by truncating the current distribution that would exist on an infinite

cylinder. Thus, the radiated field due to ~b is derivable by subtracting

the contribution of the currents of the extension of the finite cylinder

from the field radiated when the cylinder is infinite (Chapter 8). The

contributions of to the far zone scattered field are proportional to

the spectrum (Fourier Transform) of these currents which are computed under

the same assumptions employed in GTD . These contr ibut ions  do not have any

• singularity and behave smoothly over the whole space. The fields FW1 and FW

• (diffracted from the lower and the upper wedge , Figure 19) are generated by
tr tr

J1 and J.~ and , based upon these principles , can be approximately deduced

f rom the GTD solution upon the subtraction of the pole singularity from

Kelle r ’s dif f ract ion coef f i c ien t s  
~~~

. In conclusion , the point is emphasized

once more that  using GTD ’s ~ as it stands provides us wi th  a scattered field

• due to the total induced current on an infinite half—plane , whereas in our

fo rmu la t ion tsee  F i g .  19) ,  FW is j u s t  the localized e f f e c t  of the wedges on

the total diffracted field. As a matter of fact , the f i e ld  d ue to the cur ren t

induced on the body has been calculated separately and represented by F~ .

In view of the above , the following definition has been used for 
~

f or the computation of Fw

- ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ a- • - 

-
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— ~~~~~~~~ — (physical optics) (7.59)

i,rwhere x (GTD) has the expression given in (7.52) and

(physical optics) — cotan -~~ + ..• (7.60)

and we also have

A
X(GTD ) — + A~, + A1~ + • • •  . (7.61)

In sunsnary , the final expression for the far—zone diffracted field due

to diffraction at wedge point P
2 in the observation direction (9 ,c~~) can

be obtained by substituting (7.59) , (7.42), (7.36) and (7.35) back into (7.19)

which leads to

~d 
~~~ 

..~d • 
e ut~

t 
e

_ u h h / 4  ~~~~~ 
• _________

w2 ~P kr 2v~~ 
sin 8w2 F L. 2 J

exp(jk[a sin 8~ con — 

~w2~ 
— a sin 8 C05 4i + cos e J }  (7.62)

Several remarks should be made on (7.62). First of all, is polarized along

&
~~
, because the tangential component of the incident field at P 2 is zero.

The observation vector ~ is connecting Q (the source point), which is chosen to

be the phase reference center , to the observation point. The diffraction factor

h is given by

h i r i -DF Xp + 2XF (‘.63)

It should be noted that 
~~~~~ 

is the diffracted field due to a point on

the upper wedge. Diffracted fields generated by the points on the lower wedge

are constructed in the same way only when ,
~

., is replaced by —t~ and geometric

-~~~~~~~~~~~~~~
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quantities of the lower wedge points replace those of the upper ones.

Formula (7.62) gives the far—zone scattered field in terms of its single

component. The unit vector depends upon the location of the diffraction

point 
~w2 ’  which cart also be expressed in terms of its components along the

transversal unit vectors along the observation direction ;

con (t
~
i
~~~~ 

— con 0o ~~~ ~~o 
— 

~w2~ct.— 0 —  . (7.64)
r sin ~6 o sin 0 aw2 w2

7.2.4 Blockage of diffracted rays

Some of the wedge diffracted rays may not be able to reach the observation

point because of their interception by the body of the cylinder . The condition

of the blockage by the object can be determined easily by looking at the

geometry of the structure . Blockage of the upper wedge diffracted rays occurs

when e > and the observation point is in the shadow region . Lower wedge

diffracted rays are blocked when e < -
~~ and the observation point is again in

the shadow region.

7.2.3 Caustic directions

Equations (7.1.9) and (7.62) express the dependence of the amplitude

of the diffracted field upon as it propagates along the diffracted ray .

is the distance between one of the caustic lines and the diffraction point .

This parameter determines the rate of divergence of the diffracted rays. As

it increases , the pencil of the diffracted rays dLverges more slowly , and con-

sequently , the diffracted fi..~1.d in that direction ~.ncroases. In th~ l imiting

case, in those directions where becomes infinit ely large , the diffracted

field accordin g to GTD blows up. However , i t  Ls known that real fields r emain

fini te in these r egions.  These d i r ec t ions  are cal led “cau s t ic  di r ec t ions ” and

-~~~~~~~~~~~~-.- - - -  -- -- - • - -- -
~~~~~~~~~~ • - -~~~~~~~~ - - -- - - - ~~~~~~~~~~~~ •~~~~~~~~~~~~
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are determined by Equation (7.42). From the above explanation , it is

obvious that GTD cannot be applied in these directions unless it is modified

in some proper manner.

In order to derive the desired modification , we reexamine the integral

representation of the far field . The expression for the far—zone radiated

field can be shown to have the following general form

jk[asin8 cos i, ’— ~ )+zeos0
F(0 ,~~ ) 

a ,J’ J ~p(8 ,~~) f(~
,,z) e 

0 0 ds (7.bS)

(derivation is given in the next section), where S is the surface of the cylinder

and f is a typical component of the surface current . For large values of k,

the stationary phase method for multiple integrals can he applied to derive an

asymptotic expansion for (7.65). Because of the finiteness of S, in general ,

we have two classes of critical points for the phase of (7.63’~. Class 1 consists

of those stationary points which are in the interior region of S, and their

contribution to the total field can be identified with the surface rays. The

other class contains the critical points which locate on the boundary of S

or the wedge of the cylinder. The latter class generates the wedge diffracted

rays. Based on this argument , it is expected that the wedge di f f r a cted f i e ld

can be represented by a one—dimens ional integral around the wedge stationary

phase points. Some of the authors ([95], (105], (106], [107]) have attempted

to identify this integral with the integral representation of a fringe cu r r en t

flowing along the rim of the wedge . Ryan et al. [105] applied this technique

to evaluate the field at the axial caustic formed by an axially incident

pla ne wave upon the ed ge o f p lanar  aper tures , disks , o r the wedge formed b~

a ring slope discontinuity . In this procedure , the CTD diffraction coctti :~ en r s

for the planar wedges and edges are used to determine an cquivalent current ~~~~

H 
_



105

the edge of a discontinuity. These equivalent currents are then integrated

using the radiation integral to determine the scattered field . As a matter

of fac t , the diffraction coefficients specify the diffraction at each point

on the wedge and the radiation integral sums these contributions .

The major drawback of this method is the way one defines the “equivalent

edge current”. The function determined by the diffraction coefficients is not

real ly a current  in a physical sense. First of all , the expression used as

“equivalent edge current” is not only a funct ion of the wedge point but also

depends upon the observation angles. Second , at points on the wedge,

removed from 
~ 

— 0, the diffracted rays lie on a cone and therefore do

not contribute to the radiated field in all directions in the entire space.

Consequently , we shou ld not expect accurate results by this technique in the

regions far from the caustic, and the “equivalent current” representation may

be valid only in a close neighborhood of the stationary point which contributes

signif icant ly  to the field in the caustic region.

In this report we have applied a procedure very similar to that

discussed in [105]. The type and expression of the equivalent edge current,

which should be placed on the wed ge of the cylinder , are determined by compar—

ison between the GTD formulas and the asymptotic expansion of the integral

representation of the far field radiated by the fringe current. Because of

the normal polarization of the incident electric field at the wedge (Fig. 30’~

and ~
d_po iar izat ion of the d i f f r ac t ed  f ie ld , the equivalent edge current is

• assumed to be of magnetic t p e  K1 ’). The radiated field can be expressed in

• terms of this function as

_  _
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— 
~k
’a ~~~ e 

kr 
—jk~asin~0

cos ’~— C 2cost~0
)

r w.. ~~~~~~~~~~~~~~~~~~~~~• ) K ( t’)e ° sin (~ ‘ — ~)d~ (7.66a)

wZ —lk
2
a jkr —jk(asin~0

cos~0—~~,
cost~0

)
E a ekr

~
• • 

W.. —jkc (~p)+jkasin0 os(-~—~
‘ J K ~~)e 

° cos(.~~,,, — ~~ (7.66b )

(7.66b)

whe re Kt ~~) has been assumed to have the fol lowing fo rm:

Kt ~
) - K ( e ~~~~~~~

— [~ a~” + — geodetical distance between the source Q and

an arbitrary point on the wedge defined by ~~ .

i~~. 66d)

Equations i,7.6bs) — (.66d) have been written for the upper wedge. Similar

expressions can be derived for the • lower wedge . Here, once more , we

eu~ hasize that we would prefer to consider (.66) as an approximate integral

representation of the field in the caustic region rather than interpreting K~~ )

as an equivalent edge current which generates the diffracted field. The angle

determines the location of the stationary phase point on the wedge

corresponding to the caustic direction. It Is believed that a one—dimensiona l

integral representation for the field similar to ~~~ can ~e derived

‘~ v t r ea t ing  a sy m p t o t i c a l l y  th e exact  s u r f a c e  i n t eg ra l r ’p res en ta t ion  of t~ie

far tield near the wedge .

_ _  - ~ • i .  _ _ _ _ _ _ _ _ _ _ _ _ _ _ _
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As discussed earlier , our basic criterion for determining the unknown

func tion K(~D) is the assumption that one must recover the GTD results by

asymptotically expanding (7.66) around the stationary phase points far from

those corresponding to caustic directions . To this end , we apply the

stationary phase method to (7.6e) . Integrals given in (7.66) are of the

following general form:

- ~ h(p)e~~~~
’
~~d~ (7.67)

where

— a sin co n ( - ~ 
— 

~~~
) — /(a~)

2 + . (7.58)

The stationary phase point is given by

I

~~~~ a~~— — a sin ~~ sin (
~~~ 

— 
~~ ) — — 0 (7.69)

o o ,

+ (a~r

or 
— 

sin 0 sin (~~ 
— . (7.70)

11 0 0
+ (a~~~

The stat ionary point  is the root of (7 . 7 0 ) , which is the same as ( 7 . 3 ) .

Therefore ,

-.~ —~~~s

In other words , the stationary point of ~~~ coincides with the

d i f f r a c t i o n  point corresponding to the observation direction (~~~ 
, .~~ 

‘
~ given

0 0

bv ~~~~~~,. At~~~~~~~,we have
S

• / , ‘  a si n
•

‘~~~~~ ) — — a sin cos (~ 
— 

~ ) — U .  2~S 0 5 0

L - -  ~~~~~
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where -

~~~~ ~ t~~~) and ~ — sin 1 ( t ~J o ) .  Using (7.42), ( 7 . 7 2 )  can be rewritten

as

—a sin ~
- ( 7 . 7 3 )R

1

when R
1 is finite or the observation paint does not lie in the caustic region.

In this case, ~(~
) can be expanded around ~p :

I
a sin~~~

~~~~ 
) — (:‘ — ~

‘ ~~ + 
... ( 7 . 7 4 )s

1.

and

~ 
+~~~ jka sjn~~

-
‘

S 
s h~~~) e d~ (7.75)

Integral C.75) can be computed approximate1~’ by changing variables and using

Euler’s formula. The result is

,2~~R ~I(’ ,~~ 
) ______ e 

• -r h~~’ 
‘I • ( 7 . 7 b ~0 0  k a sin~~

R 1~~~ 0

Formula (7.76) is used to derive the first-order term in the asymptotic

expansion of 
~~~~~~ The final results are

— 4 kr  ± ‘-~ ‘I.e /‘
~~

‘R ~kf asirr- c’s(:- —
~~ ~—~ sin~ c~’s~ ( ,~~‘05S - e ~ I - s cE — — . — — • eKr , ~~~~~ sin

cos • sin ~ —
0 0 ~. - •

- • (.. 4 ,~ ~ 5j f l  ~~~~ ~~~
- ‘

~ ] , •
-‘ s

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
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w2 ~~~~ 
~~jII/4 /kIR1~ 

jk[aain6 cos(~~—~~)— asin0 cos~~+e2cos6 J
E0 

— kr 2/~~ 
sin I8~ 1 

‘ e

cos (c~ — c v )

sin 
~~~~~~~~ 

. [— jk sin 8 K (~~)] . (7.77b)

Comparison between (7.77) and GTD formulas (7.62) and (7.64) determines K(~ ):

Z • Dh(~ ) H ( ~)K(~) — 
~~~ 

sin~~(~~ 2 (7.78)

In a caustic region where R
1 

-
~~ or ç~(2)

(4) 0, formula (7.76) is not

valid any longer, and the third—order derivative of the phase should be taken

• into account. The expansion (7.74), in this case, is replaced by

(3)
~‘ ~~ I ~ (~~

) 
3f~(~~) + 2 

~ — 
~~~~ + S 

~ 
— (7.79a)

where

( 2  2!3a sin 83)
(~~ ) — a con 

2 
— ( 7 . 7 9 b )

and the integral in (7.75) takes the following form ,

) ~(3)( )

~~~ jk~ ~~~ (~~~~~~ ) + 6
j e . (7.80)

At the caustic direction where 
2)
(~~~ vanishes, a fairly accurate estimate

of (.30) can be obtained by first extending the domain of integration to

infinity and then expressing the resulting infinite integral in terms of

Ganm~a funct ions .
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~~~~~ ~~~~~~~ )
~ 3

6 5J (~ 5 ) 
d~ 

T 6 —~l/3 
• 
‘(1/3) 

• (7.81)

S L.

La very special regions (for example at 8 — ~/2  and 7~)

and c2~
3
~(~~) become extremely small simultaneously and , hence, higher—order

caustics will occur. These situations can be treated by including higher—

order terms in the expansion of the phase function

I ) 4)~~ 
~

~~ 
) + — 

~ )~~~ + - 
~~ (

~ 
— ~ )3 + S 

~~~~ 
— ~

- b s

(7 . 82a)

where

I
a
2 
sin 

~ 
2 15a cos ~~fl

~ —~~~~
( — • 1 + — - -  + (~~.S25~S ‘

-~ L

and the phase function in the integral (7 .75) should be replaced by i ts va lue

given in (7.82b). Again, in this case, in those directions where

and ~~3)(~~) vanish simultaneously , the integral

e
~ 

d~ (7 .83)

can be approximated in the same manner discussed in the previous case . In

this case, the final result is

e S d 2~ • C 
~~~~~

k ~~(4 )
( .  ~ —

0 .

hill _LI ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ - •~~~~~~~~~~ _ -~~~~~~~~~ 
_ . _

~~~~~~ - -
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A careful  study of the expressions ~2
(2) ~~3), and reveals that

their simultaneous vanishing is not possible and, hence, higher—order caustics

cannot occur. Also , it is obvious that closed—form expressions like (7.76),

(7.81) , and (7.84) canno t be used in the proximity - the caustic directions .

One possible approach is to use the integral (7.83) together with the

expression (7.82a) and derive a transition function to replace the factor

2ir R
1 ~~~~~

k 
• 

a sin (7.85)

in the formula (7 .62 )  for the field in the caustic region. This replacement

provides us with a fair ly smooth transition into the caustic region from the

observation directions where the formula (7 .62) is applicable.

~ 

-
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8. TRUNCATION EFFECT

According to our formulation of the present problem given in Chapter

4, the far—zone raaiated field was decomposed into the upper— and lower—

wedge contributions FWl~
W2 and that generated by the current induced on

the surface of the cylinder FS. In Chapter 5 the fa r f ield due to a poin t

source located on an infinitely long cylinder was calculated and the surface

ray representation was used to express the final results. Frequently , the

far—zone field formulas for the infinite cylinder are used as an approximation

for the case of the finite cylinder. However, this technique yields inaccurate

results, especially for the observation points near the axis of the cylinder

where the expressions given in (5.1) and (5.2) are not valid , or in the

cases where the distance of the source from one of the ends of the cylinder

or the total length of the object is not large enough. In order to carry

out a more accurate approximate solution to this problem , the current

distribution on the finite cylinder will be taken identical to the distribution

on the infinite cylinder [73] .  Then the contributions of the portions of

the infinite cylinder above z = -e2 and below z = ~~~~~~~ (Fig. 19) are determined

with the assumption that the current on these semi—infinite cylinders remains

unchanged when the cylinder is truncated. Subtraction of the contributions

of the two semi—infinite cylinders from the infinite cylinder field yields

a better estimate for the far—zone radiated field due to the finite cylinder.

In this chapter , we derive the approximate expressions for the far—zone

radiated field due to current distributions of the upper and lower semi—

infinite cylinders.

8.1 Far Field Radiated by Upper Semi—Infinite Cylinder

The far radiated field due to a current distribution confined to a

region of space with a finite extent can be expressed as

_  

- -—-~ -- - —~--.S-—---- -- • ~~~~~~~~~~~~~~~~~~~~ — - - ~~~~~~~~• - —~~~~~~~~~~~~~ _ --
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-jkr
E — ~~~~~ 

e [J —(k .1)k I (8.la)
a 4irY 0 r a a a x ,y, z

where .1 f J ( ’ )  ~~~~ d3
? (8.lb)

Source
Region

Obviously the semi—infinite cylinder is not “finite. ” But the fact

that the decay of the current due to a point source is very fast and

strong at far distances from the source allows us to use (8.1) in this

case, too.

The far  field (8.1) can be put in terms of its components along

in the observation direction :

— E cose 0 cos~ 0 + E cos8 0 sin4 0 
— E sin8

0 
(8.2)

E~ _E
~ 

sint ~0 
+ E coscD

0 
(8.3)

Combining (8.1), (8.2), and (8.3), one obtains

- 
—jkr -

E — 
1k 

. L.... [ J cos 8 cos~ + J cone sin~ 
— J sine I

e A1TY0 r x 0 0 y 0 0 z 0

(8.4)

- 
-jkr ..

E~ — 
~~~

__ t j
~ 

sin&~ 
+ 
~v 

cos4
0

1 (8.5)

Applying the above formulas to a semi—infinite cylinder erected at z —

z < 4 - )  (see Fig . 33) .  we note  tha t  in this case two—dimens ional

Fourier transforms of axial and aziattuhal components of surface current

distribution are dealt with , so that the  f ie ld may be written as

S - ~~~~~~~~~~~~~~~~~~~~~ -
.
-

. - 

- - -



-5------- —w —--
~
—--- — 

~~ • .1~~ ~~~~~~~~~~~ — — —-5 ,— — — —

114

z

I ~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 

Observation

1
i ~~~~ I

y

LL”~~~T~~~~~

Figure ~ ). Upper and lower semi—infinite ~‘v1inder ~ . 

—- -- --—- - ~~ - -- - ~~~- - -~~~~-- — --- -• ~~~~ -~~~~~~~~~--- _ _ _ _
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a k() {acose0 
T~~ (sin(~ø

_
~

)J
cp] 

— asin8
0 
T1~
P (J )}

(8.6a)

— A() {a.TUP [cos (~0_P)J~]} (8.6b)

where 
-
~~ 

jj~~ ~~~~~ 
—j kasine 0 cos~ 0 (8.6c)

Mr) 4vY
0 r

and TUP is the two—dimensional Fourier—type transformation defined as

U 271 j [ka sin8
0 
cos(~b-$0

)+kz cose
03

T ~ [h( $,z ) ]  — f d~ f dz h(~ ,z)  e
2 (8.6d)

It is obvious that using the exact solutions for J and J in the above

equations makes the double integrations a formidable task to perform,

especially in the high—frequency range. Besides this point , we should

bear in mind that expressions being derived in this chapter are only

corrective terms to our final solution. Based on these facts, approximate

expressions (6.8) were chosen to represent the surface magnetic field or

surface current components on the semi—infinite cylinder. The expressions

(6.8) have been shown to be fairly accurate estimates of the surface field

when the observation point is two or more wavelengths far from the source.

Theref ore , we have (Fig. 33)

- - 
— H

~t,
(P) a 

~~~~~~ 
(H
8 
sin

28 + H0cos 231 (8.7a)

2 2J (P) —H (2) ( M z )  (_H
~
cos 8 — H sin 

~~
] (8.7b)z
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where H (P) and H ,(P) are given by (6.8a,b). The special form of the final

expressions for J~ and are such that we can represent them as

— Jzo a’) . 
~~~~ (8.8a)

J~(P) — J
~,o
(P) e - ~~ (8.8b)

where ~ is the arclength of geodesic QP (Fig. 33). Substitution of (8.8)

• into (8.6) leads us to the double integrations of the folluwing general form :

2~’ 
a 

— k jk (asine
0 

cos (~ —$ )+z cos8 I
F (8 ,~~ 

) — f adq f dz f (~ ,z) e ~e 
0 0

0 0  o
2 (8.9)

2 1/2 Uwhere ~ — [z 2
+(a -~ ) I . Here , we attempt to simplify the computation of F

by deriving an asymptotic expansion for the inner integral (with respect

to z) on the assumption that kZ ., is large. To this end , we rewrite (8.9)

as

271 jka sine cos(~ —
~~

)
— f ad~ ?(~~) e 0 

(8.10)
0

where

—
~~~ 

j k ( z  cos 8
0 

— / ( a~~Y+ z
2 I

f (~~
) — f dz f( b ,z) e (8.11)

and then apply the stationary phase method to (8.11). At this point one

migh t raise the question why i t  is not possible to appl y this method to the

original double integral (8.~~). Theoretically , it is possible to evaluate

(8 .~~) by the two—dimensional  version of the st a t i ona ry  phase meth od , however ,

L & ____  - -

I,. . 
• ~~~~~~~~~~~~~~~~~~~~~~~~— - 5 -  - •--- ~—-  -- --—-5 — -~~~~~-- —---- --5—--—---m -5-- ~-_— —— ---~~~~.—--~~~~~~~~~~ - -~~~~ ~~~~ - - --
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it can be shown ( 8 5J  tha t  the s ta t ionary  po in t  of the phase of the integrand

(8.9) is of second order . This fact makes the r e su l t ing  two—dimensional

asymptotic expansion very slowly convergent and , in addition , the coefficients

of the double infinite sum become hi ghly complicated when order of the terms

inc reases.

In order to app ly the stationary phase me thod to (8.11), first we

rewrite it i.,

- 
f ~~~~~ •

ikq(z.D) (8.12a)

where q(z,~~) — z cos80 
— v (a~)+z (8.12b)

The stationary point of q is given by the following equation

— cos8
0 

— — 0 (8.13)

from which the following expression for the stationary value of z as a

function of ~ is obtained :

z ( ~) a I- ~ cotge
0 (8.1~ )

________________  

-

- ~~~~~ ———-— - • _ -• -- ~~~~~~~~~~~~~~~~~~ 5---- --~~- ._ _ = ~~~~~~~~~~~~~~~~~~~~~~~ —--~~~~~~~~~~~~~~~~~~~~~~~~-
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The phase function q(z,~ ) can be expanded around z

- • q~
2
~ (z ,~

)
q(z ,~ ) q (z ,-~) + 

S (z—z Y + ... (8.l5a)

where

q(z
3
,~ ) —a I .~Is ine0 (8.15b)

3
—sin 8

q (z ,~ ) — 
aj~~j 

0 
< 0 (

~~0) (8.l5c)

The case in which ~ • 0 is of no interest to us because z (-~) 
-
~ 0, and

if k~ , > ‘  1, then the stationary point is located far outside the domain

of integration and thus has negligible contributions to the integral.

The most significan t contributions to a typical integral of the form

given in (S.12a) , when k is large , come from the end poin t  z — ~~~, and the

stationary point • z (~ ). When these two points are far apart , these

contributions can be computed separately and then added to give an estimate

for  (8.l2a) . Of course , if the s ta t ionary point z~ is far from the end

point and outside the domain of in tegra t ion , only the end po in t  cont r ibutes

to the integral.  A more complicated situation can occur when the two points

approach each other. In this case, the simple formulas for calculating the

contributions of a single isolated end point or stationary phase point are

not applicable any longer. The details of the procedure for  t r ea t i ng  th i s

case have been explained by many authors (for example, see page .~~l of (108]\ .

We apply the final formulas t~ (S.12a). The first—order term in tht’ asvmpto ti~’

expansion of ~S.l2a), according to the above—menti oned procedure,

_ _  

_ _ _  

A .

— 5- — - — -•_ .~~~~~ 

- -5 — — -  1_~ -~--_-_ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ . ~~~~
_ ——— ______________
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~~~ 
Jk q(z 5 ,~

) 

{ 

~~~~~~~~~~~~~~~~~~~~~ 
Q L s 2 (~ ) ,?~ .

• ±i (ks~+n/4)
+ 2k 

~ 2 (
~~

) 
. h2 ( p ) — f ( z ,~~) . h (pfl

, q~
2
~~z5

,, 
~ 0 (8.l6a )

where
2

Q(y ) f e~
< 

dx (8.16b)
• y p

1/2
— l q ( z , i)  — q(t2,~ )J sgn 2

z
5
(~)) (8.16c)

• (~~~~
) ~~~~~~ q~~~ (z ,~ ) ~ 0 (8.l6d)

~ 
q —

2 s.,(-~) e— (—) )
— — 

, q~ (z ,~~) ~ 0 (8.lbe)
I , ,  Sq

When. z ~.,  one has 
~~~~~~~~~~~ 

• 0 and , consequently ,

Q(s., ~~~ e~~~’4 ) a Q(0) — ~c/2 (8.17a)

and

____________ 
+j ’/ 4

— 
- - jkq(z ,~ )—fU() -c1/2)~ f(z ,~~) e S 

(8.l~b~
~ ~~~~~~~~~~~ ~

_ _ _ _ _ _ _ _ _  

__
_ 

A
ILL5 ~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~ - ~—- ~~~~-•~~~~~~~~ ---~~~~-- •~~~~ - . 
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which is the well—known formula for con~ uting th. contributio n o! a single

isolated stationar~’ phase po~nt . the factor 1 2 in front of thi- ~ formula

accounts tot the semi—in finite integration interval. ~hon : is quite far

from ~~~ , or i k ~~~~ 1. using the following asympt otic expansion for ~,

• + ~~~ (— Re:~

II x -‘

•

0 x •

the expre ss ion (~~ . l ; i~ reduc es to

~k~~ : ~~~~~~~~~~~~~~~~.T - S •- 
-t (_~~~~

‘
~ — 

— 

~~~~~~~~~
‘ k q ~ ’’1

tz ,~ ) 
S S

jkq .z .

— 
— 

q S

The important l i m i t i ng  cases ~~~~~ and t~~.18~ indicate t h at  the fo rmu la

t S . I • indee~i . s.i t is f ho or i t  or t .~ 1t i scussod c.~ ~ - 1 . ho -~ :‘c -  ~; I

case where ~~~~~ is given ~‘v .l1b’~, one has

S 
• 

- —— - —-- -5 — —-5-—----——.-- —-5----- — —-5-- ___ _ _ _ _ _
_____

~~~~~~ ___ —
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_________ 
1/2

• 5gn~~ 2-z 5
(~ ) )  

~ 
- a j~~f Si n80-~ 2 cos80+ /(a $) 2+L~ ($. l9a)

h ( ~) • /2a
j~~ . e~~~’~ (8.l9b)

V sin e

2 Is2 (
~

) I e~~’~
’
~’h.,(*) • (S.l9c)

—

I 2 2,( a~) 
~~2

Let us deno te

— 
~~~~ ~7i 

( 8 . 2 0 )

then

Q
2~~~~~~~~ ’~~~~ e~~~~) - Q (( l + j ) ;2 (4 ) 1 (8.21)

Equation (8.21) can also be written as

-
~~~ çl+j).z2 — 

2
Q[( 1+j ) ~~(~) J  • ‘ -

~~ 

— e X dx ( 8 .22 )
- - 0

After proper changing of the variable and some algebraic manipulations , one

can express (S. 22) in terms of the Fresnel integrals C and S.

— ‘ 5
*5..)

Q((l+j):2) — / - ~~- { l— (1+j)[c(—— ~-) — JS(—~-’I 1  ( 8 . 2 3 )

where

5 — —

•~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~ 
• • 

- 

-. • •  
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z -,
C(s) • I cos (-~ t )  dt 

(8.24a)0 -

S(z) — 1 Sth(j~ t
2

) dt 
(8.24b )0

Several proce d ures exist f or evaluating the Fresnej integrals for various
ranges of argument. Some of these procedures invo lve some auxiliary functions .One effi c ient way to compute c and S, which has been discussed in [62] , isto write them in terms of some new auxjjja~~ functions f

0 and g0 having
reasonably simple expressions :

iiC(s) - + f
0(z).sin(~ ~

2
) - g

0
(z )  . cos(~ z

2
) (S.25a )

‘
S(z) • 1/2 — f

0
(z)~ cos(.. z )  — g

0
(z) . sin(-~- : )  

(8.25b)

where f0(z) and g0(z) are given by following approx imate expres sions [62]:(0 x <

1. + 0 9~6xf
0
(x) — 

2+l.792x + ).104x~ 
+ 

(8.25c)

I1g0 (x ) 
i42x + Z92x~~4T~~~~~~~~ + (8.25d

‘ 2 ~ l0~~ 
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Substitution of (8.25) in (8.23) yields

Q((l+J)c.,1 t1— (l+j) + jf
0 
(.... 2) e~~

2 2 —g (—-1) . e ] }

> 0 (8.26)

When :2 
is negative , it can be shown that

Q[—(l÷j)k2 1] — — Q((l+j) ,2~ ] (8.27)

Combining (8.26) and (8.27) results in

Q [(l+ 1) ; 1] — v r r  {O(—~ ,
) — sgn(~2) 

e
— —

2k2 1 —j2~~ 2k2 1 —j2;
[j f0 

( ) e — g0
( e ] } (8.28)

or

2
—j2~2V~ T 8(_;

2
) — W(:2)e ‘ “2 ~ 0

Q[( 1+j) ; 2 ]

2 2 
— 0 (8. 29a)
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where

j 1T/ 4  ~~~- -

W( x) — v~~ sgn (x) 
e 

~~~ ~~~~ — g0 (8.29b)

The above expression for Q is employed in (8.l6a) which together with (8.19)

leads us to the following expression for  f U (E D ) ,

jkN.., cos80 
— /(a~)

2+Q~ —h ( -~) f ( z  ,~~)
f U(~) - e ( ‘

— j k a Lj s i n e 0
j .T / 4  ~~~~~~~~~~~~~~~~~~~~~~ e

5 
1+  -

(8. 30)

The fu nction f
L
(~~

S
) is used in (8.10). Then the ~—integration is carried out

numerically to obtain FU . When the arbitrary function f(~ -,z) in (8.9) is

replaced by J~0 sin (~~~
—

~~) ,  J~0 
cos(~ 0—-~

), and ‘~o (given in (8.8) and (8. fl,

various terms of the expressions (3.6) for  the components of the radiated

field due to :he current distribution on the upper semi—infinite cylinder

are obtained.

3.2 Far Field Radiated by Lower Semi—Infinite Cy l inde r

The sane procedure  is applied to eva luate :~~ contribu tion o~ the 1c’~-cr

semi—infini te cylinder. The fInal result is exactly the same ~s for the

pr eviou s case except for ninor changes in some parameters. As ~ natt er  of

fact , in this case , rUP ,FL ,f~ are replaced hv ~~~~~~~ in whi ch the

z— integration is carried out over the inte rv -~1 ~~~~~ 
~~~~~~~~~~~~ 

Here we u s :  onl~’

_ _ _  _ _ _ _ _ _ _ _ _ _ _
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the final results ,

/ 2 2
—L 

jk [—t1
cos3

0
—V (a4~) +Q ,1 1— h ( c~) . f ( z  , - ~~)

f (~~) - e ‘
~ 

‘
~ ~~

v k

+ ~~~~~ 

f(-~1
,~ )~ h1

(~ )-f(z, h
5
(~)~ 

+e 0

2v2 . ‘~

h (~)~f ( z  ~~~~~~~~~~~~~
• 5 S (8.31a)

where

______ 
1/2

s1
(~) sgn(~1

+z~(~)) I -a !sin ~ 0
+~ 1 

cos~ 0 
+ /~a~)

2+~~ (S.31b)

- 
~~~~ ~~

- (8 .31c)

2 s  (~~) ‘ e’
~~~

”4

h (-:~
) 

1 (8.31d)
1 

~
- i -cose +

0 
/ 

-,

--5 -~~~
-
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The total contribution due to those parts of the cylinder that have

been removed is the sum of the fields generated by the upper— and lower—

semi—infinite cylinders as discussed above . It is expected that subtraction

of the radiated field generated by the truncated parts of the structure from

the total field will improve the overall accuracy of the results.

I 
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‘) . APPROXIMATF . EXPRESSION FOR ThE FIELD IN 1” AR AX lAI .  RE~H0N

Equa t ions ~ . t ’~ and t. ‘. 2) used In Chap t c 2 t or comput I ug the

contributio n of surface rays are not valid in the parax ial region ~~ 0,

or ‘~ (this point is discussed ti~ mor e det~~i I in  ($ ‘ s or in Sec . ~~. .~~

It is wel l—known tha t field components in this region ~to not have any strange

behaviour and their variation in polar region is more or less smooth. tiased

on this fac t , which Is supported by theoretical analysis and exp er iment a l

dat a , suvora l techniques have been suggested f o r  t tol d evaluat  ton in  pa raxial

r~gtons . In son. cases where s i m p l e  field e~~resstons are availabl e out*idu

the paraxtal togion , Uuv gen ’ a priuc t~’ Ic can be i lWoLod to  t tn~i hi ’ t t o l d

itt pat-axial diroc t t ons t~v integrating the I teld over an arh I t  aarv surface

enc los t ug the oht .‘c t . When t he  asympt otic formulas based on cer t a i n  canon i c a l

prob lens a r t ’ i nv olved i~ or examp le • in CTD or our oaso\ , it may be i’”~~ 
tbi~’ to

mod I tv ho exist tug formulas 1w si udv I ng the exac t sot u t ion t O 00 rrespoud tug

can onic a l  prol ’ lems (or he spoc ta I ~I tr oc t ton s in whi ch the exist tug fornmlas

. t ro not valid ( 2-,

Our prob lent is to fInd the far— :ouo 1-thI I atod t to Id generated by a

S U t I  ace current distribution cxc tied by a p oin t souroc on a I tnt to cvi t nd1 ’r

in t hi’ pat -ax Ial region. (1~~ t ug th e  same , iv gurnent  ~ t yen in  t hi ’ p F S ’~~ I otis -~oc t I

wo assume t h a t  t ho current di str ibuti on on I ho I n ~~~ cy l i n d e r  Is t ho same

as that ot  ata tuf m itt ’ one’ tr~tncato3 to a I t n t  to  l5 ’n~ th . Ihc et I ,‘o s 5’t  t In ’

wedges a Fe ’ accoun t od for when the wedge di ( tao t ~ el t i e  ids at o added o th .

~‘ta 1 t teld . In the present case, as shown tat or • i t  t u rns  ou t  tha t oUt ’ can

compute th1’ t it ’ Id .dong the ax i s  — 0 , ‘~ ~ 1w a \ -o r~’ o f f to ten t numer t 5 a  I

~
‘ t o l l - I lLI t o .  taao~t Ofl t i ’ at ’ t hat Ito to Id tseltavt ’s smoot It lv n t ho pi’ lat

Ft ’~~ 1 on ,  otto 5an ut ii ~c ho f t~~ ’ Id vat ni’ a I on~ I t t ’ ax  i -
~ ~ von h v  n’ tto

us se’~l t at o F a ttd t h~’ t I i ’ i t t  ~ nan t tI os at t h~’ ‘0 ut ~ not  Vo Fv 0 t o ’.s ’ 1~’

ax a I r c~~ t on  ~‘t’ta I tc~l I’v our asv:tip to t  i s ’ ~‘rtwu I as n some u “~~~~~
‘
~~

‘ l i t  on - .c h , -~n-

- 
- 5 -  -5 -- 5-—-  ~~~~ ‘ J

- --- —‘.~~~~ — - — _ . _ _ _ _ _~~~~~~
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the field in the pat -axial region . We wil l  now outline a very efficient

approach for calculating the field along the axis (P ,~ — 0,n).

The far—zone radiated field due to a current distribution on a finite

cylinder is given by equations similar to (8.o). The only difference is

that, in the present case, the z—integration in (8.6d) is carried out over

the range 
~~~~~~~~~ 

.

Referring to Fig. 3~. in the axia l region — {O the rectangular

components of the far field can be written as

IT I.
EaX — A(r ) . f ad4~ f dz J

~
(
~4t , z) e  (9, Ia)

— 1~

E~~
X 

- A(r) I ad~ (2 dz 
~~~~~~~~~~~~~~~~~~~~~~~~~~~ 

ç9 . lb )

— ‘S

where A(r) is defined in (8.6c), and J and J are rectangular components of

the surface current which can be given in the term of J ,

J ~-J sin~ , J J cos~ (Q . 2)
x ‘~ V ~‘

Equations (9.1) have been obtained by evaluating t- ’~.l) along the axis.

It follows from (9.1) and (.2) that only the ~—component of the surface

current contributes to the field along the axis.

The exact modal solution for the surface current due to a

magnetic dipole of moment

:1
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Figure 34. The geometrical meaning of the parameters
used in Equations (9.1).
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— i~~~~— M~~ ~~~~+ M  (9.3)

can be written as

— jw i~(2i~a)2 
n — ~ 

•~~~~‘~ 

—

~~ dk (n,k ) e
Z

M -jkz
+ jwu(2nj7; n..Lo 

~~~~ f dk~ ~~ (n ,k
~
) e Z (9.4a)

where

nk H~
2
~ (k a)

J
c 

— _  2)’ 
(9.4b)

t g ( (k
~

a)

(,)
H (k a)

— k . (9.4c)
~ t H~~~~ (k a)

n t

/k2_k 2 , k < k
— /k2_k~ — 

Z Z (9.44)

k k2

5— —-5 ~~~~~~~~~~~~ ~~~~ 41
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Insertion of (9.4) in to (9.1) and some algebraic manipulation leads us

to

JM —jkr 
— 

k H~~~(k a)
— ____ 

e f dk v (k
~
+k) z t 9.5a

X 8w a Z k
~
R
i 

(k
~
a)

—M —jkr k H~
2
~ (k a)

— 
Z 

• 
e f dk V(k k) t 1 t (9.5b)

~‘ 8w2 r z z H~
2
~ (k

~
a)

where

2. — i t 2 .2 +i t2.1
~ —~tz e —e

V(t) a f * e ‘ dz — (9.5c)
—i i — it

(minus sign is for — 0 and plus sign is for — ~). It can easily be

shown that the above integrals are very slowly convergent in many cases ,

the fact which makes their accurate evaluation a tedious task.

In this work we have employed a technique used by Duncan

(l09~ in the study of cylindrical antenna prob lems. Here the method is

illustrated by discussing its application to (9.Sa). For (9.Sb), only the

final results are given.

In order to apply this technique to (9.5a), let us rewrite the integral

in (9.5a) in the following form : 

— —  i-- ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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I — j dk . U (k ) • F(k ) (9.6a)
X Z X Z 5

0

where

k H~
2
~ (k a) F

1
(k) + j F~(k) , k k

F(k ) — (9.6b)Z k
~ 

H 
~ 

(k
~
a) 

F 3 
(k~~ , k k

k J
1
(k
~
a)Jj(k a) + Y

1
(k
~
a)Yj(k a) TF (k ) — — ________________________________ 

- (9.c6c)Z 
Jj (k~a) + Y~ (k a) I

2k
F,i k )  — • 

I
- 

~k~ t1 Jj (k
~
a) + Y~~ (k~a)

k K ( k 1 a)
F
3
(k) -.~--~ -r . 

K1(
T k
~
:a)

.s’h~ n k k, t can ~-o Now n t ‘
~~.‘ t F — — La . r~~ - ~ ~n~- on ~

‘ 
-
. an a t  ~~~ ‘x

w ritten a—~ ~ol 15 ’ws:

-I

— p 
~~~~- — ~~~~ - -- - -.~~~~~~~~~~ - -- -
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sin (k —k),~~ + sin (k~—k )~ 1 sin(k
~
+k)2.2 + sin (k5

+k)1
1U

~
(k
~
) - 

k -k 
- 

k +kz z

(0 .7 )

I cos(k —k)Z — cos(k —k)~ cos(k +k)i — cos(k +k)t
+ 1 4  a 2 a 1 

+ 
z 2 a

-~ k -k  k+ kI a a

Inserting (150) in (149*) , one will be dealing with integrals of the following

general form :

(sin)(k k)-~, * (~~~)(k k)zcL)$ a 
,. 

cos a ~~ F(k ‘I dka k , k a a

Let us consider the following typical integral

-
~~ cos(k —k)?. — cos(k —k)~

— r dk 
k:

_k ~ F(k )

which can be rewritten as

k cos(k —k)~~, 
— cos(k —k).

~~~~ dk - a 1 F I k )
1 

b 
a k — k  I a

‘0 cos(k —k )~~, — co sik — k ) .
+ 

. dk . 

k — k  F 3
(k)

k Z

- —~~~~ .. - - - 
~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~ 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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k cos(k —k)2. — cos(k —k)Z
+
~ dk 

k-k 
~ F2

(k) (9.10)

From (9.9), one can derive

sin(k —k)2. - sin(k —k)Q
Re C~ Re ( — i ~/

‘ dk ( 
Z 

k — k  
~ F(k )

j(k
~
_k)z 2 j(k

~
_k)

~ i
+ 

~ 
dk e 

k 
— e 

F(k ) ~ (9.11)
0 a

The first term on the right—hand side of (9.11) can be computed by (9.6b),

sin(k -k)t~ - sin(k -k)~Re { —j f dk [ Z 
k — k  

a l
i F(k ) ~ —

k sjn(k -k)Q - sin(k -k)~f dk Z 
k — k  

1 F2(k) (9.12)
0

In the second term of (9.11) given below
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j(k —k)~~, j(k —k)2.
1

Re ( [ dk k — k  
e 

. F(k ) } (9.13)

the kr
_integration is along the path C

1 in the complex ks
_plane (Fig. 35).

It can be shown that the integrand has no pole in the first quadrant and

also the integrand exponentially decays as k
~ l -

~ ~~, as long as tin k > 0.

Therefore, if the integration inside the curly brackets of (9.13) is carried

out along a clbsed contour cou~ osed of C1, a quarter circle at infinity in

the first qu~~~~nt going from Re k to tin k , and C , (Fig. 35), the result

is zero. Consequently , the integral (9.13) can be evaluated along the path

C ,. After proper change of variable , (9.13) can be rewritten as

—jk2.
2—~~, 

—jkZ
1
—;~1

Re f d~ 
• 

e 
—k+j 

. ( I F (j ; ) 1  —

Re ( I;(Z2
) — ‘F~~’1~~ 

(9.14)

where

— f d~ 
. 

(kcoskZ +;~~in~2. + i(~ coskZ — ksinkZ)]e’~~~ • [—JF(j;fl (9.15a)

I~~~ ) - i;(~ ) ~k —k} (9.15b)

- 
Combining (9.15), ( 9 . 1 3)  and (9.12), we have 

----5-- - -- - - - -5-5 - - — - - - -  — - ~~~~~~~~~~~ -— ~~~~~~~ -5 - -5— - _~__,__
~~~~~~~~ a. 
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Figure 35. Contours of integration in (9.13) and (9.14).
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k —j(k —k)&
2 

_ i (k
~
_k)&

1
C~ — j  f dk [e k — k  I F

2
(k)

0 a

+ Re (1 (t
2
) — ç(t 1n (9.16)

The other terms in (9.6a) can be computed in exactly the same manner.

The final expression for in terms of the auxiliary integrals I~ (2.
1,2
)

reads

Ik i 
—j(k

5
—k )t

2 
—j (k +k)2.

1
i ~~f — 

C 
] F ( k ) dk

x - ,  k-k k+k 2 z  a
0 z z

+ tin [ç(z
2

) + 1 (z1
) — I;(2.2

) —

• + jRe ( 1 ( 2.
2

) — 1 (t
i
) + tF (12

) — I;(2.l
)] (9.17)

The same technique can be applied to the integral

- 

~~ 

dk U(k ) G(k ) (9.18*)

where

k H~
2
~ (k a)

G(k ~ — (2)’ (9.18b)
Z H

1 
(k

t-
a)

-5 

_  

-
‘

— -5--
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sin(k —k)i.., +sin(k —k)~ sin(k +k)~ + sth(k +k)..Z — a 1 
+ a 2 a 1y a k

r
_k 

k + ka

cos(k -k)~ 2 - cos(k -k)~ 1 cos(k +k)?., - cos(k +k)~ 1+ Z Z 
— 

S * 2 19 l8c)k — k  k+kz z

almost in the same manner as discussed earlier. We have

-j(k +k)~1
- -2 ~ dk 

~~~~~k —k + 
e 

k +k ~ G )(k ) dk ti~- 0 z a

+ tin t
~~~~~2

) + ‘C~~l~ 
+ I~~~,) + t

~~~~~~~~l
) I

+ iRe [t ~~~~~1 ) - t
~
(
~ l
) - t~~~)) + I~~~l

) ] (9.19a)

where

t~~~) - d; (~cosk~-k~jnk~)+ j(kcosk2+~sink~) G(j~ )e~~~ (9.19b)

— t~~~~(~~~ ) ~k — —k } (9.19c)

G
1
(k) + j G ,(k) , k k

G(k ) — - - 

~~~~~~C (k ) , k~~~k~ 3 2  — z

___________- 
a



~~~~~~
—

~
- 
r~~ 

139

J (k a)J’(k a) + Y (k a ) Y ’ (k  a)
G ( k ) k • 

1 t 1 t 1 t 1 t (9.19e)1 Z t 

~1 
(k

t-
a) + Y~ (k~a)

G~ (k ) — 2_ . 
1• (9.l9f)

- a ~‘ra 
Jj
2(k

~
a) + Yj

2(k
~

a)

K (1k I a )
G
3
(k ) — — l k

~ ! Kj(ik~~
a) (9 19g)

Pormulas (9.17) and (9.19) have been derived from a 0. The same

fo rmulas can be app lied to — - , after replacing k by —k.

For numerical computation the expressions derived for the integrals

I and I are much more convenient than the original ones. The newx y
* 

expressions (9.18) and (9.19) consist of two parts. The f i r s t par t

is a finite integral with an oscillator, integrand. Because of finiteness

of the integration domain, many efficient algorithms exist to perform the

task. The second part is a linear combination of infinite integrals whose

integrands are fastly decaying because of the presence of the factor e~~~,

therefore , their numerical evaluation can be easily accomplished . It is

obse rved that from computational points of view , (9.18) and (9.19) are

much more suitable than (9 .6a) and (9 .18a) .

Once and I are determined , the field components can be obtained

from:

j~1 -j kr
C 

• (9.20a)x 2 r x
8’~ a

—M —jkr
1 (9. 20b)

Y 8IT2 r

-.- — -5 -5 ——-----—----— ~Tt i1~~~
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It should be mentioned that the above formulas have been derived for a finite

cylinder and therefore the truncation effect has already been taken into

consideration . The only corrective term which should be added to (9.20) is

the wedge diffracted field which has been discussed in Chapter 7. 

— - - - .— .- -rn~~~~~ . - _ _ _
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10. NU~~RI CAL RES U LTS

A computer program for the calculation of the far—zone radiated

f ield has been developed based upon the expressions derived in the previous

sections. The program first computes the main constituents of the total

field (surface rays, wedge diffracted field , and truncat ion effect) and

then sums them up to obtain the final value for the field. Special situations

such as field evaluation in paraxial. and caustic regions ~re being handled

properly by the program itself. The complete listing of the main program

with  all of i ts subroutines and some additiona l clarifying remarks has

been given in Appendix D.

Extensive nut:erical results have been obtained by this program. Only

some typical results for various cases are presented here . The geometry

chosen for the numerical analysis is characterized by the fol lowing

parameters:

a — 2\ , 
~l 

— 6\~, 
~2 

— 2\ (13.l~

All of the lengths are normalized with respect to the wavelength (\).

The numbers given in (10.1) indicate that the sample geometry is a circular

cylinder of radius 2\ and length 8k , on which a point source is placed 2k

below the upper wedge. The E—plane and H—plane far—radiated field pattorns

have been generated for  different polarizations of an elemental dipole of unit

moment 1 ~1~ -1. As far as the polarization of the source is conc-~rned , two

eases , the circumferential magnetic dipole ~ I —O ) and the axial one M 0 ) .

have been studied. It is abvious that any other polari zation of the source

• can be considered as a linear combination of the two pr cvious cascs. In caci~

t~ie z r a p h~ F igs. 3h to -, I I 1ustrat~’ the var! at ion of tho tni ’ 1 t d o ~

I—-- --

_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  - —-5 -- -
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Figure 36. EJ versus ~0(degrees) when the source is a

circumferential magnetic dipole and
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a6\, ~,2X , a—2\

for different values of 
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(Fig. 19)
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Figure 37. IE~, ! versus ~0
(degrees) when the source is a

circumferential magnecic dipole and

~~~6A , ~ 2
2\ I a 2~

fo r d i f fe ren t values of 
~~~~~~ (Fig. 19)
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Figure 39. IE~
t versus 

~~ 
(degrees) when the source is

a circumfE rential magnetic dipole and
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for different values of 9
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(Fig. 19)
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Figure 40. IE~ I versus e
0 
(degrees) when the source is

an axial magnetic dipole and

- A , Z 2 2A , a— 2A for

different values of 
~~~~~~

. (Fig. 19)
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of the two spherical components of the radiated electric field with respect

to (for different e0 cuts) and (for different cuts). The amplitude

of the various components of the field have been given in dB:

1E 0! 
in dB 20 1og10(1E 8 1) (l0.2a) -

‘

I E~ I in dB - 20 1og10(IE~~
) (10.2b)

Figs. 36 to 39 show the radiation patterns of the spherical components

of the electric field on = constant planes and 0
~ 

constant ~~nes , for

the case where the elemental magnetic dipole has circumferential polarization

0). The variations of the dominant component 1E 0 ! and nondominant

component IE~ I have been shown . It  is observed in the lit region ( l ~~~~~~~
i<  ~

)

that the amplitude of the nondominant component is about 10 or 20 dB below

the dominant one. But as the shadow region is approached , the difference

tends to decrease. Lack of smoothness of the plots is mainly due to the

— finiteness of the number of points in each curve. Of course, the fine struc-

ture of the curves can be studied by increasing the number of the points . In

all the cases in the deep lit region (I
~~

l<45° and 00 90 0), the basic struc—

ture of the plots can be identified with those of the y—directed magnetic

dipole on a f lat  ground plane. In this region , the geometrical optical field

is a reasonable approximation. In the paraxial and shadow region, the more

accurate results deviate substantially from geometrical optical predictions .

In these regions, wedge diffracted and surface diffrac ted rays contribute

significantly. These latter contributions are also responsible for too many

fluc tuations observed in the field amplitude specially in the deep shadow .

-5 - —-‘---~~~~~ ~~~~~~~- - - - -- ‘  -5 - -5~~~~-5~~~~-55--5~~~~~~~ -5~~~~~•’-5’ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
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Special narrow peaks near the — 180°—end of the graphs of the field com-

ponents versus 
~o 

(Figs. 38 and 39) are mostly due to the formation of a ‘

caustic region for the wedge diffracted fields along these directions (the

detailed discussion of this case was given at the end of Chapter 7). The

formation of the caustic generates a relatively strong field in the corre—

spending directions in the shadow region. The strong peaks at the polar

regions in Fig. 37 indicate the signif5c- -n t deviation from the G.O.

(Geometrical Optical) and even the exact solution for the infinite cylinder

when paraxial regions are approached . Once more it should be emphasized that

the curves show a rough estimate of the variations. The other point which

should be mentioned is that for the field amplitude below some certain

level the computational error can exceed the value of the results.

The precise study of our extensive numerical results indicates that

for the specific geometry chosen for  computations the truncation effec t

can amount to up to 20Z of the final result in some cases. Of course,

as ‘1 
and 2,~ increase this effect decreases.

Figs. .~Q and -~3 illustrate the field variation with respect to -

~~~~

and when the source has a z—polarization (~! O). The general properties

described in the previous case can also be observed in these curves. The

behavior of the dominant component of the field E,~ in the deep lit region

is almost similar to what can be predicted by C.O. expressions . In this

region , E~ (Fig. 41) is much weaker than the dominant polariz3tion . _\~,1i~1 .

when we approach the shadow region , the patterns deteriorate and significant

deviation from ~~~~~~~~~ is observed (Figs. 40f, g, h. I). The field vi ri.~tions

versus are depicted in F’i~s. ~~ and ~3. En ~ti e deep l i t  rt’~ i~n . ~~~~~

4~ c , d , e , f), E patterns are quite ana~~~ ous t~ those ot a magn et i c  . urr ~n t  

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ .—- --

~~~~~~~~~~~~~~~ 
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filament on an infinite cylinder , and the finiteness of the object affects

only the shadow part of the plots. In this case too, like in previous ones,I a high—order caustic formation is responsible for a fairly sharp peak towards

the $
o
].80° end of the plots.
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11. SUMMARY AND RECOMMZNDATION FOR FUTURE WORK

In the beginning of this work (Chapters 2 and 3) we have examined the

problem of radiation from sources in the presence of smooth, convex,

impenetrable objects. First, a brief survey of various high frequency

techniques was presented . A generalization of the geometrical theory of

diffraction and two new techniques based on the spectral domain approach

and an asymptotic evaluation of the radiation integral for the surface

current, were discussed. It was shown that is is possible to extend the

range of applicability and to improve upon the accuracy of the

existing asymptotic theories by solving new canonical problems in which

some of the earlier restricting assumptions underlying GTD and other high

frequency techniques have been removed. The accuracy of the new approach was

evaluated by comparing the numerical results derived from the new formulas

with the available theoretical and experimental data.

In the second part of the present work (Chapters 5 through 10) , the

special case of source radiation in the presence of a finite solid cylinder

was studied. For the problem of high frequency radiation of an electro-

magnetic poin t source on the surface of a conducting circular cylinder with

finite length , a technique combining the main features of different asymptotic

theories has been presented. The STD interpretation has been employed to

derive the diffracted field and the total radiated field has been obtained

by adding the contribution of the “body” currents and the field scattered by

the wedges. A modified version of GTD has been app lied to wedge diffraction .

The modification consists of removing the singularity of Keller ’s diffraction

coefficient which , according to STD, can be associated with the field

radiated by a current distribution with a semi—infinite support on the

faces of a straight wedge . The incident surface field at the wedge has

_______  
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been obtained by asymp totic expressions derived by Lee and Safavi—Naini [28].

The contributions of “body” current have been determined by approximate

asymptotic formulas developed by Safavi—Naini and Mittra [20]. The effect

of finiteness of the cylinder has also been studied and accounted for

in the final expressions for the total field . The special situations where

h the field evaluation in the first— or higher—order caustics are involved

have been treated successfully by introducing the notion of “non—uniform

equivalent edge current” [46] and modifying the GTD in a proper manner.

Based upon this new formulation of the problem, a computer program has

been developed which can achieve field computation for all observation angles

taking into account all various effects or specific situations whose hand-

ling requires special care.

The accuracy of the procedure has been partially justified by the

demonstrated validity of the different theories used in the present method

when applied to other similar problems. Finally, it is recommended that

a thorough testing of the accuracy of the procedure outlined in this paper

be carried out in order to fully evaluate its usefulness. This can be

done by following a procedure suggested in (1101.
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APPENDIX A: FOCI( FUNCTIONS

In studies of radio—wave propagation around the earth by Van der

Pol , Bremmer , Pryce , Fock , and others, and also the later studies of

diffraction of electromagnetic waves by certain bodies of revolutions

([51], [52], [53], (54], [55], [48], (56], (57], [58], [59], [60] and

[50]), a class of universal functions was introduced which can be used

to predict the amplitude and the phase of the reflected or diffracted

field by smooth convex surfaces [17]. An exhaustive treatment of these

functions which, in general , are defined as Fourier integrals having

combinations of Airy integrals in their integrants , has been carried out

by N. A. Logan [61]. (See also Bowman, et al. [1] and Logan and Yee

[17].

Since the first extensive application of these functions to diffrac—

tion theory was done by Fock, many authors named them after him . Here

we list only the most important formulas and expressions for these

functions without going through the details of their derivations . We

have followed Logan’s set of notations for these functions [61]. However ,

since his time dependence factor , exp(—iwt), is different from one we

have used throughout this paper , namely exp (+j~ t), our expressions ,

listed below, are conjugates of what have been presented in [611.

First we start with general definitions . Fock’s most general form

of the “Van der Pol—Brenuner diffraction formula” is

V(x ,y1
,y2,q) — exp(j~ h) 

. 
F. 

~_: . 0
—jxt 

• w , (t  - v(t —

— 
v’(t) — qv(t) 

• w~~ t — v dt (A.1)w!,(t) — qw~(t )  -

_ _ _ _ _ _ _ _ _  _ _ _  _ _ _ _
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where w
1
(t), w1(t), u(t) and v(t) are Fock—type Airy functions , defined as

u(t) — v~~ Bi ( t) , v(t) ~~~~ A.i(t)

w ( t ) — u (t) + j v ( t) , w (t) — w (t)
*

1 2 1

We note that w1 and w2 
can also be defthed as in Sec. 2. “ and 

-

~ -

are the larger and smaller of the two numbers and y,,. V(x,v1,v ,,q) is

proportional to the attenuation suffered by an electromagnetic wave generated

by a source located at reduced height y
1 
above the surface of a smooth con-

vex body , when it reaches the observation point located at reduced height

y ,  above the same surface. x is the reduced distance between the source and

the observation point along the surface, and q is dependen t upon the impedance

of the surface. Let us consider some useful limiting cases.

When y 1 
v~ 0, then V ( x ,0,0,q) is deno ted by V0, where

_ —jxt
— e

V
0
(x,q) - e 2 

~~~~~~~ 
w~~t) 

- qw7(t) 
dt ( .\.~~)

We also have

~ e~~
X
~ w~(t)v(x) — V

0(x,
0) • 

2 j c J~ w (t) dt (A.3)

2 e~
3
~
’
~ 3/” ~~~~ ~()u ( x )  u r n  —2j x q  V,,(x ,q) — x -

V 
~~~~~ 

w,~~t

(A.4)

When — 0 and y, - = , then V -
~ V1

(x,q ) :

1 -
. -jxt

V1~x,q) — ‘ 

~~~ w~~( t )  ~w~ (t~ 
dt

and iL s~
. 

~~ —jxt
— — V ~x , O)  — — , dtI — 

j _,r w , ( t )

-5 

~~~~~~~~
— -

~~~~~~ 
- - - -

—‘-5- — — — 5-ERd~~~~ 
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~. ~~~~~~~~f(x) — lint 
~~

— qV
1

(x ,q) a — . .j w ( t )  
dt (A.7)

q-~ 2

1.1. Functions f and ga n
Based on Equations (A.6) and (A.7), a class of functions can be

defined:

f~~~ (x) — .~
_ii_ . J t

fl . 
~~~~ . dt — 

d~f(x) (A.8)
r 

w
2
(t) 

dX~

g~~~ (x) — ~ . f t fl 

, e~~~
Ct 

dt — ~~~~~ (A.9)
r 

w2(t) dx~

where r is any path in the complex t—plane which comes from —~~~ in a sector

defined by — ~ < argit) < — -
~~ and goes to +~e in the sector — -

~~ < a r g (t )  < -
~~ .

In what follows, we will give the suitable formulas for f(x) and g( x ) in

different ranges. Tabulated values and graphs of these functions can be

found in [57] , [54 ] , and [61].

When x is very large and negative, the following asymptotic expansions

for f(x) and g(x) can be used [61].

f(x) - -2jxe~~~~~[1 + + - - + + . . .~~~~~ (1.10)
4x 2x 64x 16x - 1024x

g(x) - 2e~~~~~~(l - - + + - - . . (1.11)

L 
Ax x 64x 64x 1024x

The above formulas are valid and accurate for x < <  -1. For moderate

values of x, namely, —1 < x < 1, it is difficult to find an appropriate

expression . Although there are some analytical techniques Like “stationary

phase method” or “Poisson summation formula ” yh i c h  may be used to evaluate

and for these values , another ~ossil’1e way w h i c h  is ;‘ro~ ahl— easier

and more efficient is to interpolate the tabulated values ~~f these f u n ct i c n~

— 
in ch i~ range .

-- ---5 - -~~~~ - - -- - 5 — --
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In the vicini ty of zero (~ xj  0) ,  the Taylor expansion can be used

to calculate f and g. The coefficients are given by

— ~
_j( 5nr/6_ iTI3) 

. ,
-
~~ . 

(

~~~~ y2I3)(f l_ 1I4~ 
A (n) .

— 
4n

6 

1 
, 4J (A.l2)

g~~~(O) ~
-J5n

~
/6 

. (~1 (2/3)(n-3/4~~~ B
m
(fl)

r2 m  — cA.t3)

where t ( X ,~z) is the generalized “ tau ” function :

= ~ ~~~~ 
, ~ 1 (A.1~)

n 0 ( n + u)

10
(n) = 1 , A1(n) 

-

~~~~

- (n — 1)

A~ (n) = 5~ 5n - 143n + 26385~ /(29 . 3 )

B0
(n) — 1 , 81

(n) — —7 (n — 3/2)/48

B,(n) (49n + 364n + 39849/l6),’(2~ 3 )

Whe n x is large , and positive , residue series can be used t -’ compute

(a)
t and g

exp(r • . e~~~ 
“ s )

f ( f l )
( )  = 

j ( 2 +~ n~~ /6 ~ Ai ’~~- r ) ( A . 15 )

p-I

- -  --~~ --- -- -5 - - -  - - -~~~~~~~~~~
5 -5 -~~~~~~~~~~~~~ - --~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 



- _ _

180

n-i -jSlT/6
g~~~~ x) ~~~~~~~~~ 

~~~~ exp (r ~ ~~ 
• e 

(A.l6)

where Ai(— r~) — 0 and Ai’(-r~) 0 for p = 1,2,3 

1.2. Functions u, v, u ’, v ’:

Fock’ s functions u and v defined in (A.3) and (1.4) may be re—expressed as,

v~~) 
! e~~

’4
~
112 ~ 

w
2
(t) 

e 3~
t 

dt (A.l7)2 r r 1 
w
2(t)

u(~ ) = ei)~~
4
~
)/2 

~ J ~~~~~ ~~~~ dt (A.l8)
~~~~~ 

~~~~ 

w~ (t)

where integration contours and r 2 are sketched in Figure 44, and w~(t) is

the derivative of w
2(t). 

*
1.2.1 Zeroes of w2(t) and w~~ t): They are given by

= ~~~~~~~~~ , and t ’ = ! r e ~~~~~ , (1.19)

respectively . The magnitudes of the first ten zeroes are listed in Table 1.1.

1.2.2 Residue series representation. For real positive ~~,

v(~) - ~~~~~~~ 
l/2 

~ (t~)~~ e
3 t1 

(1.20)
n 1

~ -jet
u(~ ) e~~~

’4
2v~ 

3/2 
~ e (1.21)

n-mi

a

v ’(~) - ~ e~~
”4

~~ ~
-l/2 

n~ l 
(1 - j2~ t ’)(t ’)~~ e a

a -~~t
u ’ (

~) - e~~”4 3~c ~~~ ~~ (i - 
~~~ 

e . 
(\ . 2 p

n 1

H 
- - 

-

- --S — 
55



—-

AD A070 821 ILLINOIS UNI V AT IMBANAaCHA$WAISN ELECTRONAOI€TICS LAB F/s 20/3
SOLRCE RADIATION IN D% PRESENCE OF CONVEX BOOIES. (U)
JIlt 79 S SA FAVI—NAI N I , R MIT TRA N000l*_75aCaO293

UNCLASSIFIED U 1EM 79 9 p*.

3~~ 3

___________ —— 
‘I

END
QAT E

FILS E A

9 -79
00€

S



1.0 ~ 
i’ ~IIP~

I.’ .IIIII~T~

(11111.25 UhlU~ IIuu.o

~~~~~~~~~~~~~ ~I ,~’ 1 L U N
k ’\ \ ~*i~t •\~ ~~~ ~~~



-~~~ -~--- — - - -  ~~~~~~~~ ~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ -‘

1.81

I m t

7r/3 />\ 1~z
‘-Ret

\
\

ZEROS OF W2(t) OR W~(t)

Figure 44. Contours and on the complex t (or z) plane. r 1, for
example, goes from to 0 along the line Arg t = —2i~I3 and
from 0 to along the real axis.



— - w_- -

- —~~~~~~~~~ s f l ,  -~ - c _ _ _ _ _

182

TABLE A.l

The modulas of the zeroes of the functions w
2
(t) and w~(t)

_________  

Ir~ n ir~I Ir~
1 2.33811 1.01879 6 9.02265 8.48849

2 4.08795 3.24820 7 10.04017 9.53545

3 5.52056 4.82010 8 11.00852 10.52766

4 6.78671 6.16331 9 11.93602 11.47506

5 7.99417 7.37218 10 12.82878 12.38479

TABLE A.2

- 1 - (Residue/small arg.)~ x 100

Difference at ~ — 0.7

Mag . * Phase (deg.)

v 0.00 0.00

U 0.11 0.01

0.02 0.08

0.09 0.15

u’ 0.10 0.90

____ _____ 

___________ 

I 
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A.2.3. Small argument asym ptotic expansion. For real positive and

v(~ ) ~~ 1 - ~~~ ,Jw/4~3/2 + + 
~4 - 4.141 ~ io

_3
~
6 

+ ...
(A.24)

u(s) ~
. i - 

1~ ~j 4 ~3/2 + + ~~ e~~~~~~
912 

- 3.701 x io 2~
6 
+

(A.2 5)

~. ~~~~~~~~ e 1~~~ ’4~ ’~~ + .Zi. ~2 
+ ~~~~ e~~ 

4~ 7/2 
— 2.485 ~ l0~~~~ +

(A . 2 6 )
u ’~~ ) ~ ~ /~ •

—j3mt /4~1/2 + •~J. ~2 + ±~g!. e u tT I~
4 C 7I~2 

— 2.221 x ioY +

(A .27 )

A.2.4. Numerical evaluation. For 
~ 

the residue series

representation with the first ten terms in the summation may be used .

For ~ 
~ 

the small argument asymptotic expansion with the first

five terms may be used . It can be shown that the smoothest crossover

is obtained if — 0.6. In the present study , we set — 0.7, where

the d i f f e rence in the two representat ions shown in Table A.2.

i
. -.—---- .—_— -——~~ -.-~. ~~~~ —.--———— -. --- . ~~~~_ .  
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APPENDIX B: DERIVATION OF FOt~MULAS (3.8)and (3.9)

Here , we consider only the derivation of the asymptotic expansion of

-
~ for a circumferential magnetic dipole. In this case, ‘~ may be written

as: —jk z
_ 2jw~M~ ~ 

e . S(k~)dk • 
2 (B.1)

(2i~) 
j~_~ 

z

where
(

S(k
~~

) — ~ e~~ ’~ (2 )  (8.2)
H (k a)n t

Applying the Watson transformation to (B.2),

0) -jv(~ -~)S(k
~~

) - • 
JC+D H~~~(k a) 

C dv (8. 3)

where C and D are shown in Fig.45 . Or ,

j— o—j S cosv(~ — -~ ) H~~~~~(k ~)
S(k

~
) — J (_ ‘ ) 

V t 
• dv (B.4)

~~— j ~ sinv ’~ H (k
~

a)

Subs t i t u t i ng the expansion

2 — j v ( ~ +2ii l)
~~~ — 

— j  ~ V esin \flt i—i 1—0

where — ~ and ~~, — 2ir — 
~~, in ( 8 . 4 ) ,  the resul t  w i l l  be:

S(k
~

) - 

2 ~~~~~~~~~~~~~ -jv(~~+2~ 1) 
• d’, ( B . ~~)

iaI 10 —~—~~H (k
~
a
~

Each term of the above expansion is associdced with .i “ reepin~ .‘ .ivc ’

travelling in a counterclockwise i — i~ or c1o~ kwise  ( i  2~ d i r ~ e L i . ~m

around the c linder .  Following t :e  ra:’ cc ’ncent .  each cr~ e’~t t%g wave

~i -~~ -~~~~~~~~ -- _ _ _ _ _
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Im (i i )

Re (i,)

D

Figure 45 : Paths C and D in Watson transformat±on.
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appears to be travelling along a specific surface ray . Now , as .~ 
• —

far zone) tor each fixed ‘h’ , we have (n2~

—j
H (k r .

) J • e (8.7)

On the other hand , it can be shown tha t  the significant contribution

to S(k
~
) comes from a small neighborhood of k

~
a. In this neighborhood , where

1 3and v are large and close to each other ( I k
~

a — v J Iv) ) , the Hankel s

asvmptoti~’ expansion ~B.7) is not val id any longer. In this case, it is

necessary to expand Bessel ’s functions in terms of Fock—tvp. , Airy functions ,

v( t~ and w)(t), and their derivatives [In)

Ht
~~ (x) ~~~ [w~(t) - ~t w~~ t) + t w~~~t )~ + .V —bOrn

- ~~~~~fw~~(t ~ + ~~~ v i~t w ’.~ t~ + ~~ - t~~ w +
- t~Om ~ 

- - 1

~8.9)
where

m • — 
‘

~ 

— 

~ (mu is very 1.tr~ e)mu

Inserting (B. ) and the first—order terms of (B.~~
) and ~~~~ I n to ~B .b )

and (3.1), we obtain

- 

..M~ j 1• e~ ’’ ’ ~ ~ 
dk • 

mu ’

i — I  1—0 —
~~

8. 1~~
where

‘ 
.115~ S

~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
. 2 ~~1 — - 2 ) i

ti

— ~~ 2— —
t .

.

L

—~~~~. —. ~~~~~~~~~

S -~~ - -  ~~~~- - - — ,
~~~~~ S- -  ~~~~~~~- -~~-.- - - ~-- -
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Introducing a new integration variable a:

k — k sin a (3.11)

k
~ 

• k cos a (8.12)

and — tan ’~~z/ (~ + a(~~ + 2’m l — ~ ‘2 ) ]  (B.13)

we have:

kR~1 cos(~~1 — -~
) (8.14)

where
C)

R11 + (
~ + a(~~ + 21T 1 — ff/2)]J -

~ow (B.lO ) takes the following form:

- 
~~~~ 

2 

~ ~~~~ • 

~ 
j da .

(2~ ) k — i—i 1—0 y

—5,6 (6.15)

‘~ is the path of integration in the complex .~—plane , which is shown in

Fig.46.

Now we deform the path of integration into the “steepest descent path ,”

SDP, passing through the saddle point of the phase of the integrand . Per-

forming the “saddle—point integration ,” we can derive the asymptotic

expansion of (8.15) for large kR11. The first order term is:

—jkR
-. 1/3 , u s

~ jim /_ ka~ r e -

T~~1 
e • ) (cos 

~i1~ R 
• t

0
( ; .1 )

i—i 1—0

~B . in )

where R and are the values of these parameters ~t the stationary ~‘~‘i~~ti1~ Us
speclti ed by ,t

- .. - - -- — ~~~~~~~~~~~~~~
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. 1

,
.

4 b
(7) I

~~ ~tsspest descent iath m~SDP’ f.~r tnt.gr*1. ~~~~~~
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I Equation (8.16) is the creep ing—wave representation of the far field.

If the cylinder is large (ka ~~
‘ 1) and )~ is not very close to ~~~, then only

the first term ( 1 — 0, 1 — 1) has the most Important contribution to the

total Infinite sum , and the other terms are not significant . Neglecting

the other terms, we obtain the result given in (3.8) and (3.9). It

should be emphasized that (3.8) and (3.9) are not valid when ~I is close to

~/2 (paraxial region), because in this case, k
~
a is very small, and (8.7).

(8.8) and (8.9) no longer apply.

The other formulas can be derived in a similar manner.

- .

L-’- ______ ____________________ 
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APPENDIX C: ASY~U~TOTIC EVALUATION OF THE RADIATIOZI I1ITECflAL

Consider the following double integral :

U (k) JJ g(x,v) • ~~~~~~~~~ dxdy (C.l)

where g(x ,y) is rather slowly varying, and •(x,y) has a stationary point

(x ,y) inside domain D. The objective is to derive an asymptotic expansion

for (C.l) when k is large.

Suppose g and ~ have the following forms around (x , v ) :

( X o 4 u 0—l
j g~x,y) — (x — x )  (y — v )  g1

(x,v), 
~
‘
~~~~

‘ 
-
~~~~~ , 1

ç (C.2)
- ~(x ,v ~ + a (x — x )~~[l  + P ( x , v ) )  + b (y — v Y [ 1  +s ,O 0 , .

N. Chak o ( - S 1  has derived the following asymptotic series for  U:

-
~~ \ + p  u + q ’l

u(k) - • ~ Apq U1 + + 
~~2

) ~[ — .

p,q—O

1 
,
~~ • 

1 
/ (C.3)

~ (k~0 )~ ~

where

— 
1 1 

• 
1 jk~ (x, v )

• 
B0 \ / S  ‘,A / t  

•
~
••

~
•••

~5• è S ~
(ka~~0) 

0 (kb0 ,) 
0

exp( j f f ( \ 0 + p)/(2~)) i~ - exp ~[j~~’(2~ )1 
~~ 

+ p ) ( 2
~ + e~

”
~
) -

r
• e x p Cj — ~~. .~ + q ) / ~ 2~~) I  . exp~ [~~ /2:~~~~.0 + q ) ( 2 ’~ + e 

- 
—

I.

I ,
• 

—— —S. — — S. — —~~~~~~ —— — ~~—S. — — —
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a
k 1

g1(x.
v) — g~ 1

(x — x )  (v — v )
k,l—O

mu nP ( x ,y )  — L a~~ (x — x )  (y — y )

mu muQ (x.v) — - b (x — x ) (y — v )
Ln+n>l

I a b )
A00 - 

‘ ‘~io — g10 — g00
!(\

0 + I) —
~~~~ +

a01 b
A01 

— — + (~ Q + 1) •

In order to apply this procedure to the in tegra ls  of the type (50) for

which

~(x,y) - -~~~(j ,~~~) • -(R + ~) (C.4)

~(x,v) — F(~~, S ,P) ( C. 5)

When F is one of the components of ~(l 
— ~~) ,  one should first determine

the s ta t ionary point of 7 , wherein its f i r s t— order  derivatives vanish.  The

second step is to compute the various order derivatives of ~~~, J , R , . . . ,at
this poi nt , and then insert them into (C.3). We just give the main formulas

needed for these derivations .

Suppose the surface of the body , x(o,~ ), is parametrized by ~ geodetical

polar coordinate system. As discussed previouslv ,in this system , ~ is the

arc length of the surface geodesic connecting the pole Q to x (~’,E ) ,  and is

the angle between the geodesic and some fixed reference geodesic at ~

( ~ic . 17~

~ ie element of length  in t h i s  s - s tem ~s ziven by

ds - ~~~
— + ~~~~~~~ d~~~ ( C . t ~) 
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Let us denote d ( u ) / d u  by t men ‘ie imave t~ e follo iing set of relations

- 
- 
-~GI3o ~ + + L~~ ( C . 7 )

-. -
— — ‘~G x~ + L x

3 
(C.8)

x — —i ( C . 9 )

where — ;, and are unit vectors along — const .  and — comu st .

curves , and

~-
~x ~~~~ (C.lO)
3

is the outward unit normal to the s u r f a c e .  Another q u a n t i t y  of in terest  is the

“geodetical curvature” 
~g 

given by

— (C.ll)

U sing the abo ve re la t ions , we can derive the fo l lowing  expressions

which lcld true at the s tat ionary p o i n t :

— — 1 — R . X  — 0  (C. 12)

—R • x , — 0  (C.13)

(C. l.~
)

whe r e .‘ — ~~~~ , and

- 3 . _ 3
L . .  • _L. - 

— — L ” (~C . t5~

S. — - —
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_____ 
G ~G/3o ~

2G/~a
2 L8

~2 2 + R 
— (C.l6)

~33c R — 
0

— 
3aG/~8 + . .~~~~~ . _L + LBC L~~ + 

I . —
~~
--

~~
- (C 17)2R 38 3a 4G 2 3a38

where ~ is the radius of curvature of the geodesic.

Equations (C.12) and (C.l3) determine the location of the stationary

point. At this point R — 
~~~~~~ 

which , if we introduce the ray concept .

tells us that the surface rays leave the surface at the “point of diffraction ”

tangentially . Equation (C.14) indicates that the stationary point is of

second order , so that we need higher—order derivativ~~ oftheçè~ase. L~
°, L

BC

and L 88 are coeff icients  of the second fundamental form of the surface

evaluated at the stationary point. They are defined as

aSL — x  • x  , L x x , L x, x
ac 3 a5 3 c~3 3

Using the relationships given above, one can find the expansion co-

efficients g , a , b and A in (C.3). Zeroth and first—order terms inki mn mn pq

(C.3) give us formulas (3.39), (3.40), and (3.41).

A few remarks should be made concerning the expansion presented in

(C.3). First of all , (C.3) is a doub ly infinite series; therefore , for each

fixed power of k~~ a finite number of terms should be summed up. The

coefficients of various terms in these finite sums, namely A ‘s , becomepq

very complicated when p and q are greater than 0 or 1. Another d i f f i c u l t y  with

this series is that t,hen the stationary point of the phase is of an order

higher than 1. the difference between the order of the successive terms

(when they are ordered according to the descending power of k ) bec omes very

- -.- -~~ ‘- - .‘— - — - - -~~~ - -  - - - - 5 - -~~~~ - - —
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small , and consequently the infinite series converges very slowly. For

instance, in our prob lem where ~ — 3 and t — 2 (stationary point is of
second order), sometimes the difference between the orders of successive

terms is k 1”6, which indicates the weak convergence (in an asymptotic

sense) of the expansion in the cases where the frequency is not very large.
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APPENDIX D:
COMP UTER PROGRAM FOR COMPUTATION OF THE FAR ZONE FIELD RAD IATED

BY A TANGENTIAL MAGNETIC DIPOLE ON A FINITE CYLINDER

Based upon the formulas derived In this report , a compu ter program

for calculating different constituents of the far field has been written.

The organization of the program is shown below and its listing is given

in the next pages.

INPUTS :

~l~~~~2
~~~ ‘~ , M , M~, 2 , a

IS THE O.B. POINT FINITE CYL. -

~ 
INFINITE CYL. - UPPER AND

IN PARAX . REGION?
LOWER S E I I I N F I N I T E  CYL .

YES 
1

AN’ROX. FORMULA 
___________________  

~~~~ OU TPUT

WE DGE

DIFFRACTED FIELDS 

5- - --——-- ____ - .- - ___t~__ - -  —-5
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The symbols used in this progr am hay, been listed below .

Input para meters :

“P h D ” in degree s)

“TETAD” — e0 (in degrees)

F — M , “MPHI ” — H

“ZO” — (t1 — t2
)/ 2  (in wavelength)

“A” • a , the radius of the cylinder (in wavele ngth )

“EWTET” and “EWFI” — E~ and E

“ESTETA ” and “ESPHI ” — contribut ion of surface rays

“EDTETA” and “EDPH I” — contribution of direct rays ( G . O . )

“TRUNEF” and “TRUNET” • truncation effect; the vadiat.d field due to

the removed s.miinfinite cylinders

“PARAXX”, “PARAXY ” — x— and y—componencs of th. field in paraxial region

“ETETA” and “EPHI” — 00
—and ~0—components of the total field .

All the field components have been normalized to the factor e 1
~~/r.

MAIN PROG R AM

e e t a a  ~~Uti~ AM C~~~~P4( IsPuY ,OU TPUfl
~~ 11’) ~ J.~PL~~* ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ,~~1~~Ta2,~~PsI~

~~~~~~~
,I)~4$~d Wt~*O4~~,T~~TA1) ~Pi1D,,%L. MPH!,IU ,L, A00150 ~~ PUP~MAT(?PI ~)•d1S’~ ~ A $U~ a P L * $ S N ~~T e TAQe P I / 1 e ø , ) *~0017 0 £P (KAI.I ,T .t.) ~Q TO icâ ø

IF THE OBSERVATION POINT IS IN PARAXIAL REGION , COMPUTE THE FIELD BY

INTERPOLATION . IF IT IS NOT , THEN CALL “FIELD ” SUBROUTINE TO COMPUT E

THE FIELD.

~~~~~ P n I~~L rt r 8j ø”iIO ~~
~~~; i ~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~
~~~~~~ ~~~X ’~T ~~~~,t I , & P

~~d~~~ ” ~~ ~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~
~~14~~ I GU ~~ ~~‘~J

- . ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
FROM OOPY F fldø~~ H~~

) ro 1)00

—.—--— _
~~~~~~~~~~~~~~~~~~~~

____ — —5 5— — — - — —Sr
-
~~~~~ 

- -‘S 4 ~~
, .

‘it 
— ,-~ 

— 
____ a.._ i____.

__
~,• ___,_____ 

~~~~ -_-~~--

- -~~~~~~~~~--—. -—~~~~~~~ -- -  —-5- —--- --~~~~~~~~ — -----5 -- -‘
-5- -5



197 
-

~~TSPAQ~ .“ 
- S

~~~ 
u ~~~ ~~-~~~~

-‘
~~~

FIELD COMPUTATION IN PARAXIAL REGION BY PARABOLIC INTERPOLATI ON

~~~ ço~4T I N u ~
0~~d~~0 11~ ~ UQM ~~~~~~ 

A U , ~,2, , aM ~~~I s~~~7 2 t 5x , 5 ~~MZ s , F 5 , 2 ,5 *
aJ~4d ~ I”~ %~~6 TAO ,P

~~~~
,M
~ 

MPl1,ZO ,L,A

~aô~b ,J. ~ PI~iPP1~~.,~ ~~~~X ,3$ZO s ~o ,a ~A ,2ML.,rbj,~,*,2rsAa ,P b ,1,
~~~I~7I~ ~~~YAoJ.~j.4L r A U . tiT ,~~~ ,) ILI AOUUIBZ ,
0,~2 8o ~ 4If~Te ,” S P A R A X I A L  1~~G L Q N *  “

‘,99
~ 

P E q N T * , H f I ~~~O C9MPUTATION BY 3—POINT Ir~Ti.’~POLATI QN”
O1 ) ~~~ T~~~A O 1 . A 3 I ~4 ( t , , ( ~ efr ’~~, A ) ) * 1~~ki / P 1 * 1 ,
0~ 3 1d 1~~

(T
~~T*u sl,T~~

9
~à1
) ?

~
TAOL .P0032(o 1 t T A O 2 s T C . T A ~z l •~~,S l F ( Y f , A  ~li?~~I0~~) T t T A O ~~s Tt .TAO1 . 5~093~) S 1 t . T A Q . (

~T 14~O 1 ) T E T A O a .  iTau l . ,.
~Ø ~~ P~~ N 1e ~ Pu

~~
N r  NO 1”

003 5~’ CALL ~ !ELD r T T A Q I  IO,~~Z ,MP’ P t I ,Z O , L, A ,~~1LTA 1,~~P~lI1)
F ~~3b~ P~ X N T a  ~O~ r.T N6 !“0ø3 7~ CA LL F LO (T ~ TAO2 A N fl ,~~L, MP r1L,j O ,L,A ,~~ T t T A a , P~I2)

~r 
P’ Nj NTa 1 ” I ’U~~N T Nt ~j N

~~ 9.i CALL F LU(T ~~TA I)O ,~~1IO ,MZ ,’~P’ P4 L , C L , A .~~T~~T A Q , ~~P~sIU)
O0a~J~ PW NTC ,”
0~O 4& 1O PI~~N y .  * INTt. R~’Ol_ lt E1)
0~~(L?~’ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~0~~4 ibJ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~t T O lCA 8 8 T P . . t A w , % t F U e CA D St

~~
’?l IU)

0 VTs (r.T~~”~~rj3 / (TtTAO~
.
~~~T A1) j~~~

0ø’4 b~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
- ~~7I,J Tt uUtWL V t/~~1’~~

; A D % .T E T A O .(~.T 1~~E t Q ) / ( T A O t .T F_ T A O O ) * * 2
~ ØA8¼ ~ ~~~~~~~~~~~~~ a r ~~y A O 1 a c T ~0~d’~9~6 Ct 3 .~~TQ.C t1 i t t 1 A OO* . ’.C ,
l~ 5~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
0~ 51~ C aO W I 4P—~ *TeT*Gj*C~-~
~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
~ o53U ~T icT 1eT ~~T~ O e * 2 , C T 2 s u U & ~ .c r3
~ Ø 5 aA ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~0U5~~ Pi41i ’~1 I~~ ~ T ,tt~a4~ b~ 1~~ 1
0Ø

~
7
~ 

CW ~T I’4t.~0~ ôii ~~i~ ’ Cu~ T LNUt
OOS’4o STui’~
~~0b~~IO t”W

SUBROUT INE “FIELD”

THIS SUBROUTINE COMPUTES DIFFERENT CONSTITUENTS OF THE RADIATED FIELDS AS A

FUNCTION OF THE OBSERVATION POINT AND GEOMETRIC CHARACTERISTICS OF THE

STRUCTURE AS DISCUSSED ABOVE . THE FINAL OUTPUT OF THIS SUBROUT INE ARE

“ETETA ” — E 0 AND “EPHI ” — E~

~~~~~ 5 . ~uTI~~ ~ If ~L;) r T E T A O  l~ P’~L’) u~”Z ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ øb~’~ ~~~~~~~ * ~ I A L~ A ,  ~~~ I -‘~~
‘
~~~~~ 

i~J Ci ’~ U , ~~~~ v i)P j Cr’u, UP JC* V 9 ~~~
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~.M P’~~ t~~1,tit.tA ~ ~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~
~~~~~~~~,-P’ri lt PZ.~~Z t  ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~ ~~~~~ ~ip- 1~ ~~~~~ tJ’I..~~,C’~~~L~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~ TA M ,

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

iHIS PAGE IS B&ST QUALITY F~i~~~’Ij ’~i1VROM 0O?1 ~~~R~SHN~ TO 1~ O ~~~~~~~~~-



_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  ...

198

O d lU $~~A~ L, ’c~~L Q I P P T I  (t ~6 1,~~1 T~~(~~a) ,Mi~c,Ta,MZ.MPP4I,~~$It, (SZ2

aP N I N ?  •a ø  ‘
~~

TA
~~

, PM Q t~ spti jo ~IJ f r ~ ~U~~M A f ~ x , ~~~~~~~~~~~~~~~~~~~ p 7 ~~~ 5* 3 F $ MZ I , F 5 ~~,s*0~~7eQI . ~hM P $ T S , Pb ~~~~~ 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

00,7~ t t T a s T t T A U . A . i / td5 i  $P’ IlCs~~Mi aPI/
~ 8~~,U7B~ô UU. N

~
T
~~

T A ) * CO S(A$
~~~

$V UI
~ 

P~~~!~~ ,~~ )*3 IN(P’4 1)ea7,•, .CQ5 .T~~TA~ $.~A3Sa * I * $ L M  T t T A ) * A
I~~80d UQV0 *v O a1 0/14 ,.P I) OWO a UU* 1O/ ( M ..P I)SV UW U IV t3a. ~J~~(4 ,ePI)
•QI8~ I6 V U 1Is . (1.V0.V 0)/ (~4 .*P I)$.’IU~~1U.( t ,.*Us..0)/ (4 I ,aP L)
ea5~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
0084 0 3INTs 3INt T~ T A ) $ CO3T s ~ U$( t~ TA )
•tId3Id 8~~T u*TAN ( L1 ,(p’i* * J~

COMPUTATION OF WEDGE DIFFRACTED FIELDS:

FIRST STEP: FIND THE WEDGE DIFFRACTION POINTS BY SUBROUTINE ‘~~DGPT”

SECOND STEP: COMPUTE THE DIFFRACTED FIELD CORRESPONDING TO EACH WEDG E

DIFFRACTION POINT.

00853 PR INT ~~~
~~~~ PR~~N1’* ‘ C0 NT~IIdOTlQN OF eLoGc~ uI FF~~CT t O R A Y ~~
~ t3~~?~ I~Mih*$’S~I~)8eiJ CA

~
L 

~
Q G T

~~~~
I
~~?

.ZO)/A.T9A ,PlPtI ~MA * ,OIP~PT1,I.~OQT1)
~~ N T i t a
t~~h~ cU~ MA f (‘~S* ,3d A ,~ ~~ A~~t I O~4 P u I ’~1’S ~N T’~t uP?E~ eEU ~.t$ ,ax

o&~ a~ . .AI I I. sw~P T ç c ~ L/ ~ .Z u ) / A , Tt~T4 PI4 I , N M a* ,ui~FPT a . I ,4 oo Ta3
al6 q3~ P~~L N t  t~~d,~~U I P P T ~~(J )  J l 1 t 1fr406 T 2 )
.IJ~~~.4 1ê~ F~~~M A T ( 5 4 , 3 ,~~ X f~~~A C ’L- ~ ’I PJI~~1~ JN INt ~JsLi4 #ED Gc . * ,2 *

~ o~ica ~*Tt tsE ,~FL.~o
L~~e6 I~aoQ~ s Q JT1 .I~~3or~

0Q8 1I3 00 ~~~ I *t , I~ U 0 Too~,~ô D(L, T 1i~uQTI) aa to % 5 ~Ø1ø’Jk~ 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 

‘-W
010~ i~ t F ç~AiS ( ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~O I’~ 11’,
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IF THE POINT IS IN THE CAUSTIC REGION , USE EQUATION (7.83) BY CALLING

FUNCTION “PHIDEL ” OTHERWISE EMPLOY GTD FORMULA TO FIND THE DIFFRACTED FIELD .
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COMPUTATION OF THE FIELD GENERATED BY THE “ BODY ” CURRENT :

IF THE OBSERVATION POINT IS IN ThE DEEP LIT REGION OR PARAXIAL REGION ,

USE SPECIAL EXYRESSIONS DERIVED FOR THESE CASES , OTHERWISE PROCEED TO

COMPUTE SURFACE DIFFRACTED RAYS BY FORMULAS (5.1) AND (5.2) .
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THIS SECTION COMPUTES THE GEOMETRICAL OPTICAL FIELD
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SUBTRACT THE FIELDS DUE TO THE REMOVED PARTS OF THE CYLINDER FROM THE

INFINITE CYLINDER SOLUTION TO FIND THE FINITE CYLINDER SOLUTION :
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THIS SECTION COMPUTES THE FIELD IN PARAXIAL REGION BY I.TSIN G EXPRESSIONS

(9.2Oa~I AND i9 .20b )
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IF THE OBSERVATION POINT IS VERY CLOSE TO THE AXIS BUT NOT EXACTLY ON THE

AXIS , THE SPHERICAL COMPONENTS OF THE PARAX IAL FIELD CAN BE FOUND IN TERMS

OF ITS RECTANGULAR COMPONENTS AND THE TOTAL FIELD IN THESE DI RECTI ONS CAN

BE OBTAINED BY ADDING WEDGE DIFFRACTED FIELD TO THESE VALUES.
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SUBROUTINE “BESSEL”

THIS SUBROUTINE COMPUTES THE EXPRESSIONS
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‘ FM — 2 

1 
, FN — J

1
(X)J ’(X) + Y (X)Y~ (X)

J’
1

(X) + Y~ (X) 1 1

AS FUNCTIONS OF X, TO BE USED IN EQUATIONS (9.17) AND (9.19).
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FUNCT ION SUBPROGRAMS

‘ FOCXV’~ “FOCKU”, “DFOCKU”, “DFOCKV”

THESE FUNCTION SUBPROGRAMS COMPUTE:

v(x) , u(x) , u ’ (x) , v ’ (x)
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THiS SUB ROUTINE LOCATES THE DIFFRACTION POINT S ON THE WEDGES BY SOLVING EQUATION
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FUNCTION SUBPROG RAMS : “FO”, “GO”, “Gi”

THESE SUBPROG RAMS CALCULATE :
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