AD=AO70 778 ULTRASYSTEMS INC IRVINE CA OPERATIONS RESEARCH AND E=-=ETC F/6 5/1 -
EDATL FACILITY SCHEDULING PROBLEM RESEARCH.(U)
JUN 78 R J EGBERT» J 6 RAU NODO14=77=C=0190

UNCLASSIFIED

HH.
[T
il




m
l2—2

2:0
=

ll=

ll=
"‘mll 25 mu’ig‘i‘?' " 1

-«

nl'rl'FEI:
cEEE

NATIONAL BUREAU OF STANDARDS s
WCROGOPY RESOLUTION TEST Gt :

.~

}

% 5y







|

//\ 5

4 F{INAL xémn.\)u THE

C\ gg;fmuw SCHEDULING | %@éﬁ
e g ;';j /y "/0(
| o,

PROBLEM RESEARCH i Co, Rlel.
i “"',E",f\\/‘ @@
L. L\,l/},(
-l @ ?")
i o By: /GBERT mg G /Béu \
’ i (3 xons ESEARCH AND ECONOMIC ANALYSIS DEPARTMENF
e “‘y ULTRASYSTEMS, INC/™ A
‘ il + ’IRVINE, CALEFoRNHA 92715 P i) ( | /
| Ry N
' i ; /) //;/ -’
C PREPARED FOR: S
NavAL ANALYSIS PROGRAMS ConTRACT LWM 77 C-MQW
( 5 F Ofr1ce oF NavaL ReSEARCH Task NumBer NR 274-270
( - ARLINGTON, VIRGINIA 22217

==

Reproduction in whole or in part is permtted for any purpose of the
United States Govermment. ed

unlimited. s é/zj A




-

-~

[Em— |

Section

1.0

2.0

3.0

4.0

TABLE OF CONTENTS

Page
OVERVIEW OF RESEARCH PROJECT. . . . . . . . ... . 1
FORMULATION OF THE SCHEDULING PROBLEM . . . . . . . 4
SCHEDULABILITY OF TEST CONFIGURATIONS . . . . . . . n
SCHEDULING ALGORITHM. . . . . . . . . . . . . . .. 30
e s U e SR G N S 45

APPENDICES:

A: Computer Program Listing for Schedule-According-
To-Decreasing-Time-Requirements Method and
Schedule-As-Soon-As-Possible Method

B: ITlustrative Examples Using Schedulability
Computer Program

C: Computer Program Listing For Fitting of Test
Request Into Existing Schedule

D: Illustrative Example Using Computer Program To
Fit Given Test Request Into Existing Schedule




..

" . TSN 0 A A Y e, < APV N £ e
g e Pr——— a———
[ B ‘-.3 [ - S b - ) . ‘

1.0 OVERVIEW OF RESEARCH PROJECT

CE’_Ih15Ni§ the final report, (see Ref. 1—3 for earlier intermediate re-
ports)%concerning a research project which focusses on the development of sche-

duling algorithms and the demonstration of the use of sequencing and scheduling
techniques research in the planning and ordering of Naval activities. A
specific problem area deals with the scheduling of test activities at Naval
test, development and evaluatiggqfacilities. For examp]fig at the Naval Ocean
Systems Center in San Diegd;;ﬁeréﬁis presently under construction the Elec-
tronics Development and Testing Laboratory (EDATL) which has the mission

"to provide facilities and technical support to permit complete
integration and simultaneous multi-platform testing of total electronic com-
mand control, communications, surveillance, intelligence, and ocean surveil-
lance systems in an electromagnetically shielded and controlled environment.™
The EDATL will contain a core of ADP equipment available for use by projects
on a resource sharing basis.

To fully utilize the EDATL facilities and equipments, scheduling
techniques that accurately predict workloads need to be developed and imple-
mented. w The bi t problem is in the common area, where many users require
similar system suits.

Thus, an identification of users requiring a system
configuration is a meaSure of the requirements for processor, disk, tape
drive, and other standar type devices. Unfortunately, a piece of equip-
ment may only belong to one systel a time, and there may be periods where
people needing EDATL services are effectiveTy‘freaen.ngg_gEE to unavailability
of equipments needed to complete their system configuration.” This suggests
that perhaps the allocation and prediction of dedicated facility/equipment
requirements, and the movement of equipments from dedicated to common areas
and vice versa should be scheduled on a priority basis. Proper scheduling
will keep track of equipment availabilities projected over time, so that
effective, non-wasteful use is made of the facility.<

The equipment assets in EDATL can be generally categorized as follows:

(1) common user/shared use - equipment installed for the benefit of
all customers who will use EDATL and available for use, on a
scheduled basis, to anyone who has a need
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(2) customer owned/usable at non-interference times - equipment
procured and installed in EDATL by a customer who has agreed
to permit other customers the use of the equipment when his
own schedule permits

(3) customer-owned/nonsharable -~ equipment procured and installed
in EDATL by a customer who has determined that the equipment
will not be available to other users at any time.

Table A-1 in Reference 1 provided an identification of the EDATL equipment
assets according to these categories.

A11 common user equipments are interconnected via a High Speed
Data Switch (HSDS) which is capable of instantaneous hardware suit recon-
figuration to accommodate demands from different users. The HSDS along
with the Shipboard Data Multiplex System (SDMS) are the two principle com-
ponents of the Signal and Data Distribution System (SADDS), which is a series
of electronic interconnect devices which facilitate the configuration of
multiple subsystem elements into a total systems complex.

The EDATL scheduling problem is thus concerned with how to schedule
the users of both common user equipment and that which is customer-owned but
usable at non-interference times, provided it is accessible through the High
Speed Data Switch. In other words, the scheduling research only focusses
on the use of "sharable" equipment which can be accessed through the HSDS.
The scheduling of nonsharable equipment is assumed to be handled by the
owners of this equipment.

For all practical purposes the HSDS can simultaneously service
more customers than could ever be expected to want to utilize the common
user/sharable equipment. Thus, the only constraint imposed on the ability
of the HSDS to service customers is the availability of equipment configu-
rations desired together with the necessary supporting personnel.

Customers requesting “sharable" equipment configurations can be
basically characterized by five types of data, namely:

(1) user priority
(2) number and type of equipment configurations desired
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(3) time span of usage of each equipment configuration desired
(4) desired start date for testing activities
(5) desired completion date for testing activities

In addition, a customer may also have a preference for the order in which he
tests his selected configurations. The problem of concern in this research
then is to determine how to schedule, or order, these customers according

to their requirements so as to meet one or more objective criteria.

Generally speaking, the use of optimized scheduling procedures such
as the type discussed in this research report are not used at other test facili-
ties, however automated schemes are used to keep track of resources utilized,
downtimes, and the schedule of activities and events. For example, at the
Pacific Missile Test Center, Pt. Mugu, the Range Operations Scheduling Office
basically uses a semi-automated scheduling system which consists of computer
storage of information regarding range and equipment availability as well as
the schedule of users and their time allotments. User requests are then
manually scheduled based upon computer recall of previous, or planned, commit-
ments of resources. Similarly, at the Air Force Eastern Test Range, Cape
Kennedy, a Mechanized Range Scheduling (MRS) System is used, which is basically
an information system, operating in a conversational mode, that allows the users
to maintain an up-to-the-minute file fully describing the schedule of all tests
on the range, including resource downtime and minor support. This system
embodies file maintenance, information display, and an indication of conflicts
in resource usage between a proposed test and the tests already scheduled. An
integral part of this system is the Range (On-Line) Scheduling & Information
Exchange (ROSIE) system which maintains historical data that is later formatted
into reports on range scheduling by weekly and monthly tests, including monthly
downtime. The overall MRS system together with ROSIE is then used as the basis
for manual scheduling of range activities. Manual scheduling also appears to
be utilized at both Vandenberg AFB, California and at White Sands Missile
Range, New Mexico.

Upon contact with the Armament Development and Test Center (ADTC)
at Eglin AFB, Florida, it was determined that the range scheduling staff
currently use an automated range scheduling program (Ref. 9) which is inter-
active with a CRT terminal. The purpose of this program is to compare
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requested missions with resource availability to produce a mission schedule.

An optimization scheme using resource weighting is employed to determine the
schedule of mission requests. This particular scheme considers scheduling
priorities, the acceptability of alternative resources and the overall time
limits in satisfying the maximum numbef of resource requests while avoiding
overtime support wherever possible. Scheduling priorities are based on the ADTC
established priority of the project requesting the mission. These priorities
are derived directly from the Air Force Precedence Rating of the projects.

With regard to the acceptability of alternative resources, a mission that
requires a particular resource and cannot use any alternative one would receive
scheduling preference over another mission that could either use this resource
or some other alternative. Furthremore, the scheduling algorithm employed
attempts to place resource requests within the desired time usage interval
whenever possible. A mission that requires a particular resource at a specified
time of day has a better chance of securing this resource at this time than
another mission that could use this resource at any time during the normal work
day. This automated range scheduling program is similar in its desired use
objectives to the methodology which was developed in this research program,
however the method employed is substantially different.

In summary, the basic objectives of this research are to demon-
strate the use of sequencing and scheduling techniques in the planning of
Naval activities and to show, in particular, how improvements can be obtained
in the efficient use of test facilities. The Electronics Development and
Testing Laboratory at NOSC has been selected as the "test bed" for the develop-
ment of these techniques and subsequent implementation. This is a new facil-
ity offering a complexity of user requirements and a broad variety of command
control and communications system users, hence is a suitable candidate to
provide the basis for this research. It is expected that the techniques
developed will be sufficiently general that they can be used at other Naval
facilities.

2.0 FORMULATION OF THE SCHEDULING PROBLEM

In the case of a Naval test facility, such as EDATL, where there
are a multitude of users, each with a different set of test requirements,
the scheduling problem mathematical model cannot be expected to be as




easily formulated or solved as in the case of the known, relatively simple
cases of job scheduling or even assembly line balancing. In fact, because
of the varying resource requirements relative to space, supporting staff,
ADP equipment necessary, etc., and constraints such as special security
precautions, time deadlines, user priorities, etc., the problem and its
corresponding solution given by a scheduling algorithm are considerably

o4 more complex than those problems being considered by many researchers today

in the area of sequencing and scheduling.

An approach to formulation of the mathematical model for the
EDATL scheduling problem would be to use integer variables to characterize
the test configurations desired by a user of the sharable equipment. For
example, if we define

N = number of types of possible common user equipments and
tenant-owned but available upon permission when sche-
dule permits equipments, i.e., the number of "sharable"

equipments
u = initial number of customers requesting use of sharable
equipment
Bl Cj = number of equipment configurations desired for testing
: by the jEﬂ customer
f i Ti(J) = amount of time the iih-equipment configuration is desired
; i for testing by the jﬁn-customer,
g i then we could describe each potential user's test requirements by a set of
; .- (N+1)-tuples of the form
! 4} . @ (3), 1.
i } (xil s Xip s eees Xan U3 Ty )
s‘ for 1 =1,2, ...4 Cj where
xik(J) = number of items of sharable equipment of the kEﬂ type
_ j, desired in the it test configuration by the i user.
a8
In other words, one could use a set of vectors whose first N coordinates
™ 1 consist of non-negative integers to describe the configuration needed.
; A coordinate equal to O would mean that the equipment represented by this
‘ : ’i coordinate was not needed, whereas a non-zero coordinate would mean that
: one or more of this type of equipment is needed.
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For example, if a customer's test configuration requirements were
given by (0, 1, 1; 3) and (2, 0, 1; 2), then this would mean that he desires
to test two equipment configurations consisting of using one item each of
equipments #2 and #3 for a total of 3 time units in the first configuration
and of using two items of equipment #1 and one item of equipment #3 for a
total of 2 time units in the second configuration.

An additional consideration would be the specification by a
customer of the desired time at which he would like to test a particular
configuration or the interval of time over which he would like to conduct
all of his testing. This feature could be accounted for by defining

Si(J) = desired time at which the jsh-customer would like to
: test his iEb-equipment configuration
Ei(J) = desired time at which the jzb-customer would like to

;th

have completed the test of his equipment configuration.

For the case of a customer with a firm requirement to start testing at a
particular time, then one would define Ei(j) = Si(J) + Ti(J). On the other
hand, if a customer desired to conduct the testing of a particular configura-
tion over the interval [A,B] and complete testing by time B, then one would
define Si(j)Z:A and Ei(j) =B - Ti(j). To incorporate this type of considera-
tion in the above characterization of test requests, test requirements could
be described by a set of (N + 3)-tuples of the form

Bl e
(g ), x, W), L g @ 7, ), 5 @), )

for 1= 1, .cop Cj and =1, ..., U.

In terms of plausible criteria for the scheduling of users of
sharable equipment there are several options, namely:

(1) maximize the total revenue to be derived from common user

B P N WL e

equipment usage

COMMENT

This objective criterion is based on the premise that common
user equipment is EDATL-owned and thus must be paid for out
of operating expenses. The charge for equipment which is
customer-owned would be assumed to correspond to that which
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he pays to EDATL and so by "leasing" his equipment he can

! : reduce his total occupancy charge. Since such "lease fees"

' would represent a pass-through and EDATL would derive no
profit from this sharing arrangement, one would only consider
the revenue from usage of that equipment which is EDATL-owned.

(2) maximize the total annual usage (in hours) of all common
user equipment
COMMENT
This objective criterion implicitly suggests that maximizing
equipment usage is good and, if the cost per hour of usage
were the same for each item of common user equipment, then
this criterion would be the same as (1). On the other hand,
the latter situation may not be the case because of the
initial allocation of costs on the basis of space usage and
then the proration of these costs on the basis of an annual
number of hours of operation. This criterion is consistent
with the desire to fully utilize the EDATL assets as much as

1 possible.

=% (3) minimize the total annual idle time of all common user
1 equipment

- COMMENT

o~ This objective criterion is equivalent to (2).

f; (4) maximize the chances of higher priority requests being

scheduled
| COMMENT
: This objective criterion is applicable to the situation
;f where either users or specific test requests have higher
. priority than other users and/or test requests, however
ij it is not necessarily possible to schedule all test requests.
3

An objective function which would allow consideration of any one
of the above criteria is given by

U C
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where th th
‘ 1 if the i— test configuration of the j— customer

yij = is scheduled
1 0 otherwise
fij = "value" of scheduling the 1'Eﬂ test configuration of the jEn

customer
For criterion (1),

N
(2.2) fig k; Ry xik(J) Ti(‘])

where

Rk cost per unit time for use of the kEh-type of equipment;

for criteria (2) and (3),

N
i E xik(J) Ti(.1)

@
RS

for criterion (4),

jth th

(2.4) f.. = priority of the test configuration of the j—

i3 customer
where "high" values of fij denote higher priority. (NOTE: In this case
the objective is to maximize the sum of the priorities, which would imply
that higher priority items have a greater chance of being scheduled.)

The problem then of interest is to find a schedule over a given
c

2 =0

-
time interval, say [0,T], which maximizes :E: :E: fij Yij over all Yij

j=11i=1
or 1 and subject to equipment availability constraints. An example of a
constraint of the latter type would be if there are Nk items of equipment
of type k and the total time the v-t-n item of equipment of type k is
unavailable in [0,T] is Tvk’ then a family of equipment availability con-

straints is given by

. b Ne N
@ -
(2.5) j; g Xy ) Ti(J) yij € ?;1 RE = Wl 20 ¥ = VZ; Tok
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3 for k =1, ..., N. This type of constraint is based on the observation that
the total usage hours cannot exceed the total hours available for use.

Equipment availability constraints must include consideration of
whether or not a particular piece of equipment of the type desired is
available for the time interval needed. A method for characterizing
equipment availability is to define equipment availability functions of

the form th
1 if the j— equipment of type k is available
Ajk(x) = l for use at time x

0 otherwise

for k=1, ..., Nand j =1, ..., Nk' Thus, if a customer desired to test
a particular configuration for T time units at time t1 and required one
equipment of type k, then this would be possible if at least one j could
be found for which Ajk (x) =1 for x = t]’ t] * Taviie TN

The use of equipment availability functions enables the formula-
tion of constraints that are time dependent in the following sense. Con-
sider a test configuration of the form (x], Xps «ovs X3 T te £+ %),
which represents a requirement to simultaneously test Xy equipments of
type k for T time units starting at time t. Define

‘1 if the jﬁh equipment of type k is used in
the test

I
Jk IO otherwise

for k=1, ..., Nand j = 1, ..., Nk. Then it would only be possible to
schedule this particular configuration for testing at time t if the follow-
ing conditions were satisfied:

Ny
Condition A Z z.k = xk
A R

t+7-1

Condition B zjk Ajk (x) =T )=0.

x=t
Condition A states that the number of equipments of type k assigned to the
test request must equal the number required, namely, Xp: Condition B
states that if the jEﬂ equipment of type k is assigned then it must be
initially available at time t and then must be available for a total of T
time units thereafter; that is, Ajk(t) = Ajk(t+l) = ... = Ajk(t+T-l) = 1.




Since it is reasonable to expect that users of sharable equipment .
in the EDATL facility will generally desire to conduct tests at either
specified times (such as Mondays at 0700) or within a specified time
period (such as Tuesdays between 0800 and 1300), a scheduling problem

s formulation which more readily recognizes this type of consideration and
which can be easily formulated as a 0-1 Tinear programming problem is the
1 following:

(2.6) maximize 1eé%;£(t) fi(t) ¥;

subject to

My
TE ) S i 2350 X ¥y for 1in ELIG(t) and

j=1 k=1, ..., N }
t+T.-1 %
: é
2.8) oz \ 2 A0 -1, ) =0 foriinELIG(),
J x=t J J=0s e Nk and
i k=g ey N
: (2.9) 2... € A, (t) for j=1, ..., N, and k=1, ..., N
jeELig(t) 1k~ Ik k
(2.10) Z...s ¥: = 0or1 for i in ELIG(t), j=1, ..., N
1 - ijk” 71 and k=1, ..., N .
2 In this problem formulation, the objective is to determine the "best"

} test configurations to schedule ¢ time t out of all those which are

eligible to be tested at time t, as denoted by the set ELIG(t). The

ith test configuration in ELIG(t) has the form

(X575 Xjp0 «oos X4y Tyo Sqo Ej)

T Y TR T G AR S T AN 26

| i where S1 = t, or, if the customer is indifferent to the start time, then
by 2 S1 2t provided that t + T
‘ ! formulation as follows:

iSEi’ We also define the 0-1 variables in this
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1 if the .]'-1‘3-'l equipment of type k is assigned to the 1£h
z1jk = configuration
0 otherwise
B {1 if the ith configuration is scheduled
i l 0 otherwise

Constraints (2.7) and (2.8) are conditions A and B, respectively, as defined
previously. Constraint (2.9) is necessary in order to prevent the same piece
of equipment from being assigned to more than one test configuration simul-
taneously. The function fi(t) is chosen to be time dependent to allow dif-
ferent criteria to be employed at different times. An example of the use of
this feature would be to increase the priority of a test configuration which
was eligible to be scheduled earlier, but was not selected as part of the
optimal solution at an earlier time.

The preceding formulation is to be regarded as the formulation of
the EDATL scheduling problem. In Section 4.0 a procedure is discussed for
the solution of this problem and an example is presented.

3.0 SCHEDULABILITY OF TEST CONFIGURATIONS

The problem given by (2.6) —(2.10) is potentially one of large
dimension since, if there are Nk equipments of type k, N equipment types,
Cj test requests by the jEﬂ customer, and U customers, then

N U
3.1 i be
(3.1) rg:xzrir;a:.gum . Z Nk> (N) <2 Cj> (v)

k=1

and U
maximum number
of yi's x <E cj> (U)

J=1

Therefore, at worst case, the dimensionality of the problem is given by

EmlEe-

This discussion suggests that, wherever possible, steps should be taken to
reduce the dimensionality of the problem.

i
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The determination of whether or not the elements in a set of test
configurations can all be scheduled within the allotted time span is compli-
cated by the presence of "free" configurations. A free configuration is a
test configuration which can be scheduled independently of any other config-

uration in a given set of test configurations. For example, in the set of
configurations given by

ﬂ= {(1, 0, 0; 1), (0, 1, 0; 2), (0, 0, 1; 3)}

all configurations are free since they have no equipment requirements in
common, whereas in the set of configurations given by

B-{0. 000, 0,102, 00 1;3)}

only (0, 0, 1; 3) is a free configuration. Because of the potentially large
number of possible orderings of test configurations to be considered in
determining which ones would be scheduled, it is desirable to remove the
free configurations from consideration thus reducing the number of com-
binations which need to be considered.

A technique for accomplishing this can be described as follows.
Suppose we are given the following eligible test configurations at a given
point in time:

(Xgys Xg20 coes X3 Tq)

(Xc], xc2’ e ey XCN; Tc),

where

Xsk = number of items of sharable equipment of the kEn type
desired in the iEﬂ test configuration

T1 = amount of time desired for testing the i3 equipment
configuration

Let Nk = number of items of equipment type k available and assume that all
items of equipment are available for use during the time period of interest

(i.e., the equipment availability functions are all equal to 1.0). Now,
define




C
3 ‘0 ika-§xik20

(3.3) ek == (
1 otherwise

for k=1, ..., N, and

N
1 if 2 x, e =0
' (3.4)  F(i)= gt Eg% ik %

l 0 otherwise

for i =1, ..., C. MWe assert that if F(i) = 1 then the it test configu-

ration is free, and if F(i) = 0 then the 1t test configuration is not free.

C
This result follows from the observation that Nk - E Xik denotes the total
i=]

possible demand for equipments of type k; thus if Nk - Xik 2 0, then the
1=

demand for equipments of type k can be met simultaneously with no waiting.
Whenever the equipment requirements of a given test configuration are such
that in conjunction with the corresponding equipment requirements of the

other configurations under consideration all requirements can be met (i.e.,
C

1 - for each choice ot k we have Nk - § X5k 2 0), then this configuration would
be free. This will occur if, and only if, F(i) = 1 where i corresponds to
g". g the configuration being examined. In the preceding examples, assuming only
f -~ one equipment of each type, for the setﬂwe have e = e, = ey = 0, thus all
configurations are free, whereas for the set B we have e = 1 and e, = ey = 0
| - which implies that only (0, 1, 1; 3) is free. If we changed N, =1 to
; § N, = 2, then all elements of@would be free.

Therefore, free configurations are ones which can be automatically
; scheduled and thus removed from consideration in solving the optimization
‘ | & problem given by (2.6)—(2.10). This would then reduce the dimensionality
7 i { of the problem and thus would facilitate easier computation of the optimal
‘ schedule.

I




Using the concept of freeness, a simple test for schedulability of
a given set of test configurations can be derived as follows, under the
assumption that all equipments are initially available throughout the entire
?§ i test period [0,T]. Consider C configurations where the igh-test configura-
’ tion has the form (xil’ Xips +oos Xyns Ti) and define "pairwise freeness"
between two distinct configurations i and j (i.e., we say that i is free
relative to configuration j) to mean that Xk + xjks Nk for all k=1, ..., N.

Now, let

gy 0 if configuration i is free relative to configuration j
1] 1 otherwise

(s7),
(L),

start time for testing of the iﬁn configuration

elapsed calendar time until completion of testing of

the 1’En configuration.

If the configurations are considered for testing in the order 1, 2, ..., C,
then it is easily verified that

Therefore, the number of those configurations which can be tested in [0, T]
i | is the largest value of i, say i*, such that

; : (3.5) (ST). = max F.. (EL),
:“ | odes M
’ 7 and the total elapsed calendar time through testing of the first i configura-
| » tions is given by
- (3.6) (TEL) .= max (EL), =  max {(ST).+T. :
LAt | A v ST T L Sae J}
t

; ; ) (3.7) (TEL)],Z’“J*ST and (TEL)I,Z,..,i*H 7 &
ﬁ E : If (TEL)] 2 CsT} then all configurations can be scheduled within [0, T].
| ’ L y
; 5 As an illustrative example,let us consider the following three test
| ' ‘ S. configurations:
P !

Configuration 1: (1, 1, 0, 0; 2)
] Configuration 2: (1, 1, 1, 0; 4)
: {T Configuration 3: (0, 0, 1, 2; 3),

¥ T TR o A, T P —————




where we are assuming four types of equipment, all initially available through-
out the test period, there is only one item of equipment of types 1, 2 and 3,
and there are two equipments of type 4. Performing the pairwise test for
"freeness", the Fij's can be represented by the following 3x3 matrix:

1% 8
(3.8) F={1 11
g1 1

since F,. =1 for i =1, 2, 3. If we consider the test interval [o, 7]
and apply this previously described test for schedulability, then we obtain
the following results:

Candidate Total
Schedule Schedulable Elapsed
Order Sub-Order Time
1 2, 3 Ts 2 6
1s 3, 2 1 3, 2 7
2 ¥ 3 ey ! 6
2 31 2, 3 7
3 1 2 3 152 7
3¢ i} 3, 2 7

Since both configurations 1 and 3 are free of each other, it follows that
both configurations can be scheduled at time 0 and then configuration 2
can be scheduled at time 3 which is the completion time for testing of
configuration 3.

Under the assumption that all items of equipment are initially
available in the time period [0,T], then a simple necessary condition for
whether or not the given set (xll‘ Xpps ooon XN l|). (’?l‘ Yygs -oos
e Tz), P (xC], Xc2s ++es XoNd TC) of C test configurations can all
be scheduled in the interval [0,T] is as follows. If all C configurations

are schedulable, then it must be true that

C
1
(3.9) T 2max — Z Xin *
k=1,...,N N i=7 ik i
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Inequality (3.9) follows from the observation that the total usage time
C

for equipments of type k, given by :E: Xik Ti’ must not exceed NkT for
i=1

each k, i.e., we must have

c
1

(3.10)  T2p- 2 x, T
N §o1 ik

for k = 1, ..., N; hence the inequality follows.

As an illustration, consider the case of three equipment types
where N] =1, N2 = 3 and N3 = 2. Figure 3.1 shows that the following six
test configurations can be scheduled in a minimum of 8 time wunits:

Number Configuration
1 (1,1,052)
(0,1,1;4)
(1,2,0;3)
{0,1,1;2)
(0,3,0;1)
(1,1,152)

N OO e W N

It is readily observed that

7 fork=1
(3.11) J_zc:x $ e d B BEE=g 3
W &1 M
4 for k=3

hence

(3.12)  max {7, 2, 4}= 758

In terms of sufficient conditions for schedulability the obvious
C

condition is that E T,,ST for C given test configurations. The formula-
i=1

tion of other, less obvious conditions generally requires the development
of a scheme which generates a schedule. Thus, if through the use of the
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scheme a given set of test configurations can be scheduled within the desired
time period of interest, then the conditions of the scheme, in essence,
become the corresponding sufficient conditions. Several such schemes for
accomplishing this are: (1) the schedule-according-to-decreasing-time-
requirements method and (2) the schedule-as-soon-as-possible method. Each

of these methods will be described in the following paragraphs.

Consider C test configurations of the following form: (x”, X

12°
RS x]N; T])’ (Xz-" x22‘ e ey XZN; Tz), ceey (XC), xczg ee ey XCN; Tc)’
where there are no specified start or completion times for each of the
test requests. The schedule-according-to-decreasing-time-requirements
method requires that these configurations be ordered so that TIZTZZ'“'ZTC'

Then configurations are scheduled as soon as possible according to their
time requirements. The steps in this procedure are as follows:

(1) Setn=landjo=0.

X
(2) Let gy largest integer x such that Z Xik S "k
i=j_ 4]
n-1
forall k=1, ..., N.
(3) SetL = TJ.MH .

(4) Test C-j,. If<0, go to (6); if >0, go to (5).
(5) Replace n by n+1, and go to (2).
Jn
(6) Compute Tmax = 1§ L1 "
(7) 1If TmaxST’ then the C requests are schedulable in [0,T].

For example, consider the case of four equipment types with N
N2 =2, N3 = 3 and N4 = 4, and the following test requests:

1=

Number Configuration
1 (0,0,1,0;6)
2 (1,0,0,1;5)
3 (0,2,0,0;4)
4 (0,0,2,3;4)




A

Number Configuration
5 (1,2,0,1;3)
6 (0,0,0,3;3)
7 (0,0,2,3;2)
8 (0,0,3,0;2)
9 {(¥.3.2.2:1)

Applying the first six steps of this procedure, it is easily observed
that:

dy = 4 L] = 6
JZ = 6 LZ = 3
j3 = 7 L3 = 2
j4 = 8 L4 s 2
Js = 9 L5 =

thus, from step (6),
Js
(3.13) Tmax = § Li = 14

Therefore, steps (1)—(7) provide a sufficiency test for whether the nine
given test configurations can be scheduled in an interval of at most 14
time units.

The procedure described by steps (1)—(7) is basically one in
which test configurations are scheduled in groups. In the preceding example,
configurations 1—4 are schedulable in the first 6 time units, configura-
tions 5 and 6 are schedulable in the next 3 time units, configuration 7 is
schedulable in the next 2 time units, configuration 8 is schedulable in the
next 2 time units, and configuration 9 is schedulable in the next 1 time
unit; hence it is possible to schedule all configurations within 14 time
units. Of course, it is not known whether or not these test configurations
could be scheduled more efficiently in terms of less than 14 time units. A
potentially more efficient method for "grouping" the test configurations
can be described as follows: ﬁ




(1) Set S=1,j=1andi=1.
I (2)  Put configuration i in the schedulable group given by Ij.
ﬁ (3)  Replace i by i + 1.
f I (4) Test C - i. If20, go to (5); if<0, go to (9).
; 2 (5) Compute Xik + Z Xike Ii"SNk for all k = 1, ..., N, then put
? ¥ vel‘j :
} 2 configuration i in the set Ij and go to (3). If >N, for at least

one k =1, ..., N, then go to (6).
(6) Replace j by j + 1.
(7) Test S - j. If20, go to (4); if <0, go to (8).
(8) Replace S by S + 1, put configuration i in the set IS’ set j =1
and go to (3). 3
(9) Compute

ZmaxT

j=1 1eI

(10) If meST. then the C requests are schedulable in [0,T].

To illustrate this revised procedure for the schedule-according-
to-decreasing-time-requirements method, consider the preceding example with
nine test configurations. In this case, applying steps (1)—(8), it is
easily shown that

L, o= {1, 23,4
‘ I, = {5, 6, 8}
{ I3 = {7}
: Iy = 19}

-

thus, from step (9).

- A e W— A
—_— Jupe—

| (3.14) T Z max T,
‘ 1te
{

; (3.15) = 6+3+2+1=12.

W ——

This implies that, by "regrouping", the nine test configurations can actually
r } be scheduled in an interval of at most 12 time units. For arbitrary T,
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steps (1) — (10) thus provide a sufficiency test for whether or not a given
set of C test configurations can be scheduled in the interval [0,T].

The schedule-as-soon-as-possible method is based on the idea that

given an ordering of test configurations for consideration then starting
with the first configuration in the ordering each other configuration is
scheduled as soon as possible based on its relative freeness to other test
configurations. To illustrate this procedure, suppose we are given C test
configurations of the form (x]], S PTIRRRFIE ST T]), (x2], Xpos evs Xops TZ)’

s (XCI’ Xgps ++vs XeNd Tc), where there are no specified start or com-
pletion times. This method involves the following steps:

(1) Set j=1and i=1.

(2) Define tj = 0 and Rj = .

(3) Put configuration i in the set Ij.

(4) Replace i by i + 1.

(5) Test C - i. If20, go to (6); if<0, goto(7)

<
(6) Compute X * v% Xvic® where A kUI H 5 If_Nk for all

ety cios Ny then put configuration i in I , set (ET) Ti + tj and

go to (4) If >Nk for at least one k = 1, , N, then go to (4).
(7) Test {1, e } LJ Ik. If empty, go to (13); if non-empty, go
k=1
to (8).

(8) Replace j by j + 1.
(9)  Define t; = min {(ET), : (ET), >t | and ie kl=J] I}

(1) Define R, ={i . fe H} Ik and th(ET)i}

(m) Defi =min {i : i I
ne x; = min { i !:! }

(12) Replace i by X; and go to (6).
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(13) Compute T ™ m:x (ET)1

i (14) If T ST, then the C requests are schedulable in [0,T].

e

To illustrate the schedule-as-soon-as-possible method, consider

b the previous example of nine test configurations with four equipment types
o such that N] =1, Nz = 2, N3 = 3 and N4 = 4, Referring to Figure 3.2, it
W is readily observed that, applyinc the steps of this procedure to the
i ordering of configurations given by 1, 2, ..., 9, the following results
are obtained: ;
t; =0 1, = {1. 2, 3, 4}
ty=5 I = {5}
t, =6 14={8}
t5 =7 15 =0
t; =8 e
7 t, =10 I, = {9}
i ~ =
Ft ? T'nax-]] .
: ‘I This implies that these nine configurations can be scheduled in an interval
i of at most 11 time units. For arbitrary T, steps (1)—(13) thus provide a
Q f’ sufficiency test for whether or not a given set of C test configurations
g & can be scheduled in the interval [0,T].

B—

It is important to recognize that the schedule-as-soon-as-possible
method presupposes a given ordering of test configurations. As a result,
the value Tmax could be expected to differ depending upon the presupposed
ordering. For example, if the ordering assumed had been 5, 9, 8, 6, 7, 4, 3, 2,
1, then it can be shown that the following results would have been obtained:

F |
, .

S—— g——

t, = 0 I, = {56, 8
| ! t, =2 I, = {i]
ty =3 Iy = {9}

—
MR T T YOI S TN AN e ey e
| Mhm s
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Figure 3.2 Illustrative Example of the
Schedule-As-Soon-As-Possible Method

Elapsed Time
0 1 2 3 4 5 6 7 8 9 10 11

1 #2 #5 Idle | #9
2 | #3 1d  #5 Idle |#9 |
2 #3 1did 45 Idle |
-2 i # #8 #7 #9
R |
3 44 Idle | 48 #7 #9
Equipment
Type 3 #4 Idle #8 Idle
4 #2 #5 47 #9
4 #4 #6 el 8 #9
4 #4 #6 Idle| #7 Idle
s | #4 #6 Idle ]

Mo
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te = 6 I = {4}
Tax * 10

Thus, these nine configurations can actually be scheduled in an interval of
at most 10 time units.

Appendix A presents a computer listing (in Fortran IV) which pro-
vides for using either the schedule-according-tc-decreasing-time-requirements
method or the schedule-as-soon-as-possible method. The latter method requires
starting with a given ordering. In this regard, the computer program allows
for two types of ordering, namely: (1) for a given set of test requests, they
are ordered according to decreasing times and then the method is applied, or
(2) for a given set of test requests, they are considered in the order in
which they are given (i.e., assumed to be analogous to the first-come first-
served type of criterion). Appendix B presents illustrative examples derived
through the use of this computer program.

Another type of schedulability question deals with the determina-
tion of whether or not a given test configuration can be scheduled within
an already established schedule of test configurations. This type of situation
would arise when the scheduling problem defined by equations (2.6)—(2.10) has
been solved, a schedule has been established via the solution, and a new test
request is received. The problem then is to determine whether or not this new
request can be scheduled within the time period, say [0,T], of the established
schedule or must be scheduled at time T or later. For example, suppose this
new test request has the form (x], Xps «evs Xy T]) and we desire to determine
if this request can be scheduled at time S, which could represent either the
customer's desired time for testing or an arbitrary time in the scheduling
period [0,T]. The steps in determining the schedulability of this request can
be described as follows:

(1) Set k =1.

(2) Test X+ 1f=0, go to (3); if #0, go to (5).
(3) Replace k by k+1.

(4) Test N-k. If 20, go to (2); if <0, go to (14).
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N

(5) Compute :E:Ajk(S) - X If <0, go to (13); if >0, go to (6).
J=1

(6) LetJ, = {j IWOR 1}
(7)  Define C, = (c"’;: Jk)

(8) Divide I into C, distinct subsets I], Fithcd Ic each of cardinality Xy

k
C k
so that Jk = !;l Ii'
(9) Set i =1.

(10) Compute }E: Avk(t) - T] for all veli. If = 0 for all veli, then the
t=$
configuration is schedulable relative to the kﬁh-type of equipment so go
to (3). If <0 for any veli, go to (11).
(11) Replace i by i+1.

(12) Test C, - i. 1f20, go to (10); if <0, then the configuration is not

k
schedulable relative to the kEh type of equipment so go to (13).

(13) Configuration is not schedulable at time S.
(14) Configuration is schedulable at time S.

To illustrate this procedure, consider the situation in which we
have five equipment types (N = 5), two equipments of type 1 (N] = 2), three
equipments of type 2 (N2 = 3), one equipment of type 3 (N3 = 1), three
equipments of type 4 (N4 = 3), and two equipments of type 5 (N5 = 2). Assume
that over the time interval [0,18] the equipment availability functions are
defined as follows:

(3.16) An(t) = {0 if 0<t<q4, 6<t<9 or 14st<18
1 otherwise
(3.17) A, (t) = {0 if 0St<2, 4sSt<8, 9St<1l or 13st<17
s 1 otherwise
(3.18)  Ayp(t) = {0 if 2<t<3, 6<t<10 or 145t<16
1 otherwise
(319)  Agy(t) = {o if 1St<5, 7<t<9 or 11<t<15
1 otherwise




(3.20)

(3.21)

(3.22)

(3.23)

(3.24)

(3.25)

(3.26)

if 0<t<4, 5<t<8 or 155<t<18
otherwise

if 0<t<2, 75t<9, 145t<16 or 17<t<18
otherwise

if 0<t<2, 55<t<8 or 10<t<16
otherwise

if 1<t<3, 6<t<10 or 155t<18
otherwise

if 2<t<6, 8<t<9 or 145<t<16
otherwise

if 4<t<8 or 14<t<18
otherwise

if 0<t<5, 8<t<14 or 16<t<17
otherwise

Figure 3.3 provides a graphical illustration of equipment usage based on

these equipment availability functions. Now, suppose we are given a test
request of the form (1, 2, 1, 2, 1; 4) and it is desired to schedule, if

possible, this test configuration at time S = 10. Fork =1, ..., 5 the

following observations can be made:

13
2 A

t=10

Case: k

1

i
1

i}

]](t) - 4 = 0; thus, using the first equipment of type 1, the

configuration is schedulable relative to equipments of type 1.
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-2
J, = h, 2, 3}
'i G = (=3
i ho= el 5 s 3 o ~tay)
: . 13 $
, 0 forv=1o0r3
t;wAVZ(t) bl =l-3 for v = 2

thus, using the first and third equipments of type 2, the configuration
is schedulable relative to equipments of type 2.

Case: k = 3
J; = 1}
€ = 1
L o= {1l
13
:E: A]3(t) - 4 = 0; thus the configuration is schedulable relative to
t=10

equipments of type 3.

Case: k =4

| 3y = {2, 3}
Cp = 1
I, = {2, 3}
13

:;: Av4(t) -4=0 for v =2or 3; thus, using the second and third
t=10

equipment of type 4, the configuration is schedulable relative to
equipments of type 4.

; Case: k = 5
JS % *1}
Cg = 1

& | il ﬁ

S — -

13

: l tz'lo A15(t) - 4 = 0; thus, using the first equipment of type 5, the

configuration is schedulable relative to equipments of type 5.




We conclude then that the configuration (1, 2, 1, 2, 1; 4) is schedulable
at time S = 10; however, if the desired test time was 5 time units rather
than 4 time units, then the earliest it could be scheduled would be at
time 18, assuming the required equipments were all available for the next
5 time units thereafter.

Appendix C presents a computer listing (in Fortran IV) of the
. preceding schedulability procedure, and Appendix D presents an illustrative
example using this computer program.




4.0 SCHEDULING ALGORITHM

The formulation of the EDATL scheduling problem was previously
presented and discussed in Section 2.0. In this section we present the
solution algorithm for solving the scheduling problem.

Suppose we are given C test requests of the form (x]], X1 +eeo

Xne The Sy Eyds Uiy Xppu woes Xpys Tos Spa Epds -ens (Xgye Xgps -ov
XeNS TC' SC’ Ec) and consider the time interval [0,T]. Fort=0,1, ...,

T we define

ELIG(t) = set of all those configurations which are eligible to
be scheduled at time t

and Problem t to mean

(4.1) maximize }E: fi(t) Yi

i€ELIG(t)
subject to
N
k
(4.2) :E: z = X Y for i in ELIG(t) and
b R Tt B B

t+T,-1
(4.3) zijk< b Ay (x) - Ti> =0  for i in ELIG(t),

x=t J=1, ..., Ny and
k=1, ..., N
(4.4) z <A, (t) for j=1, ..., N, and k=1, ..., N
jeELIg(t) 19k T Jk k
(4.5) =0orl for i in ELIG(t), j=1, ..., N

239 Y
ijk* 71 and k=1, ..., N k

Initially, at t=0 we would have
(4.6)  ELIG(O) = {i : i=1, ..., Cand §; = 0}

If ELIG(0) = P, then the smallest value of t for which ELIG(t)#P would be

given by t = min S1 3 hence this would be the normal starting point
i=1,...,C

for the derivation of the optimal schedule.




Basically, the solution approach consists of solving a sequence
of 0-1 linear programming problems until all requests have been sche-
duled (or as many as possible within the selected time interval [0,T]).
Figure 4.1 presents an overview of the scheduling procedure. The key
step in this procedure is the computation of the set ELIG(t). In general,

i . ELIG(t) will include the i configuration if S, = t or S.2t and t + T, <E,;
i however, since it is not necessarily true that ELIG(t-1) = {1 Py e 1 in
s the solution of Problem t-l}, ELIG(t) must also include those configurations
e which were eligible for scheduling at time t-1 but were not selected in the
i» solution to Problem t-1. Therefore, at each step in the procedure ELIG(t)

must be computed on the basis of giving consideration to those configurations
which are eligible to be tested at time t and to those configurations which
were eligible to be scheduled earlier but were not part of the optimal
solutions computed previously.

To illustrate this procedure, consider the following example con-
sisting of 6 equipment types with 2 equipments of type 1 (N] =2), 3
equipments of type 2 (N2 = 3), 2 equipments of type 3 (N3 = 2), 3 equipments
? of type 4 (N, = 3), 4 equipments of type 5 (Ng = 4), and 1 equipment of
{ ‘ type 6 (Ng = 1). Assume that the scheduling period of interest is [0,20]
' i and the initial values of the equipment availability functions are given by
Table 4.1. Suppose that the test configurations to be scheduled are as

follows:

Number Test Configuration

1 (1,2,1,1,2,0;5,0,8)
(0,2.2,2,1,1:3,0,0)
(1,1,0,1,2,1;4,0,4)
(0,0,1,1,2,1;3,3,20)
(1,0,0,0,1,0;7,3,16)
(0,1,1,2,0,0;2,6,10)
(1,1,1,0,0,0;2,6,16)
(0,1,1,0,0,1;4,6,13)
(1,1,0,0,0,0;5,7,12)
(0,1,1,2,1,0;3,8,13)
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Table 4.1 Equipment Availability Function
Values at Step 1*

i Equipment Equipment Tiee
- §4 Number Type
() (k) 0123456789101 1213115
: 1 1 LR P LB N Y e
2 1 YT E AR R F A
1 2 Y ERE R R ATV VR OV
2 2 R BT e g S 6 S B oBe aNE B B ok
3 2 ok o 3n I 4R M BRC UK R T SR N WGt W e
1 3 PEF R EFL 3P HE NS ;
i
2 3 F AR L EF T 2L 2 R
1 4 S L5 TNy B ST 0% R D NN B Go T
2 4 I3 3333 1T 178 & 5°0F 088
3 4 B A S G0 BN OB W N A G- G A e S
| 1 5 FER ISR RSN g A
L 2 5 PR R e SN oY Ay
if 3 5 T e S B B R OSECUR B OE  fRE S T R
, 4 5 I P ET LIRSS R A
1 6 EA N NI T Ry

*0's denote blockage because of prior commitment.
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The criterion for scheduling in this example will be based on maximizing the
revenue derived from equipment usage where

: i Rk = revenue per time unit for usage of equipments of
| s type k
- 1 fork=1,2 !
1 (4.7) =¢2 fork=23,4 }
3 fork=5,6

Using (4.7), it is easily shown that the revenue per test configuration is |
given by the following: |

The Problem 0 solution is given by

Configuration Rev?nge
Number (i) (fi{t))
1 13
2 16
3 1
4 13
5 4
§ 6 7
i 7 4
1 § & 8 6
w 9 2
i ; ' 10 10
i‘ i r; Following the procedure outlined in Figure 4.1, the steps are as follows:
¢ |
;- ; 7 Step 1
| P[] (4.8)  ELIG(0) = {1, 2, 3}
|

L &
(4.9) y, = {' b e
0 ifi=2

1 for (1,2,1), (1,1,2), (1,2,2), (1,1,3), (1,1,4), (1,1,5),
. 1 (4_]0) z = (1p4’5)) (3’19])3 (39392)1 (3’2’4)l (3'215)v (393’5)9
Ly ' ijk l (3,1,6)
] i 0 otherwise




Thus, configurations 1 and 3 are scheduled at time t = 0, however
configuration 2 is unable to be scheduled at its desired start
time.
Step 2
Referring to Table 4.2, we observe that no scheduling of test requests
is possible at time t = 1, 2, 3, or 4; thus, consider t = 5.
(4.11)  ELIG(5) = {2, 4, 5}

The Problem 5 solution is given by

(4.12)  y; = {] AN
0 ifi=4,5

1 for {2:).2). (2.3.2), (2.V.3), (2,2.3). (2,0.4),
(4_]3) e (2’2:4)’ (za]as)- (2’195)
15k ) o otherwise
Thus, it is only possible to schedule configuration 2.
Step 3

Referring to Table 4.3, we observe that no scheduling of test requests
¥ . is possible at time t = 6; thus, consider t = 7.

| o (4.14)  ELIG(7) = {4, 5, 6, 7, 8, 9}
The Problem 7 solution is given by

s s {1 ifi=9
T o ifi=4,5,6,7,8

3 i o Y1 for (9,2,1), (9,2,2)
| ~ (4.16) zijk = {
0 otherwise

e

i Thus, it is only possible to schedule configuration 9.

Step 4
(4.17) ELIG(8) = {4, 5, 6, 7, 8, 10}

PR

-

The Problem 8 solution is given by

v [
; : (4.18)  y; = { 0 i e
0 ifi=4,7,10




Table 4.2 Equipment Availability Function Values
at Step 2
' Equipment Equipment .
“x Number Type Time
(3) () 0123456789101 12131415
‘. 1 1 G0 n0 000 00 1 Vod s T e]
2 1 (o 280 S SR o S A ) (R (SRR R G (S GRS o S o PR ¢
1 2 o IS0 068 SR TR (R (G (Sl (B (SO (ISt TS [ (S i S
2 2 Lo S0 o ARt et S o AR o NS (Rt (S ) (SRS G| (SRS (T S
3 2 (o ST S s R I (S [T (ST S S 1 i 1 1
1 3 B0 2000 0 N e S
2 3 ] Al PR A Sl ) T O I e R (O SRR RS O 0
1 4 e ek el A T SR ERE SR SR AIEE SEEEY BN SRS R i
2 4 g 009 1T 1 e 9 -0 0 @ 0 0O |
- 3 4 IR N A ) S (R R (SR SR R e S
. 1 5 (0 2 JRlo o [ o TN S (R (S ) () [ [ (S (e
E B 2 5 [0 S0 [ o SRR (o [ o N S« SRR o [N (RS (Gt SRR (RN [ (R
| 3 5 s 600 ee T L L T 1 1%
B
: | 4 5 P 0TFTARL Y T L L0 8
|, 1 6 L G R N e e T O Sk S SR T
| g
i
‘
}
| 1
4
i n
' 5
|
E
b 1| 3




Equipment Equipment
Number Type
() (k)
1 1
2 1
1 2
2 2
3 2
1 3
2 3
1 4
2 4
3 4
1 5
2 5
3 5
4 5
1 6

Table 4.3 Equipment Availability Function Values

at Step 3
Time
0123456789101 1213114
0 0BG 9 000 TV F RN
e 400 01T1V1ELYY ¥ % B
g ¢ e e aid Lo 4
g 9680 ¢ 68 1Y F ¥ 3
-84 99 18086 ¥ T F " 1%
g a8y 8a a1 T-3 .
SN U NS I SE G s e SR B SHE S
g9 v o9 e e 1 ¥ ¢ 2 1
¢ 00484 7T 006180 82 8 0
| S e S NGNS s S W S S e N
9 9 0009013 ¥ 1 1
¢ 9 &0 e 08O T ¥ ¥ T
0 0¢C 0609000006 ¥ 1 1
00D Q9T YOO O &I ¥
¢ o e 0 1 &0 0 T 1T 1 ¥ A
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‘] for (5,],]), (sg]ss)) (6,].2), (6’]v3)9 (6']¢4)9
(4‘]9) zijk » (6’3,4)’ (8'3,2)! (8’2’3)’ (8,]’6)

lo otherwise
Step 5

Referring to Table 4.4, we observe that no scheduling of test requests
is possible at time t = 9; thus, consider t = 10.

(4.20)  ELIG(10) = {4, 7, 10}
The Problem 10 solution is given by

(4.21) ;= {1 b
0 ifi=4,7

‘] fOT (]0']’2), (‘]0']’3)’ (10.]‘4)) (]0’314)1
ijk Y (]0’2’5)
lo otherwise

(4.22) z

Thus, it is onlv possible to schedule configuration 10.

Step 6

Referring to Table 4.5, we observe that no scheduling of test requests
is possible at times t = 11 or 12; thus, consider t = 13.

(4.23)  ELIG(13) = {4, 7}
The Problem 13 solution is given by

(6.20) y, - {1 ifi=4

0 ifi=7

‘1 for (4,1,3), (4.,1,4), (4,2,5), (4,3,5),
(0.25) 2o v, (4,1,6)

ijk '
0 otherwise

Thus, if is only possible to schedule configuration 4.

Step 7

Referring to Table 4.6, we observe that no scheduling of the remaining
test configuration, number 7, is possible until time 16 since this is
when an equipment of type 3 becomes available.
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Table 4.4 Equipment Availability Function Values

at Step 5
M e Tine
(3) @ 0123456789101 12131415
1 1 0O 00OOOOOOOT O O O O 0 1
2 ) 0 60 0 06 17T 7 000 0 @ B6--0 9 0
1 2 0 00OOOOOOUOU O 1 1 1 1 1
2 2 C 0 00OOOOOOO O 0 1 1 1 1
3 2 0 0001 0O0O0OO0COTGO0O 0 1 1 1 1
1 3 0 00 0O O O OOUO 1 1 1 1 1 1
2 3 1y 41060 060 0 @ 1 6 @0
1 4 0 00OOOO OO OTU O 1 1 i 1 1 1
2 4 o 0001 00O0O°T1 0 0 0 0 0 0 0
3 4 ) G S e e S S [ S« S 0 1 1 1 1 1
1 5 9 6.0 ¢ 0 OO0 ¢ ¢ 6 06 © © 06 00 1
2 5 0 000 OO OO0OUOT 1 1 1 1 1 1
3 5 0000 OO OOUOT 1 1 1 1 1 1
4 5 0 000O0OOT1T1O0O0O0 M1 1 1 T Q9 9
1 6 0O 00 0YOOOUOO O O 1 1 1 1
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Table 4.5 Equipment Availability Function Values

- at Step 6
P 1. i~ o
& (j) (k) 01234561789 101 1213 1415
T 1 \ 000000000000 0 0 0 1
% 2 1 000001188000 8 ¢ &
1 2 SRR R E RN
2 2 s e o0 s aReD e s Y iy v
3 2 imoeron0as e 9oy vl
1 3 00000000000 0 0 1 1 1
2 3 113110008088 8 3 % 0%
1 4 RET IR NS E RN O
2 4 00001000100 00 0 0 0
3 4 133 F L YA F e8P £ 0 F ¥
1 5 0000000000 OO O 0 0 1
1 2 5 00000000010 0 0 1 1 1
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Table 4.6 Equipment Availability Function Values

s

Equipment Equipment
Number Type
(i) (k)

1 1
2 1
1 2
2 2
3 2
1 3
2 3
1 4
2 4
3 4
1 5
2 5
3 5
4 5
] 6

at Step 7
Time

0123456728910 12131415
0 00000000 OC O O 0 0 1
e 00080110000 9 © 0 9 %
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Figure 4.2 presents the resulting schedule of test configurations,
showing that all can be scheduled within the test period [0,20]. It is of
interest, however, to compare the desired start and completion times of these
configurations with those generated by the scheduling algorithm. This com-
parison is as follows:

Configuration Start Time Completion Time
Number Desired Actual Desired Actual

1 0 0 8 5

2 0 5 9 8

3 0 0 4 4

4 3 13 20 16

5 3 8 16 15

6 6 8 10 10

7 6 16 16 18

8 6 8 13 12

9 7 7 12 12

10 8 10 13 13

As might be expected, not all configurations were selected for scheduling
at their desired start time (this only happened for 3 out of the 10 configu-
rations) and one configuration (#7) did not have its testing completed at
the desired time.

The key steps in the solution procedure, as outlined in Figure 4.1,
are concerned with (1) determining ELIG(t), (2). using a 0-1 linear programming
routine, (3) updating the equipment availability functions, and (4) repeating
(1)—(3) until a schedule is obtained.

As was demonstrated in the preceding example, the general proce-
dure for computing ELIG(t) can be described as follows:

(1) Set t = min Si' i.e., the starting point for the derivation of the
L 3 PEORS

optimal schedule.
(2)  Compute ELIG(t) = {i A t} :
(3) Solve Problem t.

e
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Compute SCH(t) = {i : 1€ELIG(t) and y, = 1
in the solution to Problem t
t

g (5)  Compute C(t) = Card UJ SCH(j) where t, = min S; .
A it, - i=1,...,¢

0, scheduling is complete; otherwise, go to (7).

[ (6) Test C-c(t). If
{i : 1€ELIG(t) and y, = 0 }

(7) Compute UNSCH(t)

in the solution to Problem t
(8) Replace t by t + 1.
(9) Test T - t. If 20, go to (10); if <0, no schedule is possible in [0,T].
(10)  Compute ELIG(t) = {i : S; = t or i€ UNSCH(t-1) 3.
(11) Test ELIG(t). If empty, go to (8), otherwise, go to (3).

With regard to the use of a 0-1 linear programming scheme, one could
incorporate it as a subroutine in a more general program in which the basic
steps of Figure 4.1 are followed, or one could use a pseudo-automated scheme
in which ELIG(t) is computed manually, then input to the computerized 0-1
linear programming package, the equipment availability functions are then
recomputed manually given the solution, then ELIG(t+1) is computed manually,
and, finally, this process is repeated until a schedule is obtained.

The updating of the equipment availability functions is a straight
.- forward process. If Zisk = 1 in the solution to Problem t, then we merely re-
N define Ajk(x) =0 for x = t, t+1, ..., t+Ti-l. On the other hand, if z1jk =0
in the solution to Problem t, then no redefinition of the Ajk(x)'s is necessary.

T AT

3 Finally, this overall process is repeated until the schedule is
obtained.
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APPENDIX A

Computer Program Listing For
Schedule-According-To-Decreasing-Time-
Requirements Method and Schedule-As-
Soon-As-Possible Method
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PRUGRAM SCHDL (INPUT, TAPES=INPUT,UUTPUT, TAPEOSUUTIUT)
COMMON N, NC,NE(20),X(20,20),T(20),IND(R0),ST(20),ET(20), TMAX
INTEGER X,7,S1,E7,TmaAx
NAMELIST/VAR/N,NC,NE 2, T

REaD VAK

PRINT VAR

CALL SAUVTR

CALL SASaP

Stup

END

SUBRGUTINE SADLTR

ODIMENSIUN S(20,20),LTIME(20),ISTAR(20)
COMMON N, NC,NE(20),X(20,20),T(20),IND(C20),ST(20),LT(20),TMAX
INTEGER x,V,S1,ET,TMAX

INTEGEK S

CALL ULRDLTIM

NSz

J=a1

SCIND(1),1) 21

ISTAR(1)=20

ETCINOCLY)STC(IND(L))
LTIMEC(CY)=T(INDCY))

ST(INL(1))=0

b 6 1s2,NC

CUNTINUE

NO 3 K=1,N

1SuM=Y

bu 2 L=1,NC
ISUMZISUMSS (IND (L) »J)RX(IND(L) ,K)
COUNTINUL

NEC=ISUMsX(INDC(CI),K)

IF (NBC.GT NE(K)) GO TO 4
CUNTINUE

SCIND(I),J)=1
STCIND(I))=1STAK(J)
ETCINDC(LIY)SISTAR(IITCIND(I))

6L 1C S

CUNTINUE

NENED|

IF (JJLE NS) GO TU 1

NSENSH

SCIND(I),NS)=)
ISTAR(NSY=LTIME(NS=1)
STCINDCLY) S TIME(NS=1)
ETCINDCLY)ISLYIMECNS=L)¢T(INU(L))
LTIME(NSsEYCINOCT))

J=1

CUNTINUE

CUONTINUE

TaxsLTIMELNS)

PRINT (I
FORMAT(IHI o1 0OX2START/ZEND TIMESE®)
Du 9 I1=1,NC




DU 9 Lsi, NS
IF (SCToL)eEQet) PRINT B, IND(CL), STCINU(I)), ETCINLCL))
B8 FURMAI(/7/,10X2REGQUEST21IX,I12,8X2START TIME 1S21X,12,5X%2END TIME [S#
* r1X012)
9 CONTINUL
PRINT 10, TMAX
i 10 FORMAT(/Z//7,10x2mAXIMUM TIME TU SCHEDULE [SZz1X,12)
) CALL DUTFOR
i o RE TURN
‘ END
SUBKUOUTINE NDRDTIM
A CumMMUN N NC, NE(20),X(20,20),T(20),IND(20),ST(20),ET(20),TMAX
INTEGER X,T,ST,ET, TMAX
- 0L 1 Is1, NC
INO(I)=)
1 CONTINUL
JuUusN(=1
bu & 1=331,J0
J=1
2 Cuntinut
IF (VCIND(JY) L GETCIND(J®L))) GO TO 3
ANsCsING(Y)
IND(JII=INDCJIY)
INDCJet)=NBC
IF (J.EW,1) GU TU 3§
Jslel
Gt TR 2
CUNTINUE
CUNTINUL
KETUKN
" ' END
SUBKOUTINE SASAP
DIMENSIUN G(20,20), TNUWN(20)
; 2 CUMMUN N NC,NE(20)oX(20,20),T(20),IND(20),8ST(20),ET(20),TMAX
ki INYEGER X,T7,8),E7,TMaAX
‘o INTEGER n, TN(iw
CALL UKDLTIM
6O 319 Isy,NC
S1(l)=o0
ET(I)=0
1% CUNTINUE
iz
J=1
| s INOn (L) =0
| | S1(INDCIY) =0
i ETCINDCLY)STCINDCL))
VOIND(D) ,J) =t
K 1 CONTINUE
i I=l+}

s w

{ - IF (NC=L,LT,0) GG TO S
, P 2 CUNTINUE
' ) DU 4 KEL,N
i fSumM=0
' é LO 3 L= ,NC
! 2 ISUMSISUMEX (TNDIL) o RI*QCIND(LY W I)
§ L) 3 CUNTINUE

NBC=1SUMex (INVC]),K)

It (NUC,GT NF(K)) GO TO 1
4 CUNTINULE

GCINDCL) ,Jd) =t

—
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STCINDCLY)=TINUK(I)
ETCINDCEY)STNUNCI) *TCINDC(]))
GO T0 1
§ CUNTINUL
DO 21 Ivzi,nNC
ISum=sy
du & Ix=1,J
ISUMS]ISUM+L(IND(IB),IX)
6 CONTINUE
IF (ISUM_EG,0) GU Tu 22
21 CuNTINUE
Gu TO 13
22 CUNTINUE
JsJ+l
Ixx=0
PU 7 lusy,NC
IXXsIxx+v(INDCTQ))
7 CUNIINUE
TNUWC(J)STXX
VL 8 IPsq,NC
IF (TNON(J=1) oLTLETCINDCIP))) INUOWN(JISMINOCTNUNCI) ,ETC(INDCIP)))
8 CUNTINUE
JesJe=1|
DO 9 ILsy1,NC
1F (GWOINDCIL) v J0) BV 1 ANDGTNUW(J) LT ETCINDCIL))) WUINDCIL)»J) =1
9 CUNTINUE
0O 12 12=1,nNC
JusJ=1|
ISumM=0
LU 10 J2=1,J0
1SUMSISUM+QCIND(IZ),Jd2)
10 CONTINUE
IF (ISUM,GE,1) GO TO 11
1=1¢
GO 1O 2
11 CUNTINUL
12 CUNTInUE
13 CUNTINUE
TMAX=Y
Cu 14 T472=1,NC
IF (BETCINDC(I22)),6T,TMAX) TMAXSET(IND(IZZ))
1g CUnTInUE
1R FUKMAT(1KW1,10Xx2START/ZEND TIMESR2)
FRINT 18
O 16 Is3q,NC
FRINT 15, INDCI),STCINDCI)Y,ETCINDC(L))
19 FORMAY(//7,10X2REQOUESTZ21X,12,8X2START TIME IS2IX,12,5XZEND TIME IS=
» r1X912)
164 CUNTINUE
PRINT 17,TMAX
17 FURMAT(////7,10x2MAXTIMUM TIME TO SCHEDULE 1Sz21Xx,12)
CALL ULUTFOUK
RE TUKRN
END
SUBKUUTINE QRULX
COMMUN N NC NE(20),%X(20,20),7(20),1IND(20),8T(20),ET(20), TMAX
INTEGER X, T,ST,ET7,TMAX
bu 1t 1=1,NC
INODC(I)=l
1 CUNTINUE

E
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DT

RETUKWN

END

SUBRUUTINE QUTFUR

DIMENSIUN U(20,%5,20)

CUMMON N,NC,NE(20),X(20,20),T(C20),IiND(20),S8T(20),ET(20),TMAX
INTEGER X, T,ST,ET,TMAX
INTEGER 1

00 t6 K3{,N

JZ=NE(K)

DU 1S Jv=1,47

DU 1S L=1,TmAX

U(K,JY,L)=0

CUNTINUE

CUNTINUL

Ly 6 1st,NC

bU S K=1,N

IF (XCINDCIY,R)EQ,0) U TO 4
Jd=1

CONTINULE

Jxsx(IND(D),K)
JYSST(IND(I)) ¢y

JZ=ET(INDC(I))

D 7 JOsJY,Jl

IF (U(RpJJPJU) 6TL0) G TO 3
CUNTINUE

JixsJde+drel

00U ¢ LXsjgJd,Jx

D) 2 LY=JY, )
UCK,LXoLY)SIND(I) )
CUNTINUL

Gu 10 4

CUNTINUE

Jd=JJdqe

Gu TUu 1t

CONTINUE

CUNTINUE

CONTINUL

IM=TMAX -
PRINT 106, (1 ,I=21,10IM)
FURMAT(1H1,50X2SCHEDULER, //,SXeTIMER, 13X,20(12,5X))
PRINT 11
FOURMAT(//,5x2eQUIP2,3Xx21TEMZ)
00 14 Ks{,N

JASNE(K)

DU 13 Jdsyt,Ja

PRINT 12, K, Jo(U(KyJoIT)slT81,1M)
FORMAT(/ /747X 1206%X11,6%920(12,4X))
CuNnTInUL

LONTINUE

RETURN

END
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| BASIC DATA COMMON TO ALL EXAMPLES:
= number of equipment types = 4

n
—

i number of equipments of type 1

n
n

= number of equipments of type 2

"

"
w

number of equipments of type 3

~ w nN
1]
E-

number of equipments of type 4

O &2 2 T =2 =

n

number of requests = 9
EXAMPLE 1 Schedule-According-To-Decreasing-Time-Requirements Method

Request Number Request Type
1 (0,0,1,0;6)
(1,0,0,1;4)
(0,2,0,0;5)
(0,0,2,3;4)

{1,2,0,1;2)
(0,0,0,3;1)
£0,0,2,3;2)
(0,0,3,0;3)
£1.1:2,2:3)

W & ~N O O » W N

EXAMPLE 2  Schedule-As-Soon-As-Possible Method
(Order by first-come first-served)

%; Request Number Request Type
, 5 1 (0,0,1,036)

? | 2 (1,0,0,1;4)

] ‘_ 3 (0,2,0,0;5)
f ; i. 4 (0,0,2,3;4)




i ]

e T T

Request Number

Request Type

5

o 0 N o

(1,2,0,1;2)
(0,0,0,3;1)
(0,0,2,3;2)
(0,0,3,0;3)
(1,1,2,2;3)

EXAMPLE 3  Schedule-As-Soon-As-Possible Method

(Order according to decreasing times)

Request Number

Request Type

1

O O ~N O o & W N

(0,0,1,0;6)
(1,0,0,1;4)
(0,2,0,035)
(0,0,2,3;4)
(1,2,0,1;2)
(0,0,0,3;1)
(0,0,2,3;2)
(0,0,3,0;3)
(1,1,2,2;3)
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APPENDIX C
Computer Program Listing For
Fitting of Test Request Into
Existing Schedule
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T PRUGKAM NUSCHD (INPUT, TAPESEINPUT,UUTPUT,TAPEGSUUTRUT) |
? DIMENSTUN X(20),A(5,20,20),NE(20),U(20,9)
- INTEGER x,A,T,u i
NAMELLIST/VAR/Z XoT,A NyNE,NEST,NMST
READ VAR {
a PRINT VAR %
E PRINT 39 g
= ] 39 FORMAT(L1H]) »SXZSCHEDULABILITY UF NEW REGUESTZ2)
DU 11 NSsNEST,NMSI
DO 21 K=g,N
JRENE (K)
bu 20 JR"JX
P UCR,J)=0
20 CUNTINUE
21 CUNTInUE
“t DU o K‘I'N
IF (X(K),EQ,0) GO TU S
T ISum=go
JusNE (R)
00 1 J=1,J6
! . ISUMZ[SUMeA(J, K ,)NSe1)
1 CUNTInNUE
IF (ISUM_LT x(K)) GL TU 8
INDEXS0
bu 4 J=1,J0
NASNS+T=y
DL 2 LSNS,NA
IF (A(JeKk,Lel) ,EQ,0) GO TO §
2 CUNTINUE
INDEXSINDE X
U(r,J)=l
: IF (INDEX bR X(R)) GU Tu &
i : 3 CONTINUE
: 4 CunNnTInub
LU TC 8
! L. S LUNTINUE
| 6 CUNTINUE
77 PriInY 7
7 Funmal( /70 10XNEw REWUEST 1S SCHEPULABLER)
§ JENLSHS Y
g s PRINT Su, WS, lEND

b | t | 30 FURNAT(//7/741022START TIME I52,1X,12,10X2END TIME 1S2,1X,12)

£ * PrRINT 31
; 3 FuRMAL(/Z7/7015R2ENUIPMENT ASHSTLNMENT2,/,20X2L WUIPYMENTZ,5%,

i L * FIYFRZ,6X7A8ST6NMENT 2)

| i (' 8§84 K=y ,N
i JASk (K)
£ DO 88 Jzy,J8
i ’ PRINT 32, KR,Joulr,)

372 FPUKRMAT(/Z,23x,12,00%,10,01x,11)
‘ 33 CunTInut
% ‘ 3a Cortinue
Gy 1L Jv
R CunTlnut
[; FriInTy,NS§
Q FUuRFAT(/7 1020w KEGUEST IS NOT SCHEOUAHLE al START Tlnkz,
> 12,12)

10 ContTirue
11 Cuntinut
STk
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APPENDIX D

IMlustrative Example Using Computer Program
To Fit Given Test Request Into
Existing Schedule




1

Test Request = (1,1,1,1;2)
Earliest Desired Start Time = 2
Latest Desired Start Time = 12

Initial equipment availability matrix is as follows:
] Time
T Equipment [tem 3 4 5 6 . K 9 '3 ¥ B 1 8
a 1 ] R S SO DERT SR . SHG B SOk By e SR
[ ] TR TN . S e FEE TR e S e e
2 2 0 0 0 1 0 0 1 1 1 1 1 1
h 3 1 ¢ H 0 B8 8. 8 B % B B
3 2 0 0 1 1 0 0 0 0 0 0 0 0
3 3 0 0 1 1 0 0 0 1 1 1 1 1
4 1 0 0 1 1 0 0 1 0 0 0 0 0
4 2 0 0 1 1 0 1 1 0 0 0 0 0
4 3 0 0 1 1 0 1 1 1 1 1 0 0
4 4 0 0 1 1 0 1 1 1 1 ] ] 1
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Table D.1 Possible Schedules for Test Request
SCHEDULABTILITY OF NEW REQUEST
NEW REQUEST IS NUT SCHEDUABLE AT START TIME 2
NEw REQUEST IS NOT SCHEDUABLE AT START TIME 3

a»

NEw REQUEST IS SCHEDULABLE

START TIME IS 4 END TIME IS 6

FWUUIPMENT ASSIGNMENT

EQUIPMENT 1YPE ASSIGNMENY

1 1 1 1
l 1 0
4 l 0
3 1 0
3 2 1
5 $ 0
o 4 1 1
i.' u 2 0
55 4 $ 0
5 4 u 0

NEw MEWUEST IS NOY SUHEDUAKLE AT STAKT TIME &
NEw KEWUEST 18 NUT SCHeEDUABLE AT START TIME
NEw REWUFST IS NUT SCHEDUABLE AT STANT TIME 7

I MEW KEWUEST 18 MUT SCHEOUABLE AT START TIME 8




Table C.1 (Continued)

NEW REQUEST IS NUT SCHEDUABLE AT START TIME 9
NEW KEWUEST IS NUT SCHEDUABLE AT STARY TIME Qo0
NEw KEQUEST IS NOT SCHEDUABLE AT START TIME 11

NEw RFQUEST IS SCHEDULAKLE
END YIME IS 14

START TIME IS 12

EWUTIPMENT ASSIGNMENT

EQUIPMENT TYPE ASSIGNMENT
1 1 1
2 1 0
2 e 0
3 1 0
3 4 0
3 3 1
4 | 0
4 e 0
4 3 0
[’} 4 1

NEw KEQUEST IS NUT SCHEDUARLE AT START TIME 13




