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ABSTRACT

I
The p roblems of modelling a class of manned systems in which the oper-

J ator or ope rators have available only a finite number of decision alternative s

which they can use to cont rol the system configurat ion and mode of ope ration

over time are the focus of this report . An abstract system theoretic structure

suitable for represent ing such discrete cont rol systems is developed and the

st ructure is used to organize the analysis of data obtained from a man-in-the-

loop simulation of an AAA system. The simulation was performed by the Aero-

I space Medical Research Laboratory, Wright-Patter son A i r  Force ]3ase. The

- analysis was performed at The Ohio State University with funding provided by

- this gra nt.

1 The structure used to define discrete contro l is a hierarchical/

heterarchical network of finite state systems. The nodes in this network repre-

sent system component s, task and activities . Several levels of abstraction are

used which means that both macroscopic and microscopic descriptions are

possible. The structure captures the ce rtain aspects of coordination and the

flow of decision making activity through the system.

The structure is used to guide the analysis of data obtained from a

simulation involving teams of three operators controlling a fairly complex

- system. The resulting model clearly describes the decision making strategies

v
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employed by the various subject teams. Situations of high confusion, ra re event
type errors , and misunde rstan(~thgs of the system are all readily detectable
from the model.

The feasibility of discrete cont rol modelling is demonstrated . The
st ructural aspects , pa rticular ly knowledge representation and the identif ication
of key decision points1 seem quite powerful . The stat istical and data analysis
procedures work successfully but need fu rther refinement If model construction
is to be maximally efficient .
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r i’his re’po rt ~s the final rt’po~i on a two ~ ~~ r ~~~~~~~~~~~ ~~~~~~ ~ff ~ ~ w~ ~~ has

o’u~~’d on the’ problems of tmithe’mat icalLy modelling thr ~~~~~~ tt’te cont nil set tv

(t ies in, and I ’vfot~~~nct’ of, a elass ef ~~auned svsteni~ . ‘t’he ge’neral ol~ t ’~ ~‘s

were to define and deve’ lop th e structure of d ts ~‘ rete cent rot ~u~~k’l s • to  ~~~~~~

methods of repr esenting s~~’et iie ~~~~ wi th in  this abat rat ’t s tructure, and t o

~~ vel op the algo rt thms ne’e-essa ry to a na ly e and int e’ rp ret dat a within th is

gene rat at ruct u re’.

This report foeuse’s nia~~iy ~n the second ‘~~~~ ~
- of t ’f l i ’r t .  th e’ ii rst vt’s

was spent primarily in develop ing the ai’st me t si rth-t u re and stu~v ing the results

of a pilot stut~’ n orde r to gain ins i~ht int o the p bkms ~f ~~~~ t ’ e%~’tlt rot

modelling of human opt ’ raters. ( t ~ rta in has ~e statist lest and methodological

issues we’re’ addressed at that t m it’ as well. The’ model at nacture has be’t’u sat ’

stanttnfly refined during the secon d phase ’ of the e’t(ert and the roct ’dure s used

for data analysis hnve been sim ila rly refined and uj ’graded . These ituproi’t’nie’nts

a rt’ discussed in ttu s report .

Du r ing th e’ second pbnse’ of the rt’searvh the effort has feeused on

theoretical questions of modelling and sy Ste Ui representation, and t he proble’ ms

of using a discrete ’ e’ont rot representation to snaly ~e and lut e rpre ’t the dais

produced by a rathe r complex disc mete’ cent t’ol expe’ rlmt’nt. The oi’kct ives of

each major ae ’tiv ity are described below,

____________________  _ _ _ _ _ _  _ _ _ _ _



Th ’ modelling questions kicUs en t he  problems ot e’ a p t u r i n~. in senile

inuthentut teal re’prcse’ntation the way in which team nienibers tiii ~ hL d coir  post ’

* complex p roblem into simpler part a and how they t hen manag e’ to (‘00 I~I irnu e

their Indiv idual activities and con figure’ the system so that acceptable overal l

s~ stem perf ormance Is achieved. The b*sic questions therefore’ are questions

of know 1 edge rep re’sentat ion, inform at ion flow and corn muni cat ion in a compi cx

system . A hicra ucl i ica l  ‘bet e’ eavchi~’a I st euct urt’ whi ch at low let structural

coordination of subsystems by upper level components tuki which utilizes a

hetemarchical control st ructure to shiti the focus of control to the proper subsvst em P

at the p relic’ r tini c has been developed. This gene’ra.l st mucturt’ can be used to

explain how a syste ’m Is configured at any given point in time’ and how the activ—

it tes of the operators are coordinated over time.

The’ general structure was used to guide the analysis ~if a simulat ed

antiaircraft artillery system . A specifi c realiLution of the structure was

consi nict eel and the ’ dat a base obtai ned from experiments using the abei- e’ in en—

tioncd simulator were Interpret ed using this structure and specially designed

analysis routine’s. The results of this analysis and modelling form a major

part of this report.

Det*jlcd discussions et the research are given in the’ following sect ions

of the ’ report . In Chapi er ~ the theoretical questions of modelling and discret e

control representation of coordination are discussed. An over~1ew of the discret e

control II experiment which was conducted by the’ Aerospace Medical Research

1
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Laboratory, Wright P~~tt e’ i—s on .\ Ic 1 ccc l~:c~. o and which tornied the above

mentioned ~lat a h~ st ’ is LItscussc ’eI ia~4er ~~~. 
(‘haI4er 4 contains a detailed

j discuss ion of the’ hk’rS rchical ‘ht ’t e ’ ra rt’h I cal s t ructu r e  whi ch was used to m odel

the discrete coat rot aspects of t ant In Ire’ r aft art iller~’ sv st e’tn. Results and

I observations obtained from analysis of the d ata ba~t’ are’ given in Chapter ~~.

I L

L

L .
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CHA PTER 2

DISCRETE CONTROL MODELI.ING

The general class o~ systems of interest is those in which the operator

(ope rators ) of the system has (have) available only a finite number of cont rol

or decision alternatives and these are used to directly or indirectly control the

behavior of the system over time. An operator might also have othe r tas ’~s

including continuous control tasks to perform, but the issue here is the set of

discrete tasks by which the system configu ration and mode of operation is estab-

lished, and the procedures by which the team members ’ activities are coordinated.

In this chapter a general structure suitable for representing discrete cont rol

performance is presented In three steps. The first two develop a set theoretic

description of the abstract structure which serves to guide the design of dat a

analysis procedures. The third step is the description of’ a network structure

which Is used to explore problems of system coordination. The devek~pment here

Is quite abstract and gene ral, but it serves as the foundation for more specific

model construction exercises. It will be used in Chapter 4 where a discrete

control model of the antiaircraft artillery simulation is constructed. The reader

primarily interested in applications and interpretations might want to skip the

next section and go directly to section C of this chapter or to the start of

Chapter 3.

4 
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A . An Abstract Behavioral Description

The only prope rty established by the definition of discrete cont rol cited

I above is that a finite number of control alternatives are available for use by

the operators. The operators presumably change the alternative (control)

selected from time to time in response to changing requirements or a changing

environment. Basically, the purpose behind constructing a discrete control

model is to explain how specific selections are reached from information about

the system, environment and the context of the situation. More precisely , the

objective Is to provide some plausible and empirically testable explanation

since many different explanations are possible. In discrete control then the

model niust attempt to explain some set of output event sequences of the type

• 
.

~ shown in Figure 2, 1. Specific alternatives are selected and used for a period

of time and then a switch is then made. The length of time that a given alterna-

tive Is used need not be, and gene rally will not be, fixed.

It Is assumed throughout this development that the information about

the cont rolled system and the environment which is displayed to the operator,
• 

~~
- or otherwise provided him, is also discret e. The assumption is that such data
- 

are naturally discrete or are used by him In discret e form. A status display

showing on/off information is naturally discrete, but a gauge with a needle

- showing speed is not. In the latter case it is assumed that such continuous in-
- 

formation can be categorized in some way, e. g., slow, medium, fa st. This

5
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n•i•
I
1 at first seems like a rather restricting as~~m mpt ton, but many studies hay ’ shown

I 
that operators tend to abstract higher level information even when the (ii5I)1O\’

is of t he continuous type (Rasmussen , l97r ~. The process of representing

I continuous informat ion in a discret e qua l i t a t iv e ’ format in sonic sense corresponds

to a feature extraction or abst raction process pei ’fom’ mntxl iw an oper:mtor when

encoding and internalizing the infonuatic~ providod him . Such p I OC ( ’55( ’S  seem

r quite reasonable in discrete control situations .

Abstractl y then the disc i’eLc coat ml context coast sts of an operator or

4. team of operators receiving inform ation in th e  form of e ve’nt scqueni ’es and

- producing some set lue ’nre of coat rot ad ccl ions In 1’t ’Sponae. To form :il ize ’

the (‘once’pt a t i me  set , input alphabet and output alphabet are needod. A t i m e

• set is a some set 1’ together with a binary relation which linearly orders the

set. Specificall y , I et ‘I’ denote the se’t and let ‘

~
,

<CT x T,

- denot e the relation . The relation < must be defined so that the’ follo~i og are

true:

I. ~~t 1, t 2 (1’, t 1 4 t 2 cith cr t 1 < t 2 o r t 2 < t 1

II. t i < t 2 ~~t 2 ~

iii. given t 1, t2, t .~, € 1’ and t 1 ‘. t . ,  and t 2 ‘~ t3, then 1 1 ~ 13.
• The sot T can be either discret e or continuous.

7
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The input alphabet is simply an~ set A , here assumed to be a f ini te

set . The elements of A correspond to the discret e pieces of information

which are provided the operator or which are used by him . More correctl y,

In any modelling application the element s of A are the names of equivalence

classes of Information provided the operator. Each class generally contains

many distinct inform ation patterns , which are all deemed equivalent for purposes

• of modelling.

• The output alphabet is some finite set B. A gain , the elem ents of B

are in som e sense the names of the distinct decision altern atives which are

• available for use by the operator .

Input and output sequences can now be defined . Let

T ’~A ~x~x: T— ~A~ (la)

B = ~
y lY: T~~ } (ib)

• A T then is the set of all functions with domain T, codoma in A . Any input

sequence defined on the time set T and taking values in the input alphabet A

• must be an element of A T. Similarly, any output sequence must be an element

of BT. In any discret e control experiment an operator Is present ed with some

input sequenc e, say x1, x1 € A ’1, and he or she in the process of generat ing a

response constructs an output sequence corresponding to some specific element

of BT, say Yl .  The pair (X 1, y 1) € A T x B’1 is the input-output data correspond in g

to the specific trial in question. It should be noted that the input function

• (I. e., X
1

) need not be t ota lly prespecified , but rather it can be generat ed as a

8
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I
I
I function of the events which tak e place duri ng the course of the trial . It might,

for example, be a funct ion of tracking error.

A behavio ral representation of a discrete controller (operator or operators)

J is then a system S,

S C A T x B ’1 (2)

That is, it is a relation consisting of the pairs of input -output behaviors which

are possible. This relation can be thought of as the sample space from which all

data items in a discrete control experiment are selected.

Before addressing the modelling issues in detail , a few points about the

input and output alphabets must be made . The only constraints  defined so far

are that A and B must both be fin ite sets. This does not mean however that

these sets are first order . They can for example be relations of the form

A C A 1 X A 2 X A 3 X ... x A ~

- where each set A 1 is a fini te set. In this case each set A 1 might be the alphabe t
- 

of a specific display or Inform ation channel . The sam e observation applies to

the output alphabet B.

The relation S defined in abstract terms in equation (2) serves as the

sta rting point for any discrete control modelling problem . It is the foundation

of any data base constructed by experiment and any model Is constructed to

• explain In more detail the specific elements contained In it. In any stochastic

representation S serves as the sample space in the strictest technical sense.

:. Since stochastic representations are required for any realistic discrete control

9
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modelling a few of the requirements are briefly reviewed.

• A probability space is the basic structure used to represent any

stochastic system. In essence, a probability space consists of a sample space,

a sigma algebra, and a probability measure. Let S denote the sample space,

f2 the sigma algebra and P the probabil ity measure. Technically, c� is a

set of subsets of S which is closed under intersection and union. For our

purposes there is little harm done if Q is assumed to be the power set (the

set of all subsets of S). The probability measure P is a function,

P: c)-4 [o, i]

where

[0, ij 
~ 

{ r~ r a real number, o ~~ r ~
. I

• The conditions imposed on P are widely known and available in any good prob-

ability or stochastic processes text (see, for example,Cinlar , 1975). Essentially,

if E € , (then E C S), P (E) is the probability associat ed with the set E

(usually called the “event ” E).

The probabili ty space (S, ~~~, P) Is the conceptual structure which any

model of such a stochastic system Is attempting to describe or explain. This

Is important here only because it clearly defines where the sources of any

probabilistic Information must be asswned to reside. The elements of ~ are

sets of input function, output function pairs and the basic probabilistic Informat ion

is really joint information, Information about the occurrence of input-output

pairs. In modelling the Interest is usually conditional probabilIties , 1. e., the

10 
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1
I

probability that output function v is ohs ’rv ~~I given input function x, or the’

j probability that the output funct i~~ y is an element in some specified set given

the input function x . These conditional probabilities must however follow from

the probability space as defined above.

The next task , nddrcssed in the next section, is concerned with the problem

of defining sufficient structur e so that more than a pure behavioral description

of discrete ~~ntro l performance can be provided . The specific task is to intro-

duce the idea of state decomposition as it is used to provide local inform ation

about output response given past and present input data.

L.

11
L
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B. State ltepro sesntat ions:

The relat ion 5, equation (2), is a behaviortal representation . It does

not provid e any explanation or descript ion of how or why a given output function

y results given that th e input function ~‘as x. A at at e’ representation Is the ’

usual means of providing such information, at least in a technical way. Some

general properties of stat e representations whIch are need ed to fully understand

the discrete cont rol structure developed later in the rep irt are tireseut tXl in

this section .

To simpl i fy notation, l e’t

X A ’1 (3a1

~ (sb)

and

S ‘~ X x Y  (3c)

Annther set, the state space’, must now b~ tnt redt~ced. Let C den~ e t he’ at ate

space and let

~
z l I . : T 4 C }  (4)

The set ‘1. is the set of stat e tra lt ’ct ortcs which can be def ined on the t ime set T

with state space C. If C is in fact :i stat e space’ for the sval cm 5, il ls possible

to decompose S using two (2) relations:

S1 X x Z

S~~L Z x V  (5h)

such that

12
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I

• I S~~ S2
OS1 (6)

j where o denotes set composition. It hasbeenshown (Windeknecht , 1971) that ,

fo rmally at least , such decompositions are always possible. (l’he y are in fact

trivially possible). Fu rthermore S2 can be const ra ined to be a function.

S2 : Z — 4 Y (7)

This is importan t for certain theoretical purposes which are discussed shortly .

Given a decomposition of the form shown in (5a) and (7) , and given

e. a probability space

(S, ~ P), (8)

a second probabil ity space

• .. (S1,Q 1, P1) (9)

can be derived . This space defines input-stat e probabili ties given the above H

• ! - mentioned decomposition .
4 .

- 

To construct (9), first consider the relation

f -ii S x S2 (10)

defined such that

( ( X , y ), (x , 
~

)) € f ~=) ( z , y )  € S.)
H

Clearly, f need not be a function but f 1 always will be given that Is a function .

Now, given an event E C S, an event E can be const ructed using f.

I.
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Specifically, define

f~ E I ( ( x , y ) ,  (x . z ) )j ( x ,  y )  ~ E }C  f.

Now, E1 ~E Is the second projection of I f E, I. e.

E1f E ~ (x ,  z ) 1 3 ( x .  y ) )  (( x, y) ,  (x ,  ~ ) ) €  
~ 

E}

The probabIlity measure used in the second measure, (9), must then be defined

so that

P1 (E 1f E) P(E) (11)

The above sketch is by no means a formal proof , but the’ important point

is ill ustrated . The probability space which must be associated with the input —

state component of any given stat e decomposition follows deductiv ely from the

basic probability space defined on the system . The main part of any modell ing

activity then must be focused on finding an adequate’ stat e space C. A major

portion of this task Is to provid e a state space which is sensibl e and which provides

useful substantive Information.

Up to this point no assumptions have been made atx ut the structure of the

st ate space C, Abst ractly, a state should in some sense summari7e  the past

his tory of the system or process In sufficient detail that the desired Inform ation

about future behaviors can be o~~atn ed from knowledge of the state and future

inputs. These observations provid e some Insight into the essential structure

which must be exhibited by the stat e space of a discrete control system.

14 
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I Since the Input alphabet and output alphabe t are’ bot h p~~stuned f i n i t e set s,

j the discret e control system can best be thought of In event terms. ‘l’hat is ,

both Inputs and ottputs remain constant for per iods of time’ changing only at

Isolated points. Th is suggest s that state t r aj ector i e s  might also exhibit the

same’ behavio r, alt hough this need not necessarily be’ th e ’ case .

To start the development assum e that an operation -i’ ,
r
4 + : T x l ’ -’ T

is defined on the t ime set and that the set T together with the operation ~

form an abelian mono id (Bobrow and A ribib , 197-il. Further more, it is assumed

— that for any two elements I i, t € T, t 1 
< t , there exist s an el ement s C ‘1’

such that
1_

- 

~ - t~~+ s .

L This clearly La t rue for most sets used as t ime  set s. This structure enables

discussion of t ime intervals.
— 

Now, let t 1, a E T and let

L Tt 18 ~ ~ 
t~ t E T , t1 < t , t~ t 1+ s }  U ~t 1 

+ ~l2)

Tt 15 is that subset of T containing all points greater than t 1 but not gr ea te r than

+ a . The tusk now is to describe the genera l state transi t i on properties ‘if

1. event based systems.

- Assume that the set C is a finite set . Any state trajectory z,

z: T-’ C

L then stand s in one—one cor responde nce with a sequence

(t 0, c ), (t 1, c 1), (C.~, c2).

is

_ _ _  _ _ _ _  J
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where

z( t ) =  C 0 ,  t E ~~~~0~~~0

z(t)  C 1, t € Ti 1 ~i’ 
t 1~ t0 -‘ so

z(t) = C
2 , ~ € Tt 2~ 9, t~~t

1 
+ s

In otherw ords, the trajectory can be constructed by concatenating together

restricted functions which are constant over the interval of their definition.

Simila r statements apply to input traj ectories x given that the input alphabet A

is finite. An inp ut — st ate  pair (x , z) therefore is representable in event form

and this form can be used to express the properties requ ired of a st at e transit ion

• function.

If at som e poin t in tim e one examines a stat e traj ectory graph , three

pieces of Inform ation are available:

1. the current state occupied ,

2. the tim e at which the occupancy started, and

3. the t ime since that event .

These three items in some sense form the abstract state of an event based

system. The system is said to be tim e homogeneous if the time of the last

st ate change event , item number two above, need not be included for any

probabilistic analysis. The time homogeneou s case wi ll be assumed here.

Consider the hypothetical input and state trajectories shown En Figure 2. 2.

As sum i ng time homogeneity, the Inform ation contained on these graphs is

summar i7cd by the two sequences:

16
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(a1, 0 ), (a 3, 4), (a2, 6), (a , 10)

(c 2, 0 ), (c 4, 2), (c 3, 7), (c 2, 9)

Input events occur at times 4, 6, 10; state events at times 2 , 7, and 9. If

the system is considered only at event occurrences, the abstract state transition s

are quite clear . Recall that the abstract state is th state together with lengt h

of time occupied . The state transitions at each event are as indicated in Table 2. 1.

Clearly, at the t ime of an input event the abstract state change consists only of

a redefinition of the time in state. At a state change event the state symbol is

changed and the t ime  is reset to zero . It should be po int ed out that an input

change m ight also cause a state sym bol change in som e instances. Whether or

not this happens depend s on the definit ion of the state space C. With this very

simple example as motivation, state transition functions can now be approached.

First , consider the set

M = ~m~m: c~ [o, i~J , ~~ m(c) = 1 } (13)

which should be interpreted as the set of possible state occupancy distributions.

Now consider the function

•~: C x T x A x T — ~ M (14)

This function is a transition function of a very special k ind . Specifically,

(c , t , a, s)€M

defines a conditional state occupancy distribution with the conditioning provid ed by

the following info rmation:

18
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Table 2. 1

State Transitions From Figure 2. 2

Tim e of Stat e at State At State After
Event Last Event This Event This Event

2 (c 2, 0) 
~°2’ 2) (C 4~ 0)

.. 4 (c4, 0) ( C 4, 2) (04, 2)

r 6 (0 4, 2) (C 4, 4) ( C 4, 4)

7 (C 4, 4) (0 4. 5) (0 3, 0)

9 (° 3~ 0) (C 
~~

, 2) ( c 2, 0)

10 (0 2, 0) ( 0 2, 1) (c 2, 1)

—

19
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1. the abstract stat e at the last event , (c , t),

2. the t ime of the next state event is within s units of the last event* , and

3. the input over the interval from the last event to the next state
event is fixed at a .

The function t ’ then establishes the probabil ity that a stat e will be occupied

within a specified number of units given the indicat ed inform ation.

An input event transition function must also be defined,

‘ V : C x T x A x T — ’  C x T  (15)

this function must establish the state upon the occurrence of an input event.

~°2’ 12 ) = ‘I’ (c1, t~, a, s)

is the abstract stat e after the event given that the abstract state at the previous

event was (cj , t1), the time since that event was a and the new input is a. In

oases where the input does rot directly change the state, C
2 

= c 
~
, t 2 = 1

1
4 a -

In cases whore C
2 is not the same as C 1, 12 = 0 with 0 denoting the identity

of the monoid .

The last function needed Es an output assignment function

A : C  ~~B (16)

which simply assigns the appropriate output symbol given the state symbol .

In general, the cardlnality of C exceed s that of B which implies that output

events in general do not occur at each state event.

*M(c) where c was the last state occupied , is the probability of no event ,or a t ransit ion to the same state.

20
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Expression (14), the transition function , is the key structure in

I analyzing discrete control and some important observations can be based upon

— it. First , consider the case in which the state occupancy distribution depends

only on the state and not the abstract state. That is,

t~ C x A x T — ~ M. (17)

• - In this case, state occupancy probabilities depend on the time since the last event ,
- 

not the last state event. This structure does however st ill have some time

- 
dependency inherent in it. A further simplificat ion results if the next state

- occupancy distributia-i is totally independent of time, i. e. ,

~l~:C x A-I M (18)

This is the stochastic automata case (Paz , 1971) and it also is the case in which

- the time between state change events is exponentially distributed . Which of the

4 .  various forms that applies in a given problem is in part an empirical question

and such issues are addressed in Chapter 5.

• - In summary, the problem of establishing a state decomposition is one

- of finding a state space C with the correct properties . A stat e space is

acceptable if a transition function (14), input transition function (15) and an output

transition function (16) all exist.

- In the next section some network methods are introduced . These

method s are particularly suitable for constructing stat e representations of

discrete control .

21
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C . Networks of Finite St at e Systems

The concc~~ of state which was discussed in the previou s section was a

highly abst ract one and for any complex system requires some add itional

refinement . In this section , some of the properties of a system constructed from

a network of such finite systems Is discussed.

• Cons ider the simple diagram shown In Figure 2. 3. Each system in

the network is a f ini t e state system represe nted by the usual obtects: an input

alphabet , output alphabet , stat e space , transit ion function and output assignment

• function. In other wor:ls each system In the network inherits all of the properties

discussed in the two previous sections . A few special condIt ions which are

discussed below must however be imposed.

At. one leveL of abstraction the network Is simply a directed graph with

nodes consisting of the systems nnd ares consisting of communicat ion l i nks .  t
Formally, let

N 
~ 

i a system name }
and let

G~~~ N x N  3 (i , J ) ~ G

If and only if system j is connected to system I via a l ink from I t o  j . In t he

exampl e of r Igure 2. 3,

0 ~(l , 2), (1, 3), (2 , 3), (2 , 4), (3, 5), (3, ;)

The graph ci captures the essence of the communication paths , but there

Is øt t l i  some room for ambiguity. For example, system 1 in F igur e 2. 3

22
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communicates with both system 2 and system 3. Clearl y, different information

could be sent to each of these. The ambiguity is best resolved by providing

a sli ghtly less abstract description of each system.

As stated earlier in the section each system In the network is a finit e

stat e system. Further, In enter to account for mult iple  paths in or out the

input and output alphabet s will have to be mult i -d imens ion ial . In general then ,

S1 C A I
T x B 1

T

with

A i = A i l x A i 2 x ... Ai k

BE = BE 1 x BE 2 x .. . BE 0

The behaviora l representation of the system then is explicity defined in terms of

a finit e number of input and output channels.

Now, Let I denote the set of posi tive Integers and let

L: G - ) I x I

be defined so that

((I , j) , (k, l ) ) e L  
~~~~)

output k of system I is connected to input I of system J . The labelling function

L then defines the explicit (aterconnections which arc made and it provides

another structural piece of info rmation as well . Specifically, the output

alphabets and input alphabet s of the interconnected systems must match. That

is, if

(k , I) L(i , J)

24
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I
then

Bik = AJ 1

-•  
Or in other word s, only systems which can communicate are interconnect ed .

L There are a few more conditions dealing with systems that communicate

in only one direction which must be addressed . First som e more not ation . Let

~~
I
~~

J J  ~ (I , i ) E  G~
i. G2 

=~~ j j j t  ( I, J ) E
- 

These a re the source and receiv ing n odes, respectively. Now, let

N1 = ~I~ i € N, t~~ G2~

• 
N0 ~i J i  E N, i~ G9

N
1 consists of those nodes which do not receive informat i on from any system

- and N 0 is those which do not send to any system. All  systems in N1 are

constrained to have no input alphabet, i. e.,

J E N 1 ~~ Sj ~ BJ
1

.

- The system s in N1 then iii som e sense represent the basic inform ation input to

• the system. The outputs of systems in N 0 on the other hand define the overall

system outputs.

Suppose that

N1 {i 1, i2, . .
• and

N0 j 1, ~~ ~e

25
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• Then , f rom the argument above

S ~ (Bi t x 11i9 x . . . Bi k )” x (
~~Ji x Bj ., x . .. fli t ) ’ (1 9)

fo rms the behavioral represent ation of the overall system.

The above define the basic technical constraints which must be met if

a network of f inite stat e sy stem s is to be logically consistent. The m ain  reason

for using a network of simple system s to construct a more complex system is

the simplicity of the stat e representat ion which results. In abstract terms the

r elation (19) is the input —out put (behavioral) represent aLien of the svst cm which

was the focus of discussion In the previous section . That Is , if

• A = 131 X I I I  x . . . x f l i .1 2 k

B = 13j
1 

x 8j
2 x xBJ 0,

the relation

S ~ A T x BT

is the input—output relation and hence the sample space required for a st oehest Ic

representation of the syst em . But , giv en the network , the stat e space of S is

quite clea r. Let

Ci , i € N

denote the state space of system I. Th~ state space of S then is the cartesian

product of the state spaces of these component system

C u x C L
t e N

I
26 .1
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I t should be not ed that the above state space includes the stat e space

• of input sy stems as well as internal sy stems . In some cases it may be desirable

to exclud e such system s (I . e., those in N
1) when cons t ruct ing C.

In additio n to the stat e space C, the stat e trans ition function and output

assignment function required to represent S also follows from the functions

associated with the individual elements in fte network. Each system in the

network is governed by a transition function and any change in state is communicat ed

to the appropriate systems via the communication links defined by the graph G .

The system t ransition funct ion then is really a fa i r ly  complex function which is

in some sense the product of the appropriate individual functions . flut , the

importan t point is that each ind ividual element is quite simple and the rul es for

constructing the overall state transi t ion function are straight forward . In other

words by knowing the properties of the  component systems and the road map

which defines their interconnect ion , the system properties immediately follow .

A nother advanta ge, closely related to the above, is the conip lex ity r&~hict I&n

affo rd ed by the network. For example, suppose the system shown in FIgure

2. 3 has state spaces with the following card inalities:

System 1 3
System 2 2
System 3 3
System 4 4
Systeni 5 2
System 6 2

27



The com plete system stat e space thus has 3 2 3~ 4 2 2 288 states .

Now, if the p robabil istic automaton construction is used there are (288)2 S2 . 944

transit ion probabilities required to specify the system . Assuming that the

state is the output for each system, the network construction of Figure 2. 3

requires only

(3~ 3 ) t 3 . ( 2 . 2)~~ 3~ 2 ( 3 .  3) + 2. (4 . 4)~~~3 . ( 2 .  2)

+ 3 •(2  . 2) 131

transition probab ilities which obviously is a very subst antial saving. Not e

that this total is ohtained by summing the number of t ransition probabiliti es

required to describe each system (I. e., the numbe r of states squared)

multiplied by the number of dist inct  Inputs which the system can receIve’. For

example , system three has three states and receives inputs from system

one which has three states and from system two which has two. The number

of inputs is therefore 3 . 2 = 6 and the number of state transit ions which

is possible for any given inpu t is 3 3 9 which together give 54 transi t i on

probabil ities.

In addition to the reduction of combinational complc.xitv in state

transition probability estimation , the network representation has a distinct

substantive advantage. The primary reason for constructing the model in the

first place Is to help expl ain how operators perform discret e control tasks.

The network is in essence a representation of the Intelligence which m ight be

28
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brought to bear on the problem . It is one way of representing a complex problem

L 

in a manageable form . Each system in the network represent s som e important

act ivity or subsystem which the operator must control . By identifying what these

component systems are and how they interrelat e, the discrete control model is

constructed, and network representation follows as a natural by product.

Several simplifications were used in the analysis of the antiaircraft

art illery system which is discussed in the remaining chapters of the report.

First , all output assignment functiai s were assum ed to be of the form

A 1 : C~ _,C~

- 
where C~ is the kth order cartesian product of Ci. The function A 1 simply

L. produced multiple copies of the stat e, one for each output channel. It is also

clear from the structure of A 1 that output alphabets and state spaces were assum ed

- 
to be identical. In summary then, component system states were communicated

to the required systems and no simplificat ion was provid ed through use of an

output assignment function . This simplifies programming for dat a analysis , but

it does create some data analysis problems which will be discussed later.

: 1  1..
D . Some Comm ents About Modelling Strat egy

The main effort in discrete control modelling is spent in constructing L

• - the network. Once the network is obtained data analysis and similar probl ems

can proceed in a fair~r mechanical way, but the analysis must start with the

network and the success or failure of the zmdelling effort depend s to som e degree

29
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on the care which goes Into the specificat ion of the structure. A few comment s

about the overall process of discrete control modelling are provided below.

The first step is to determine all of the discret e outputs which the system

is required to specify. These normally are the specific decision alteruatives

which the operators can select from and typical l y include item s like switch

settings and other discret e status indicators. Such items generally can be h

obta ined from a detailed analysis of the system which the operators control.

In som e cases it may not be necessary or desirable to work at the level of

Individual switches in which case the analyst must define the proper level and

specify in unambiguous terms exactly what the output primitives are to be. The

individual Item s Identified in this phase of the analysis determ ine the system output

alphabet .

The second step is to identify the exogenous input variables which in

som e sense drive the system. These might includ e things like target trajectories

or command info rmation from other systems. Some of this information will

probably be in the form of continuous variables in which case rules for inter-

preting such data in events format must be defined. This step corresponds to

some type of feature extraction through which the essential inform ation classes

are extracted from the data. For example, ta rgets might be classed as ma-

neuvering or nonmaneuvering as a function of their time behavior. In essence

the task is to abstract ~~it a small number of information classes which can

then be used for discrete control analysis.

30
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At the same t ime other nonexogenous continuous information such as

tracking errors must be represented in events format . There are no preset

procedures for accomplishing this  but rules specifically designed to match the

problem context must be defined. 1’his in general isn ’t too difficult to accom plish.

The next step requires th at  the elements to be used in the network be

defined. It is important to note that , for purposes of data analysis , the state of

any system defined must be computable from available information . That is , dat a

analysis can not proceed if the state ot’ one or more systems in the network cannot

be uniquely specified. With this coast m int in mind, the process of defining the

required or desired systems proceed s in several states wh ich are often pat-

tern ed after a level of abstraction hierar chy .  First level systems (componenisl

are one level of abstraction awa from the pr imit iv e  data items and t hey consist of

• fairly independent subsystems. These can be established on functional ground s or

for purposes of forming aggregate’ information about the pr imit ives .  Second level

systems are formed in a similar manner from th1’ primitives and the first  level

systems. These can be formed to provide coordination of the lower level activit ies

and functions , or they can again simply be an aggregation. This procedure of sub-

system definition continues until no fu rther systems arc needed. The key point

is that the states of all system s at each level must be determined from simpl e

logical operations on systems previously defined . Once the component system s

have been defined the graph G described in sect ion C must be defined. This is

probably best accomplished in two steps because two kinds of information generally

31
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flow through the system network. In some cases the state of a given system is

said to directly constrain the states which another system can occupy whereas in

other situat ions the inform ation that flows to a system only influences the decisions

which specify the stat e. The two networks should be considered separately. The

graph of the first type , the constraint network , should be constructed and the

constraints themselves identified. After  this has been accomplished the various

systems which are decision loc i are clearl y identifiable and the decision influence

network can be estab lishLd .

It should be noted that in generu l the decision influence or conditioning

network is quite speculative. One can conjecture as t o what information might

be need ed to make a specific decision , but the final network usually must wait

for experimentation with the availabl e data.

When the above steps have been complet ed the model structure is defined

and data analysis can proceed . Analysis also requires two major stages.

Preprocessing transforms the available data into an events ~l :it a base suitable

for use in the analysis programs. It may be desirable to use two phases of

preprocessing. The first put s the primitive dat a into event s form and the

second computes the component system states (I. e.,systems used in the ~wtwork

mentioned previously) from the primitive events data. The component systems

state information is also represented In events form at . If the network is fixed

in terms of the component system s and their  state definition rules , then the

two phases mentioned above can be combined. Clearly, preprocessing must
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be problem specific and the programs necessary for its accomplishment must
4

be written for each problem.

The analysis phase forms estim ates of the stat e transition functions of

the component systems. The form assumed Is that of equat ion (17), although (18)
A.

can also be used . As mentioned above, all output alphabets are assumed t o be

A. the same as the corresponding state space. This is a simplification which can

be very easily modifi ed. The analysis program produces the following as

output: transition probability estimates, time in state Inform ation including,

as anoption , several time in state histograms. The analysis program details

are summarized in A ppendix 5.

Understanding discrete control modelling probably requ ires an example.

1. The remainder of this report consists of such an exampl e in the form of the

discrete control H experiment. A description of the experiment and the data

base is provided in the next chapter . Modelling and results then follow.

1 ~~~
•
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CHAPTER a

THE DISCRET E CONTROL II EXPER IMENT

Discrete control II refers to an experiment conducted by personnel at the

A erospace Medical Research Laboratory, Wright Patterson Air Force Da~~ to

support in part the research report ed here. AMRL had primary responsibility

for the design and execution of the experiment, but the basic data requirements

were defined by the needs of this research.

The design of the experiment was based in part upon knowledge and insights

gained from the pilot study performed dur ing 1976- 1977 and report ed in the

annual report of work ftmnded through Gran t No. A FOSR-77-3152 , (Miller , 1977).

Discrete control II was a much mn. re extensive and ambitious experim ental

exercise and has generally provid ed a much more comprehensive and usable

data base.

A br ief rev iew of the experiment and a deta iled d iscuss ion of the modell ing

and analysis ai. e presented in this section . More detailed descriptions of the

hardware and the experiment can be obtained from A M R L ,

A . Description of the System

The system which served as the focus of the study was a man—in — the—

loop simulation of an anti—aircraf t  artillery (AAA) installation. This syst em

consisted of a mock-up of the operators ’ consoles, incl uding the major controls,

switches, and displays; plus the computing equipment required to drive the di s—

plays, record data and generall y simulate the AAA system and i ts

~34
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L environment. This particular simulator required a three ptwson team

consisting of a range tracker , an :ingle tracker and a commander . i~ block

diagram illustrating the relationships between major system components Is

given in figure 3. 1. Basically the system consists of two opt ical sight ing

system s (left optics, right optics), a radar system with separate display s for

- 
the angle operator and range operator , a gun servo system which positions the

guns as a function of tracking command s, and a lead angle computer. •Fhere are

I - 
also a va riety of switches and controls devices used to control and coordinate

the activities of the system. A list of controls and displays is given in

- Table 3. 1 throug h 1. 3.

No one would claim that the simulator was a r ea l i s t i c  repres entation of

an AAA installat ion, but It did have a number of unique and I ut cr est tug t eat ur es.

First , target s could be found and tracked using either optical informat ion

(presented via a television system ) or a s imulated radar return . Second , the

tracking and fire control systems could be operated in a variety i~lt~

selectable by the Learn of operators. These will be discussed more fully la t er

- In the report. Third, simulated tracer feedback Information was avai l ab le

through the optical display system.

- Some of the major limiLations (in term s of discret e cont rot m~xlell in g

at least ) were the following. First , only one target could be d isp l~iv~ 1 at any

time so that the subjects could not be required to pick the most import ant

target from several available . S~eond, the simulator wa s f ixed based so tha t

certain operating modes which would not generally be used in a real ss t em
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Table 3, 1

Commander’ s Controls and Displays

Ii
Item Function

f A m m u n ition Counters Read out of Ammunition Remaining

- Firing Lamp Indicates Trigger Depressed

Data Ready Lamp Indicates Fire Contro l Computer has
Reached a Solution

- 

U pper Gun Switch Enables Upper Guns To Fire

1. Lower Gun Switch Enables Lower Guns To Fire

Zero Degree Lead

I Enable Switch Enables Tracking Without Fire Control
• Solution

I Lead Enable Switch Enables Fire Control Computer To
- • Cont rol Lead Angle

I Computer Shunt A llows Guns To Be Fired Without
Fire Control Computer Solution

I

I.”
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Table 3. 2

Angle Operator ’s Con tr ols and Display s

Item Function

Magnification Selects 2x or 6x magnificat ion for
optical sighting system

Filters Selects one of three filters for optical
sighting system

Optics Left/Right Used to select left or right sight

Trigger Used to fire guns

Data Lamp Indicates fire control computer solut ion

Elevation Indicator Indicates ant enna elevation

PPI Scope Displays radar azimuth and elevation
return

15/20 Switch Selects 0—15 or 5—20 slant range

Circular Sweep Switch Selects Circular Sweep Search Mode

Sector Switch Selects Sector Search Mod e

Fast/Slow Switch Selects Fast or Slow Circular Sweep

38
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Table 3.2 (ContInued )

F Item Function

- Sector Width Control Sector Width During Sector
Search

Azimut h Rate/Position Det ermines Azimuth Tracking Mode

Elevation Rate/Position Determines Elevat ion Tracking Mode

Coolant Activates Coolant Circuit

At~o Track Switch Engages Auto Track Mode

Manual Track Reverts To Full M anual Track

Mod e I/I! Select s Range Only or Full Auto
Track

Track/Search Selects Radar Beam Width

• Semi-Auto/Auto Auto Mode I or II
- - 

Semi Auto: Manual Control of Gun

- 
Motion

- Track Control Wheel/Yoke Used to Track in Azimuth and Elevation

L I

I .
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Table 3 3

Range Operator’s Controls and Displays

Item Function

A Scope Basic Range Display

Range Gat e Crank Used to Track Target Range

Coarse/Fine Adjustment Changes Crank Sen~ft ivity

I

I
I
p
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because of motion problems could be used in the simulator with ni effect or

penalty. The t eam ’s decision problem s were therefore reduced In complexity

in the sense that certain switches could be set and forgotten wit h no performance

penalty. Thi rd , there are physical constraints present in AAA systems which

were not present in the simulator . For example, In reality gun barrels must

be allowed to cool between bursts and a fairly rigorous firing doctrine must

be followed. Such was not the case in the simulator since the gun barrels were

really art ifacts of a computer program .

Even though assumptions and simpl ifications mad e during the design of

the simulator removed or constrained some of the decision problems faced by

AAA system operators , this simulation still serves as a good dat a source for

• discret e control modelling. The ma th objective of the modelling effo rt is to

understand some of the processes and procedures used by operators to accomplish

their discrete control functions; i. e., to use the total range of controls available

to achieve the proper system mod e of operation at any point in time. The AAA

simulation provides ample dat a to explore such issues.

B. Description of the Experiment

The experim ent was a highly stylized simulation of the AAA task .

Subject team s were required to search for , acquire , and t rack simulat ed

targets and to try to maximize the hit score a~ aincd on each targ et . The t eams

were free to select any system mode of operation at any point In time. As

m entioned previously, each team consisted of threc team members : an

angle operator , range operator and commander. Team members specialized

L. 41
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in the sense that they played the same role throughout the experiment.

Teams were asked to perform simulated “missions” which consisted

of a sequence of 23 targets which they •
~~ re required to acquire and track.

Targets were presen ted one at a time and the target t rajectory ran its full

course before a new target was introduced . There was also a period of Lime

between targets during which no target was present. The subject teams however

remained actively involved in the search for t)~ next target during this interval.

Subject t eams were given the approximate coordinates of the next target to

maximize the probability of det ection . This Information simulated the role of

an early warn ing system.

Two of the three subject teams completed a total of 23 missions and

the third team completed 22. Therefore , two teams tracked (or attempted to

track) 529 targets each and the third team attempted 506.

Four distinct trajectories were used. These were:

1. 2 X 2 F l y by

2. O X 1. 6 Fl y b y

3. Fair Pass

4. S Pass

~~etches of these t rajectories are given in Figure 3.2. The first was considered

a simple “non—threat ” type of trajectory , the other three were considered

“threat ” t rajectories by the experim enters.

42
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Six disturbance pattern types ~vero Imposed on each of the first three tr~ eetories

and five were imposed on the S Pass trajectories . The net result was 23

distinct experimental condit ions mad e up of dt~ urbance type , trajectory

combinations. Each experimental condition was present ed once durin g each

mission (hence 23 targ ets/mission). Presentation of the condition s was ran-

domized from session to session . Al so, data collection was grouped Int o

blocks of four missions for each of the three teams. After each block was

complet ed, the param eters which controlled the onset and duration of the

disturbance conditions were modified to prevent learn ing of the disturbanc e

patterns. A more detailed discussion of the experimental conditions, as they

impact discrete control modelling, is presented in section 4. B. 1 of this report .

Other details concerning the design and management of the discrete control II

experiment must be obtained from AMRL .

C. The Data Base

Data was collected in t ime-series format for every simulated mission

In the experiment. The detail ed f ormats  of the dat a base are not Impo rt ant here,

but an overview of the data collect ed Is nec essary to underst and the modelling

which follows.

The time set of the data collection is the mission Lime set . This m eans

that a complete running record of all measured variables was collected f rom

the beginning to the end of a mission . The data coll ected includ ed discret e

status Indicator type Information , cert ain continuous tracking inform at ton,

44
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and header in formation to indicat e teams and trajectories. All data was coll ected
1.,

- 
at a 30 HZ sampling rate.

I. The discrete data collected consisted of all switch settings, and status

display states, plus certain variables intend ed to provide information about the

• 
- 

activities and performance of the team. The primitive discrete data item s are

I .  defined in Table 3.4.

It should be not ed that item s 1 through 11 and 13 through 20 are all

physical switch settings or display states, Item 12, display in use, was obt ained

from a limit switch which was set whenever the angle operator was using the

optical sighting system . It ems 22 through 30 establish the type of disturbance

applied , if any, and a rough indication of tracking performance and fire control

performance.

In addition to the above mentioned discrete variables, the continuous

variables listed in Table 3.5 were measured . The trajectory data was not

• record ed on each and every mission data tape. Rather, one trajectory tape

was made and the header record of each engagem ent within a mission contained

a flag which defined the trajectory which was used. This saved a substantial

amount of storage space with no information loss.

• The data base produced by this experiment is very large. It consist s of

approximately 6, 913, 500 samples of each of the 35 variables mentioned above,

plus traj ectory data. This is about 64 hours of tracking and discrete control

performance dat a or about 21 hours of data from each team. The modelling

I t
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Table 3.4

List of Primitive Data Items

Component Name States _Value Assigned

1. Antenna Horn Search 1
Track 0

2. Automatic Circular Scan Fast 1
Slow 0

3. Radar Mode Circular Scan 11
Sector Scan 10
Manual 01
AutomatIc 00

• 4. Gun Servo Mode Semiautomatic 1
Automatic 0

5 00 Lead Enable On 1
Off 0

6. Lead Enable On 1
Off

7. Mode Switch II 1
I 0

8. Computer Shunt On 1
Off 0

9. Data Ready Indicator On 1
• Off 0

• 10. Cool ant On 1
Off 0

11. Trigger On 1
Off 0

12. Display In Use Optics 1
Not Optics 0

13. Azimuth Tracking Control Rate I
Position 0

14. ElevatIon Tracking Control Rate 1 LPosition 0
46
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• j Table (Continued )

• Component Name States Value Assigned

15. Ra nge Tracking Control Fine 1
Coar se 0

I I
~ 16. Sight Soloctor Left 1

r R i ght 0

17. Sight I~lagn if icntt on (3X 1

I- 2X 0

18. Sight Filter Clear 00
Neutral 01
Yellow 10

19. Lower Barrel Enable On 1
o ff 0

20. Upper Barrel Enable On I
0

21. Target Introduced Yes I
No 0

22. Target on Display Yes 1
No 0

23. A z im uth Tracking Error Locked 1
Not Locked 0

24. Elevation Tracking Error Locked I
Not Locked o

25. R ange Error Locked I
S - 

Not I socked

2h . Optics l)Isturbancc Blanked I
No t Blanked 0

27. PPI Disturbance On I
Off 0

28. Ra nge Disturbance On 1
Off 0

29. Ra nge & Pl’l Bl anking On I
Off 0

30. Tracer Evalu at ion In Window 1
No t in \Vindow 0
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Table 3. 5
Continuous Variables Measured

Variable Nam e Unit of Measurem ent

1. Azimuth Tracking Error MUlirad ian s

2. ElevatIon Tracking Error Militr adlans

3. Range Tracking Error Meters

4. Upper Counter Reading # of Rounds

5, Lower Counter Reading # of Rounds

6. Target Traj ectory

4a. A zimuth Degrees X 10

b. Elevation Degrees X

c. Range Meters

d. Roll Degrees X 10~~

e. Pitch Degrees X 10_ i

— 1f. Yaw Degre esXlo

g. X Co-ordinate Meters

h. Y Co-ordinate Meters

1. Z Co-ordinate Meters
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I task is to provid e an organized, syst ematic way of exploring th is dat a and to

provide some explanation of how the discrete cont rol task was perform ed

by the subj ect teams.
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CHAPTER 4

A DISCRETE CONTROL MODEL OF AAA TEAM PERFORMANCE

In this chapter the model which was constructed to analyze the discrete

control H data is defined and discussed This material provides an exan-iple of

the style of modelling used for discret e control and it illustrates some of the

fund amental problem s and advantages of the approach. Before addressing the

specifi c modelling issues, an overview of the general approach is presented.

A . Overview of The Modelling A pproach

The operators of the AAA system together must mak e decisions which

determine which activities are to be engaged in and which mod e of operation is

to be used at each point In tim e. Their individual act ivities and decisions must

be coordinated if the system performance level is to be maximized . Such

coordination Is achieved only if certain information flows through the system and

each operator performs his tasks accurately and in a timely manner . The model

of the AAA syst em used for analysis of the discrete control II data was care-

fully structured to capture the coordinati~~ and communicat ion requirem ents as

well as quantify individual task performance .

The model was constructed utilizing the general principles of disc rete control

modelling which were discussed in sections I and H of this report .

50
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Inputs required and utilized for discrete control purposes are assum ed to

be event oriented . Coordination is achieved by passing Informatia~ about the

• occurrence of events between system components. The complexity of the total

system makes it necessary to decompose the system into a number of smaller,

• less complex systems which are responsible for certain specific tasks or

• serve as the Info rmation transfer point s necessary for coordination. These

smaller syst ems are placed in a network in which the systems themselves are

the nodes and the arcs the communication links. The network serves as the

model of the team of operators working together on the discrete control problem s

imposed by the AAA system.

A few words about the model are necessary. The network is probably best

viewed as a related set of internal models. Certain parts of the network are

best thought of as the internal models used by specific team members. But ,

other part s, partIcularly those which provid e common communication point s,

are best thought of as models shared by two or more of the members, Th rough

t raining and experience the team members learn the overall mission objectives

• and they learn what information must be shared, hence develop ing at some

level a common representation of the problem and the system. Decisions inude

• by the op€r ators are presum ed to be based on the state of these internal models.

Furthermore, the decisions represent the desire to change the stat e of som e

component system thus enabling or disabling the occurrence of ~~her events

and decisions.
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The specific system s used and som e rationale for their construction

are discussed in the next section.

B. System Decomposition

Several levels of analysis and types of decomposit ion are need ed to con-

st ruct a represe ntat ion of a system as complex as the AAA syst em studied in

the discrete control II experim ents. The required decomposition takes place

along three , not necessarily independent, dimensions:

I. Variable Type

a. exogenous
b. endogenous

2. Level of Analysis or Description

a. primitive component
b. major components
c. functional system s
d. coordination/communication systems
e. management/command systems

3. System Type

a. interface or information feedback
b. decision cctitrolled
c. event controlled

Each type of decomposition will be defined and explained in som e detail . It

should be not ed that the system structure which result s was obtained through a

careful analysis of the AAA system, its structure, its functions, and the

degrees of freedom possible in its operation . This analysis was performed

prior to the collection of any data and it represent s what was thought to be a

52
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1 structure adequate to capture and explain the possible behaviors which could

be exhibited by the syst em. As will be seen when the data analysis results are

L presented, the full range of possible behaviors were not exhibited by the subject

1. teams in the discrete control II experim ents and some of the systems defined

play little or no role.

B. 1 Decomposition by Variable Type

- 
The exogenous variables of the system as defined for this simulation are

those which are target relat ed . Specifically, these include the t rajectory

- number, the targ et posit ion in space, and the disturbance state. Recall that

the disturbance state refers to the simulat ed countermeasures which were used -
•

- in the experiment.

The position of the target in space is actually a vector of continuous

functions. For purposes of the discrete control analysis a simplified finite

• state representation was used . Target position was defined in t erms of seven

states:

i. no target ;
2. target out of range ;

• 3. target in range, high altitude;
4. target med ium range, low altitude;
5. target close range, low altitude;

t 6. target medium range, medium altitude; and
7. target close range, medium altitude.

The rules used to determine the proper classification are explained in A ppendix I.

¶ This seven state representation of the target is convenient for an event
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oriented description of syst em perform ance and provides sufficient detail for

explain ing discret e cont rol behavior.

The disturbances used to simulate cow~termeasures were the following:

1. bLanking of all optical displays ;
2. blanking of all radar displays;
3. noise superimposed on the PPI display used by angle operator; and
4. noise superimposed on the A scope display used by the range operator .

\ five state representation of the counterm easure condition was constructed.

The distu rbance system states and the rules of state assignment are also

given A ppendix 1.

The t rajectory number , the target position systen~ and the disturbance system

are the only exogenous variables. These systems are used to provide any

target specific information used by oth er syst ems in the model and to exp lain

any trajectory specific behavior . .AU other variables in the system arc endo—

genous and characterize behaviors and decisions produced by the team members

in response to the presented targets .

B. 2 Decomposition by Level of Analysts and Description

The output of the discrete control model at any point in Lime is he stat e of

each of the decision controlled discret e data items listed in Table 3. 4 ,Sect ion

3C . These switch and c~~t rol settings are the primitives of the discrete control

• problem, the lowest level dat a available for use in analysts, and the lowest

level which must be explained by the model. The explanation of such data how-

ever must incorporate knowledge of the AAA system including mlssi~~ obj ect ive~
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major tasks, major subsystems and major components. With such knowledge

the various primitive data items can be grouped in a logical fashion and a

structure which organizes the flow of information can be designed.

In this seetior~ a hierarchical system involving five levels is con-

st ructed. This hierarchy Is based on the abov e m ention ed knowledge and it

establishes the elements of the discrete coat rot model of the AAA system. The

levels are shown in Figure 4. 1. As one moves from the bottom to the Lop of

this hierarchy the view of the AAA System becomes more global and systemic.

At the bot t om the perspective is that of individual controls and switches , at the

top the perspective is that of over~tll mission objectives. Upper levels define

abstract , less detailed views of the system; lower levels fill in the details.

By movi ng from top to bottom any questiw about system perform ance and op-

eration can be answered. }~ach level of the hierarchy is now described start ing

with the prim itive componen t level .

Level 1, the primitive component level consists of twenty simple systems

which correspond to the basic switches and cont rols used during the discrete

cont rol Il experiments. The primitive components are listed in Table 4. 1.

These Items are the decision or event controlled element s in the primitive

data list s shown in lhble 3.1. The stat e of each component listed Inlhble 4 .1

must be established by some system higher in t h e  system hierarchy.

The system component level cwtains two types of systems; d is t inc t

system component s such as the l ead angle computer , and pseudo compon ent s
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Figure 4. 1--System Hierarchy

Level 5 Management/Command Level

Level 4 Communication/Coo rd Ination Level

Level 3 Functional Syst em Level

Level 2 System Component Level

Level 1 Primitive Component Level
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TabIe 4. l L
L Prim itiv e Components

C omponent Name States

Antenna Horn Search, Track

Automatic Circular Scan Fast , Slow

Radar Mod e Circular Scan , Sector Scan,
M anual , Automatic

Gun Servo Mod e Semi—Aut o, A utomatic

Lead Enable On, Off

L ead Enable On, Off

Mode Switch Mode I, Mode II

Computer Shunt On, Off

Data Ready Indicato r On, Off

Coolant On, Off

Trigger On, Off

Display In Use Optics, Not Optics

Azimuth Tracking Control Rate, Position

Elevation Tracking Control Rate, Position

Range T racking Control Fine , Coarse

- - Sight Selector Left , Right

Sight M agnification 2; 6x

Sight Fil t er Clea r, Neut ral , Yellow

Lower Barrels On, Off



P.

defined by grouping certain primitive components which are manipulated together.

The level two components are listed in Table .1. 2 and the st ate  det~~ition s

and stat e assignm ent rules are given In A ppendIx 2.

The sight system establishes the physical configu ration of the optical

sighting niechani un . The sight selector system Is considered separately

because of Its ln~ ortance in certain modes of operat ion (to be discussed when

level four systems arc discussedl .

• The ~ mge control component Is obv ious. The gun configuration

system defines precisely which barrels are enabled at any point In time and

• hence det ermines the max imum rate of fire possible. The angle t rack cont rols

component establishes the exact configuration of azimut h and elevation controls.

The gun servo enabling network is a pseudo component. The stat e of this

compon ent establishes how tracking Inform ation flows through the system to

the input of t he gun drive mechanisms. Such flow is disabled if the gun servo

enabling network is in State 1, it is ful ly enabled if it is In Stat e 4 and th e

lead angle computer solution , It. obt a in ed, drives the guns. If the gun servo

enabling network is In State 5, othe r components det ermine the fl ow of lnforma-

tion .

The radar ant enna drive component defines the physical mode of operation

of the mechanism which controls the motion of the ant enna and the radar

beam characteristics. State 1 is auto track which means that the track or narrow

beam is in use and that the range signal s are under autom atic control . The
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Table 4. 2

List of System Component s

System # Component Nam e

1 SIght System

2 Sight Selector

3 Range Control

4 Gun Configuration

Angle T rack Controls

6 Gun Servo Enabling Network

• 7 Radar Antenna Drive

Computer
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angle signal s may also be under automatic control depending on the stat e ~f

upper level systems. State 2 is manual tracking and states 3 through ; arc

the various search modes which the team may use.

The computer is a physical component with three states of interest:

standby, settling, operating. Settling refers to the period of t ime after which

the computer is put in use but before a solution is reached. Operat ing refers

to the period during which a lead angle solution is available.

The AAA system has other components , for example the A scope

display used by the range operator , but none of these additional components

have more than one mode of operation which is of operational significance.

The components desc ribed above are precisely those which can potentially

be used in multiple ways and which reflect the decision making activity of the

team members.

Level 3 in the hierarchy is used to abstract out five major systems

which perform the several functions which are prerequisite if the system is to

meet engagem ent and mission objectives. These five ar - listed in Table 4.3.

The state assignment rules for thes e systems, w ith the exception of the range

tracking system, are defined in Appendix 2.

The states of the fire control network are defined to be locked, dat a

enabled, fire enabled . When the fire control system is In the locked stat e the

guns cannot be fired. When in the data enabled stat e, tracking data is available

and with appropriate action by the angle operator the guns can be fired . When

the fire enabled state is entered , the guns can be fired at an3time. The
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Table 4. :~

T L is t of FunctIonal Systems

L System # System Name

0 Fire Control Network

10 Fir ing System

1] Gun Directi ng Syste m

12a An gle Track System

12b Range Track System

( i i



fi ring system states are simply firing and not fir ing. The firing state is entered

whenever the trigger is depressed , but firing actually occurs only if the fire

control network is in the fire enabled state at the time. In other words, these

two systems must be coordinated for the overall system to function properly.

The gun directing system characterizes the status of the gun drive

mechanism. The states are c~flned to be standby, 0
0 

lead tracking, and

lead tracking. When the gun directing system is in the standby state the guns
0

are not in motion. When in the 0 lead state the input to the gun drive

servomechanisms comes directly from the angle tracking system. In the lead

tracking state the guns are driven by the output of the lead angle computer . The

proper stat e for this system at any point in tim e depends on a number of factors

which are established by the state of other higher and lower level systems.

The angle track and range traci. systems must provid e the target state

data which directly or indirectly drive the gun directing mechanism.

The angle track system states are defined to be optics auto, optics

manual , radar auto, and rad ar manual. These define whether or not the angl e
p

operator is monitoring the PPI radar display or using one of the optical sighting

systems and whether the angle track data available at the time is produced by

automatic control or by the angle operator himself via m anual control. The

range tracking system , although logically a distinct system, has no autonomy

in term s of discrete control. There Is only one displ ay and whether the mode

is automatic or manual Is completely controlled by other systems. The details

I
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of the ra nge tracking system thercfore~ need not be considered further for

discrete control modelling .

Clear ly , the five systems which form the functional systems level of

the hierarchy partition into three dist inct  groups ; range tracking and angle

tracking ; gun directing system ; and fire control network and f i r i ng  s~-Ste n i

These groups define the three major funct ions  of the A A A  sys t em:  t racking

targets , aiming the guns , and firing at the targets .  Obvious I , each of these

systems must function proper ly for the miss ion objectives to be met.

Level four in the hierarchy is defined to be the communical  ion

coordination level. The only system residing at th i s  level is the engag em ent

- - status system , system 15 in the l iS t  presented in Appendix 2. ‘l’li is sys t e m  is

best though t of as a conununicat  ion center through which in fo r n ma t  ion abo ut

the current act ivi t ies  of the system are passed. This i n f o r n i a t i  a is th en

appropriately distributed and oth er sy s tem act ivi t ies  are enabled oe disabl ed

accordingly . The sta tes of the engagement status system ar c:

1. search ,

2. manual track ,

3. settling , and

4. valid data.

These states define the various conditi ons the sy s tem can he in from the be g in-

fling to the end of any single engagement. This system , together w i t  Ii other

systems soon to be discussed , establishes wheth er  OI lOt t h in g s  are progre ss  in ~

normally or if some change must be mu ;i t te .

~~~~ ~~~~~~~~~~ 
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The fifth and highest level in the hierarchy Is the management “command

level. This level contains one system , the tactics system . This system is the

locus of information and decision concerning basic modes of operation. The

tactics system , system 13 In the list In AppendIx 2 , has five stat es:

1. normal Mode 1,

2. normal Mode 2 ,

3. Mode 4 ,

4. emergency Mode 1, and

5. emergency Mode 2.

Mode 1 refer s to full automatic operation during tracking. That Is , azimuth ,

elevation and range tracking data are all under full automatic control once the

auto track mode (settling or valid data states of the engagement status system)

is entered. The guns are directed by data from the lead angle computer in this

mode . In Mode 2 , only range data is placed under automatic control when the

auto track mode Is entered. Angle data is produced by manual tracking. The

guns , however , are directed by the lead angle computer.

The emergency designation refers to fire control rather than tracking.

In the emergency modes the computer shunt is turned on so that the guns can be

fired whether or not the lead angle computer has reached a solution.

Mode 4 operatIon is a full manual mode In which the radar system Is not

used and the gun drive mechanism is slaved to the angle tracking output.  This

mode Is functional only if the angle track controls are In the rate mode ~~t ate 41.
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Furthermore, the only display which produces meaning ful data in this case is the

righ t optical system.

The state of the tactics system determines how the activities of the

major functional systems will be carried out once the engagement status reaches

the settling and valid data states. Further , it determines whether the guns can

be fired prior to the valid data state . Finally , if mode 4 is selected the normal

constraints imposed by the engagement states system are overridden but

addi tional constraints must be imposed on component level sys tems if the s’ -- t e r n  
- 

-
is to function properly .

The systems which compose the five levels in the level ~ is

decomposition have now been described. Decomposition by syste - -

discussed in the next section.

B. 3 Decomposition by System Type

The only addit ional systems which must be defined are the interface or

information feedback systems. There are four such systems:

1. tracking per formanc e ,

2. system performance ,

3. ammunition balance , and

4. mission status.
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The tracking perform ance system provides f eedback about the quality

of tracking. It is hierarchically d efined In the sense that angle tracking errors

are deemed more import ant than range track errors. The states of the system

are:

1. No target on any display;

2. A ngles locked ;

3. A ngles OK, range locked ; and

4. Track OK.

No target on any displ ay can occur if the tracking error is very la rge, or If

there is no target to track. Angles locked is any case in which azimuth or

elevation error is sufficiently large that the automatic tracking system cannot

function. Range locked is a similar condition for range tracking error . The

stat e assignment rules are given by variable 14, Appendix 2.

The system performance feedback system attem pts to capture som e

information about overall system performance. The states of this system are:

1. No data ,

2. Off targ et , and

3. On target .

The state assignment rules are given in it em 16, A ppendix 2. As designed this

measure is a very local measure of system performance. It would be desirable

to have a more global measure, but implementation problem s prevented the

use of such var iables during this analysis. This system does however provide
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inform ation about t ime on target , time off target and similar data. Clearly ,

if one or more major functional syst ems is not performing adequatel y, system

performance state 3 will not be occupied.

The ammunitim balance system determines the relative number of rounds

in the upper and lower magazines. State assignment rules are given in

AppendLx 3. In the absence of other information this dat a can be used to manage

the use of ammunition resources.

The mission status system is used to assess overall ammunition resources

with respect to the requirements of the remaining portion of the mission.

The state assignment rules for this system are defined in Append ix 3. The

states are:

1. MissIon less than 5O~T complet e, ammunition use high .

2. Mission less than 5~~ complete, ammunition use ON.

3. Mission between 5O’~ and S~~ complete, ammun iti on use high.

4. Mission between 5O~ and SO~’ coniplett ’, ammunition use OF~.

5. MissIon more than 8O”~ com plet e, ~unm unit ioti use high.

6. Mission more than 8O~ complet e, ammun it ion use ON.

The state of this system establishes whether or not special ammunition control

(I . e. ,special concern with firing cont rol) Is needed if the mission Is to be

complet ed without depletion of resources.

These fou r system s provid e the several systems in th~ discrete

control hierarchy with information about local and global performance. This
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Information, particularly any change in state, is used in part to determine if

control actions are required .

All of the systems used in the discrete control model have now been ident ified .

Further description in terms of those systems which are decision controlled and

those which are exogenous event controlled lies at the very heart of the modelling.

This discussion is presented in Section 4D. But, before developing the details

of the model more fully, a set of block diagram representations is present ed to

better show the level s of abstraction used in the previous decomposition and to

illustrate the relationships between system components.

C. Some Block Diagram Representations of the System

Sever al block diagrams which help explain signal flows through the

system are presented in this section. These diagrams , although not essential

to the understanding of the discrete control modelling , help Identify the several

levels of abstraction which were used to decompose the system. Generally speak-

ing, these block diagrams help one understand the structure of the physical system

but they do not help much with the decision making aspects of the discrete control

model.

FIgure 3. 1 which was used in Chapter 3 to display the multitude of

switches and controls available to the team members is the most detailed dia-

gram of interest. This diagram roughly corresponds to the primitive component

level and it clearly shows the many interconnect ion graph s which can be formed

using the complete set of components and other system elements.
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Relatively speaking , the diagram is not very abstract  and it real is t ical ly  describes

possible signa l flows. It does not however provide much insigh t into the decision

problems faced by the team members.

The second level of abstraction is the system component leve l .  Here

the level of information is roughly the same as the primitive component level.

but many of the details of specific signal paths have been suppressed . In stead

of specific switches, system modules are not ed. Figure 4. 2 is such a diagram .

Clearly, a simpler, less cluttered view of the system structure is prov ided

without much loss of information. The main orientation remains however at

the level of hardware and physical signal fl ow .

The third level , the functional systems level suppresses almost all

specific detail. The required diagram Is shown in Figure 4. 3. ‘l’hi s diagram

is obtained from 4. 2 by grouping elements by funct ion. The result Is a very

simple representation of interdependency among syst ems. No longer is it t rue

that the diagram displays physical system flows. This is a more abstract

representation from which one can infer sonic informatin about performance

dependences. In terms of the discrete control model this level of abstraction

Is at the bound ary wh ich separates detailed physical descriptions, including

switch settings and specific disp lay u t i l iza t ions , fro m the niort ’ macroscopic

decision problems faced by the team members. In essence, Figure 4. 3 shows

what major systems the team must keep operating in some coordinat ed fashion.
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T)~ final diagram, Figure 4 .4, is a descript ion of the interrelationships

between some of the upper level system elements and the feedback elements. The

diagram is not really a signal flow diagram but instead it simply illustrates

som e possible dependencies . For example, syst em performance depends on

functional system performance; tactics depend on mission status and target

state and so on. This diagram is at best a sketch of how knowl edge of the

system and its performance might be organized .

These diagrams convey in a fairly inform al way som e of the thinking

that went int o the decomposition of the AAA system . The basic idea is that

decisions made by the team members vary in the level of their signif icance.

Some, such as tactics, probably have some impact throughout the system. Some,

such as resource management and fir ing policy decisions, determine overall

mission success or failure. To mak e these decisions, a fairly abstract and

broad view of the system is required . Other decisions, selecting the clear

filter for the optical sighting system for example, probably will not greatly

Influence overall system performance very much. This is not to say that such

a decision could not impact on performance in som e cases, but rather that such a

decision is mad e based on much more local and specific information .

In summary then, each decision or decision class requires som e

system context. Some require a fairly localized perspective, som e a fairly

abstract global perspective. The task now is to clearly define the st ructure of

the discrete control model.
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D. The Control/Coordinatio n Network

Thirty-nine simple systems were defined during the process of decomposing

the AAA system. These systems are the nodes in the network which is the

discrete control model. This structure organizes the available knowledge about

the AAA system and the discrete control tasks required for its operation. The

objective in this section is to display this network and examine some of its

properties.

Althou gh thirty-nine is a fairl y large number of system element s to

consider in a model of this type , each system is quite simple. No system has

more than seven states and most have only two or three. Furthermore ,

it will be argued that the states occupied by these systems at any point in time

are controlled by a fairly small number of decisions .

It also must be noted that the state assignment rules described in

-; A ppendices 1, 2, and 3 are those used for data analysis. They are bottom up

rules in that upper level system state values are comput ed from lower level

systems and from primitive data it ems. The model is more top down and

~eterarchical in concept with key decision points distributed throughout . This means

that eventhough the dat a available are at the bottom level, the explanation of that

data In terms of discret e control decisions proceed s generally from higher

level , more global , decision s to the lower level systems representing specific

switch set t ings.
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[ Two types of informat fun must  flow thr ough the network. First , con-

straint infur  mat ion or direct control information and seco nd , conditio ning or

I influence inform ati on.  The first  type is sa Id to actually cause specific state

I 
trans itions to occur in other s\’ stL .ms Such transi t  ions can hc deterministic

in that a specific stat e is occupied after th e  tran sit ion, or th~’v can be non—

[ deterministic in which ~~ the new state is required onl y to be a nieinber

of a specific set. Conditioning information on the oilier hand does not directly

constrain behaviors . fl~ither , It provides in formation to a given system about

I the state of other systenis and this In format ion may  In fluence sta te t ransi t ion s

in the system receiving the information . Any state transit iL~u~; which take p la ce

• in this ease are the result of a discret e control decision and this decision is

¶ based in part on the condit ioning information in force at the t ime.

- 
Several systems are controlled both by external system s and by internal

• decisions, depending on the situation. In specific situations this type of system ’s

F 

actions may be constraint~l or controlled by som e other system In wh ich case it

Is di rect ly controlled . But , in other cases such constraints are relax ed and the

behaviors of the system under question are decision controll ed . This Is one of

I the mechanisms by which overall coordination of th e system is achieved and It

I ~ a I so a reason for St ructu ring the system In a hierarchical fashion.

Ft~ure f . -~ is t network di - t ~~i - .un wh f ~ h shows the information sources and

q~~~ r .e . - i  tn~ ~~~ -i - -I ’ M In th e ~ ‘ntrol ‘of m a t  i~ n network . The arcs (l inks) in this

- ~~~ I~~~~ ,~~Pd ~f s c ‘ ‘ -  i ,un i ~- m t I ~ > , 1 ~h i , m m i , I s  t h r nigh which the st at e
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of the  originating n~x1e is mad e known to the I t L e t  v i  a’, mied e. The si :Itc t ransi t ions

which occur, or which arc enabled to ~~ui . , in the receiving s stem are functions

of the stat e of the originating sv St em.

• - A ppendix 4 contains state t ransit Ion graphs for each svst em in he net work.

Those graphs clearl y show the eomis t r a in t s  imposed as a function of the  st at e

of the Input Information.

• Several other import ant properti es of the discret e control iii odd can be

inferred from the coordination “control  net work and the corresponding Lr:uis it hm

graphs. I ’i r st  of all , any system f~q~ which ill m ax imum t esolution n~~lcs ~ont :iin

sing le states is comp letely cont rolled by external sources . These systems for th e

most part a re the lower level pr imit ive components . ‘l’he second class of system s

is that for which one or more max imum resolution nodes is a set of stat es. Such

systems are, at least under some circumsi ances , partly deL’ision controlled .

The third major class of systems, which w ith one exception do not appear on

Figure 4. .1, is event controlled systems . ‘I hese are the Information and feedback

L systems which Interfac e the f ini te  stute systems with the various sources of

continuous data. Lists of all three system classes are given in Tabl e 4. 1.

Of the systems cont rolled by decisions , several are ef f e ct ive l y  controlled

by external deci~ otis in the  sense th at only in specific cases , usua l l y  dependent

on the tactics state , are they decision controlled. These systems, seven in

number , are not ed by aster isks in Table 4. 4. 1~ive ot these; mode switch ,

automatic ci rcu lar scan, antenna horn swit cli, O~ lead enable , t im id I e:id t ’nabl e,

_ _  -_ _
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come under decision control only in cases in which their stat e is of no con-

sequence. Generally, no state change would be m ade and these systems would

remain In the stat e occupied prior to the occurence of the event which placed

them under decision control . The computer shunt is under decision cont rol only

when the tactics system is in stat e number three. In this situat ion the

firing system cannot be operat ed unless the operator places the shunt In the on

state (stat e 1). Hence, the computer shunt in actuality is constrained to be in

state one if the system is to operat e in these circumstances. The seventh

system listed, the coolant system, is under decision control only when the fire

control network is in state one, the locked state. The coolant state will not

influence system performance until the fire control network is unlocked, and En

that case coolant is controlled from t he fi re control network. -

‘

If the above systems are removed from the list , eleven systems remain

in the decision control led column. These can easily be partitioned in term s of

importance.

The tactics system obviously a key element. It interacts with ten

other systems and it is the key element in establishing the system configuration.

Engagem ent status is also a key element and it provides informat ion to five

systems. The angle track system, fire control network, gun servo enabl ing

network and firing system follow in term s of Impact on system configuration

and overall performance. The remaining systems, although important , provide

alternative means of accomplishing the sam e tasks and they probably have, a
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lesser impact on total system performance. The decisIon flexibility in the

radar antenna drive, for example, is In establishing the specific mod e of

autom atic search. The major activity would be defined at a higher level .

Some general observations about system coordination can be mad e at

this point. The coordination problem faced by the AAA team members might

be defined roughly as follows: to direct each major subsystem Into the proper

state for each phase of an engagement. What is deemed the proper state will

depend on the mission status, resources availabl e and the characteristics of

the target.

The network described above clearly illustrates a number of coordination

activities. Specifically, the selection of the tactics state defines som e major

parameters which determine the configuration of the system and also the way

In which the tracking phase of an engagement is to be carried out.  For example ,

if the tactics system is placed in state three , the system is greatly s impl i f ied  and

the angle operator is responsible for manually finding and tracking any targets.

The radar system, range tracking system, computer and most of the displays

are of no interest. The communication of tactics information to the appropriate

system elements then defines the set of states which those element s can use

and thereby constrains behaviors to be consistent with the objective as defined

by the tactics system . This enabling/disabling is clearly apparent in the diagrams

given in AppendLx 4.
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The second point which should be mad e about coordination conc erns the

engagement status system. Whereas tactics determines the basic system structure

and establishes what activities take place, engagement status provides the

vehicle for coord inat ing the t ime phasing of these activities. In rough term s,

the engagement state defines what each system should be engaged in at a given

time. Engagement status Is the system through which the focus of control changes

as the engagement evolves. During the search phase the focus Is In the angle

track system and associated subsystems. The status of all other systems is

of very little concern during this time. During manual track the focus includes

the angle and range tracking systems. During the settling phase, the focus of

control is switching from the tracking systems to the gun directing systems and

fire control networks. Once the val id data state Is reached the focus is in the

fire control network and firing systems. During this phase the other system

component s are involved primarily in monitoring activities, trying to det ermine

whether or not perform ance is satisfactory.

The heterarchical nature of the system is quit e clear given the above

perspective. Tactics sets some major constraints and unless a change is

need ed control flows to engagement status wh ich in some sense directs control

at the appropriate time to the tracking systems, gun directing, and fire control

systems. A given system retains cont rol until its task is complete or a lower

or high level system intervenes and takes control for som e reason. When a

4
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J given system is the focus of control , the variuus subsystems which define it

are active. The states of these subsystems are manipulated to accomplish

the t ask. When a syst em is not the focus of cont rol, its subsystems are much

less act ive and generally exhibit no state change behaviors.

- Errors and mistakes can also be described in term s of this network. The

- above discussion is based on the assumpt ion that the operator or operators

responsible for a specific activity were in fact prepared to carry it out. If

- control is given to a particular system and the operator whom this system

represents in the specific situation fails to perform, he in essence has failed

I .  to accept control. This presum ably would be detected and corrected at some

- 
- 

- point, but it certainly represents a deviation from the design condit ion and from

standard proc edure.

A second possible source of error exists in the class of systems which

were called effectively decision controlled (those m arked with an asterisk in

Table 4. 4). Most of these systems have a nominal or preferred state and if

for any reason the system state Is changed during a period in wh ich it is

- 
- inactive, this might not be immediately detected when the system next becomes

active. The operators would have to detect a prob lem and dIagnose the source

before making corrections and if the system causing the problem happens to

be one whose st at e is seldom changed, this could take some time.

In summary then , the coordInation/control network shown in Figure 4. 4,

together with the state transit ion diagrams in A ppendix 4, defi ne the architecture
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or organization of the discrete control system. They define what information

flows through the system, how activities and behaviors are enabled and disabled

and they show how the focus of control is passed from one major system element

to another . Furthermore, possible sources of error can be ident ified . These

include the fa ilure of an operator to accept control when it is passed to him and

failure to detect an Improper system state.

The discussion so far has referred only to control/coordination information

flow through the network. In the next section conditioning information flow is

examined and a network structure synthesized. Before turning to that develop-

ment though it should be emphasized that the above discussion of the discret e

control network is all based on a specIfic representation, a specific model .

This model defines one organizational scheme which in some sense explains

the information flow in the AAA system at a level of abstraction useful for

discrete control analysis and explanation. It must be rem embered however that

it is only a model and as with any model statements should not be taken too

literally.
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E . The Decision ConditIoning Network

Th e network described in the previous section was constructed from

an analys is of the system which identified the major system components ,
I .

decision types and the relationships between the two. That developm ent did not

. - attempt to explain how the decision controlled system s operate . In this section

the task is to construct an info rmat i on network which to som e degree explains

the specific behaviors of these decision controlled systems.

The discussion which follows is analytic in the sense that It is based on

a fairly detailed analysis of the st ructure and function of the AAA system. The

network which results is therefore a statement about what Information an operator

might be expected to use in making discret e control decisions. As will be

seen in the results section, the subject team s did not in fact exercise all of

the flexibility possible and in some sense reduced the complexity of their task.

Rather than present a diagramatic representation of the network which ,

because of the number of arcs, is quite complex and d ifficult to read , the

decision conditioning network is defined In Table 4. 5. This table lists the

source systems which provide inputs to the decision controlled systems. Each

table ently corresponds to one arc In the network.

The overall discrete control network is a conjunction of the control !

coordination network and the decision conditioning network. The discrete
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Table 4. 5

Decision Conditioning Network

Receiving System Source Systems

Tactics Mission Status
Target Position
Disturbance System
System Perform ance
Gun Directing System

Engagement Status Tactics
Ta rget Position
Disturbance System
System Performance
Track Performance

A ngle Track System Target Position
Disturbance System
Engagem ent Status
Tracking Performance

Fire Control Network Engagement Status

Gun Servo Enabling Net Engagem ent Status
Gun Directing System
Target Position
Disturbance System

Radar Antenn a Drive Engagement Status
Target Position
Disturbance System

Sight System Engagem ent Status

Gun Configuration Mission Status
Target Position
Disturbance System
Arr munt t i on Balance
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Table 4. 5 (cont. )

Receiving System Source Systems
a.

Sight Selected Gun Directing Sv st & ~m
Engagement Status
Ta rget Position
Distu rbance Svst&’m

Range Control Target Position
Disturbance Svst rn
Track Per forrnazwe
Engagement Status

Fi ring System Mission Status
Target Pos ition
Disturbance System

An gle Track Controls Engagement Status
Track Perfo rmance

1.

I
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control model then consists of the moues which are finit e state systems, and

the arcs of the network which define what information is input to each finite

stat e system . T!~e systems a re non-d eterministic automata and those which
are uccis ion controlled ar’, represent ed as stochastic autom at a.

1 he control ,”coordj n~tt Ion network is essentially fixed by the way in which
the va rious systems which form its nodes were defined. The decision con-
ditioning network on the other h and is not fix ed and must be developed fron~
analysis of the man-in-the loop simulation data. In the next chapter , the results
of the data analysis are presented and several conclusion s about the model and

~he simulation are drawn.
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CHAPTER 5

ANA LYSIS OF THE DISCRETE CONTROL II DATA

The discrete control 11 dat a were analyzed according to the general rules

out lined in Chapter 2. The raw dat a tapes obtained from AMRL were preprocessed

and convert ed to an events format data base. The specific items includ ed in

this data base are listed In Table 5. 1. The rules for assigning values to each

variable are, with the exception of variables 21, 22, 23, defined in appendices

1, 2 , and 3. Before discussing these last three variables , a few general

observations concerning the data base are need ed.

Time was assumed to run from the start to the end of a mission

(23 targets) and data were recorded throughout including the periods between

trajectories. An event was said to occur any time the value of one or more of

the first 21 variables listed in Tabl e 5. 1 changed value. The tim e into the

mission at which any such event occurred was recorded and stored as the value

of variable 23. The values of all 23 variables were written upon the occurrence

of each event.

Variable 22 was assigned a value equal to the t rajectory number of the

target whenever that target was available for detection and trackin& and was

assigned the value seven between engagements. Variabl e 21 was a binary

variable with values threat , non-threat , which were computed from the trajectory

data. Because of noise and processing problems this variable always took on

the threat value whenever a target was available for tracking. Because of
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Table 5. 1

Items Included In The Event s
Format Data Base

Variable Number Variable Nam e

I Sight Stat e
2 SIght Select ed
3 Range Control
4 Gun Confignrnt ion
5 Angle Track Controls
6 Gun Servo Enabling Net work
7 Radar Antenna Drive
8 Com puter
9 Fire Control Network

10 FI ring Doctrine
11 Gun Directing System
12 Angle Track Syst ’ni
13 Tactics
14 Tracking Performance
15 Ammo Balance
16 Engagement Status
17 System Performance
18 Mission Status
19 Targ et Position
20 DIsturbance
21 Threat
22 Trajectory
23 TIm e of Last Event
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this prob lem it was not used in the analysis and the I ra  j ector v number was used

In its place.

• The preprocessing step was very expensive to carry out and It was

accomplished with a computer program written for this specific data base.

Changes in variable definition or changes in the number of variables were

therefore very expensive to make and were kept to a minimum . This meant

that the variable definitions which were mad e during the planning stages of the

experiment were used essentially without modification throug hout the analysis.

The problems which this caused are discussed more fully in the next chapter .

A swnmary of the data base is provid ed in the next section and state

transition and time in state results for the important variables are presented

in section B.

A . Summary of The Discrete Cont rol II Data Base

A numbe r of Insight s and some perspective can be obtained from a

simple summary of the data base and a Markovian analysis of each system.

The objective In this section is to point out these results and to provide the

foundation need ed for further analysis .

Several of the major parameters of the data base are shown In Table 5. 2.

These data , particularly the average engagem ent lengt h, are required to

properly interpret the following summaries.
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Table 5. 2

Data Base Summary

Team 1 Team 2 Team 3

Missions/Team 22 23 23

Targets/Mission 23 23 23

# of Targets Present ed 506 529 529

Total Tim e Fraxnes* of Data 2, 233, 902 2, 344, 386 2, 335, 208
(Seconds) (74, 463) (78, 146) (77, 840)

Average Mission Lengt h (Fram es) 101, 541 101, 929 101, 530

Average Engagement Length 4, 414 4, 431 4, 414
(Frames)

* 30 Tim e Frames = 1 second.
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Tables 5.3 through 5.20 contain summaries and state trans ition matrices

for each of the important var iables. In each case the A subtabie lists by team

the total number of occupancies of each state , the average length of t ime that

the state was occupied , and the standard deviation of the occupancy t ime.  The B

subtable contains the state transition matr ix for the system again listed by team.

Also Inc luded are the number of occupancies of each state and the numbe r of

transitions from each state .

For purposes of this summary, an occupancy is counted at the start of

each mission (each experimental session) and every time a state change occurs

(i.e. , the value of the var iable changes). For any variable the total number of

occupancies for all values must exceed the total number of trans itions (changes

in values) by 22 for team one and 23 for team two and three. This difference

follows because the system must occupy some state at the end of each mission.

By compar ing the number of occupancies and the number of transitions given In

the B subtables , one can determine the states which were occupied at the end of

the missions.

The transition matrices are next eve~tt matrices. They show the prob-

ability the state occupied upon occurrence of the next event will be the j th state

given the current state is the jth• Current states are Indexed by the row of the

matr ix , next state by the column. Therefore , p1j, the entry In the 1th row , 1th ,

column of a matr ix , is the above mentioned probability .

From Table 5. 3A it is very clear that the preferred sight configuration

for all teams was 2x magn ification with the clear filter. Any changes were
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Table 5. 3A

Sight System Summary

Stat e # Stat e Descript ion Team I Team 2 Team 3

1 Clear, 2x 401 Occupancies 42 29 87
average time* 49668 80765 26666
std. dev. of tIme 40679 36464 29717

2 Clear, 6x 20 7 52
765 311 187
969 392 289

3 Neutral, 2x 1 0 7
21 -— 12
-— —— 4

4 Neutrai, 6x 0 0 0

5 Yellow, 2x 3 1 8
43675 1 673
15653 —— 1592

6 Ye llow, 6x 1 0 3
1492 -— 20

0 —— 1

* Times are recorded in frames, 30 Frames/Second
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Table 5. 38

Sight System Transition Matrices

Number of Number of
Transition s Occupancies

.. Team i

0 .91 . 045 . 045 0 22 42
1 0 0 0 0 20 20
1 0 0 0 0 1 1
0 0 0 0 1 1 3

• 0 0 0 1 0 1 1

Team 2

10 1 0 0 0 6 29
J i  0 0 0 0 7 7
1 0  0 0 0 0 0 0I i  0 0 0 0 1 1
L o 0 0 0 0 0 0

Teain 3

L::
~ : . 109 ::~ 
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generally to the 6x magnification but 6x magnification was used only for short

periods of t ime. The preference for two power optics was somewhat surprising

since previous tracking studies showed that operators used the high power sight .

Apparently , the additional activities involved in the discrete control exercise

call for a qualitatively different style of tracking.

It is clear from Table 5. 313 that team three was somewhat more active

in changing sight configuration than the other teams but the occupancy times for

states other than clear, 2x were very short.

The sight selected su mmary,  Table 5.4A also indicates some unexpected

behavior. The right sight was slaved to the guns whereas the left sight was

slaved to the radar antenna . Unde r normal circumstances one would expect

• that left hand optics would predominate and the righ t optics would be used only

wi th mode four (tactics in State 3). As will be seen from Table 5. 13A tactics

State 3 was not often used which means the sight shift ing behavior was probably

part of the information seeking/control strategy developed by the operators.

Note that team one made a switch from left to right about every other trajectory

(but with very high variability) and team two and three switched about every run.

The left sight was used for significantly longer periods of time and all teams

generally ended missions in the lef t  sight configuration.

Range control behavior Is also interesting. All three teams showed a

very large number of switches , about ten per trajectory . This behavior also
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Table 5. 4A

Sight Select ed Summary

I.
Stat e # Stat e Description Team 1 Team 2 Team 3

1 RIght #of Occupancies 224 521 428
average tun e 1061 1523 816
std. dev. of tim e 830 1217 600

2 Left 241 541 451
6282 2866 4403
17130 1339 8103

Table 558

Sight Selected TransIt I~~ Matrices

Number of Number of
Transitions Occupancies

Team 1

• lo i i  222 224

• L~ O J  221 241

Team 2

I~o i ]  518 521
L i  O J  521 541

Team 3

10 i i  428 428
1’ 0]  428 451
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Table 5. 5A

Range Control Summary

State • State Description Team I T eam 2 Team 3

1 Coarse ~~f Occupancies 45 77 5708 5651
average t ime 207 185 172
std. dcv . of ti me 577 483 47~

2 Fine 4576. 570? 5655
281 225 242
714 569 594

Table 5. 5B

Range Control Tran sition Mat rices

Number of Number of
Team 1 Transitions Occupancies

10  11 4566 4577
1 o j  4565 4576

Team 2

• [o 1] 5699 5708
1 oJ 5693 5707

Team 3

o i] 5643 5651[ 1 oj 5640 5655
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seems to be par t of some inform at ion set’king strategy . Note that there Is not

much difference in the length of t ime that either setting was used.

The gun configuration summary , Table 5.6A , show s that the predominate

situation consisted of one barrel on, one o ’f. Team two made substantially fewer

switches and team two used both barrels for significantly loner periods of t ime

than did the other two teams. All teams left both barrels off for only one or two

seconds . The transition matrices in Table 5.68 show that all teams used basically

the same switching pattern.

The angle track controls summary shows expected behavior . M ixed

modes (i .e .,  one rate , one positions tended not to be used. The rate-rate and

position-position modes were about evenly used although team one used the rate

• mode for longer periods of time. The transition matrices again show that afl teams

• used essentially the same switching patterns and the predominance of zeroes in

• the center core of the matrices indicate that switches from one mixed-mode to

• the other did not occur . The .00 1 entry in row two column three of the team

three matrix is probably the result of switching errors.

• The gun servo enabling network is the system which determines whether

or not the guns are in motion and determines in part *bether or not the lead

angle computer output is used. The predominant mode of operation is full

enabled (both lead and 00 lead enabled~. In this mode the guns follow the angle

track output until the lead angle computer solution is reached and they then track
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Table 5. 6A

Gun Configuration Summary

State ‘ Stat e Description Team 1 Team 2 Team 3

• 1 Both off # of occupancies 139 22 181
• av er~l~ e tIm e 23 31 77

std. dev. of time 14 30 283

2 Upper on, 177 43 200
Lower off 6096 29263 6106

3588 24623 4536

3 Upper Of f , 193 51 243
Lower on 5705 2 0054 4466

4433 20170 2 SS4

4 Both on 173 54 141
293 1158 103

1076 5967 413
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I
Gun Configuration Transition Matrices

L

Number of Number of
Transitions Occupancies

Team 1

1 0 .885 .115 0 139 139
1. 006 0 .143 . 851 175 177

• 1. 726 .117 0 .097 186 193

L 0 .125 .875 0 160 173

Teain 2r 0 .789 .211 ol 19 22
J. 093 0 .070 .837 43 43
).500 .235 0 .265 I 34 51

• L 0 .333 .667 oJ 51 54

Teain 3
1 

0 .812 .188 0’] 181 181
.092 0 .357 .551 I 196 200
.697 .117 0 .126 231 243 t .

• I 0 .090 .910 oJ 134 141
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Tabl e 5. 7A

A ngle Track Contr ols

Stat e # 
• 

State Description Team 1 Team 2 Team 3

1 A z. Position, #o f Occupancies 278 870 1108
• El. Position avg. time 1683 1100 1085

atd . dev. 843 932 917

2 A z. PosItion, 206 676 841
• El. Rat e 122 86 43

405 254 178

3 Az . Rat e, 196 608 595
El. Position 42 207 92

151 470 391

4 Az . Rat e, 292 822 926
El. Rat e 5934 1462 1125

7031 1360 1352
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I
• Table 5. 7B

• Angle Track Controls Tran sition Mat rices

Number of Number of
Trani ttion Ocaipancies

Team 1

0 .513 .131 .356 275 278
.301 0 0 .699 206 206
.821 0 0 .179 195 196
.179 .237 .584 0 274 292

Team 2

0 .520 .280 .2001 862 870
.427 0 0 .5731 675 676
.590 0 0 .410( 608 608
.265 .28 1 .454 0J 808 822

- Teain 3

0 .664 .134 . 202 1107 1108
• .284 0 .001 .715 841 841
• .847 0 0 .153 595 595

.390 .117 . 493 904 926
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that signal. The lead enabled , 00 lead disabled mode (state three ) leaves the

guns in a standby state until the lead angle computer solution is reached. It is

surprising that this mode was used as much as it was (teams two and three used

it on an average of once per engagement for a period of about 25 seconds). The

tra nsition matrices all show basically the same pattern. There is almost deter-

ministic switching between states three and four. The small probability of

switching from state four to state five is simpl y another indication that the tactics

system was not placed In state three very often. The infr equent switches from

state three to one and four to two by team one and four to two by team three are

probably the result of errors.

The radar antenna drive does not show any real surprises but it does show

some Interesting diffe rences between teams. Clearly , circular scan modes were

not used very much by any of the teams. Sector scan was used about once each

engagement by teams two and three and about half that much by team one . Manual

search was used heavily by all teams , with team one using it for much longer

durations . Aut~ rack was used by team two on about 50 percent of the trajector ies

and was used on about 80 percent by the other teams . The trans it ion matrices

show generally similar patterns with a few interesting differences. Team one

ente red autotrack (state one) from manual search whereas team three tended to

enter manual track first. Team two tended to go to sector search . This is con-

sistent with the above observation that team two used autotrack less often.
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Table 5. SA

Gun Servo Enabling Network

State # State Description Team 1 Team 2 Team 3

1 Disabled # of OccupancIes 1 0 0
avg. ttm e 21 —— --
std. d e v. —— —— ——

2 Lead Disabled, 1 0 10
00 Lead Enabled 46 -- 13

—— —— 5

3 Lead Enabled , 227 516 436
00 Lead Disabled 994 860 781

1005 542 558

4 Lead Enabled, 248 548 10
00 Lead Enabled 8095 3467 389

17942 1334 829

5 SemI—A uto 1 9 10
551 58 389

—— 85 829
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Table 5. 8B

Gun Servo Enabling Network

Number of Number of
Transitions Occupancies

Teain l

0 0 1 0 0 1 1
0 0 0 1 0 1 1

004 0 0 . 996 0 226 227
0 .004 .391 0 .004 227 248
0 0 0 1 0 1 1

Teaxn 2

0 0 0 0 0 0 0
0 0 0 0 0 0 0• 0 0 0 1 0 516 516
0 0 . 983 0 .017 525 548
0 0 0 1 0 9 9

Team 3

0 0 0 0 0 0 0
0 0 0 1 0 10 10
0 0 0 1 0 436 436
0 .022 .956 0 . 022 456 479 •

0 0 0 1 0 10 10
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Table 5. 9A

Radar Antenna Drive

• State # State Description Team 1 Team 2 Team 3

• 1 Aut o Track # of Occupanoles 417 252 469
avg. tIm e 423 860 549
std. dev. 313 373 451

2 Manual Track 229 366 753
1291 553 752
1159 600 970

3 Sector Search 289 653 502
I 460 697 680
I. 329 561 767

4 Slow Circular Scan 2 4 0
1. 225 61 ——

65 42 -—

5 Manual Search 786 1042 1366
2071 1410 856
2487 1397 1539

6 Fast Circular Scan 2 1 2
229 28 201

82 —— 1
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TabLe 5. 9l~

itadar Antenn a L)~ tyt ’ i’rnnsit ton Ma t rI~’t’s

Number of Number of
1’ ranstt tons Oeeupauct~s

‘F t’an~ I

0 . 095 0 0 .905 0 410 417
.241 0 .145 0 .614 0 228 229

0 . 097 0 0 . 903 0 289 289
0 0 0 0 0 1 2 2

462 . 205 . 332 . 001 0 (1 772 786
0 0 0 . SOt) . 500 0 2

[ Teafll 2

0 .175 . 004 0 .82 1 0 246 252

L 

. 146 0 .20 1 0 .654 0 364 366
0 . 109 0 0 . 891 0 653 653

• 0 0 .500 0 500 0 4 4
1 90 . 244 • 561 . 004 0 . 001 1 027 1042

0 0 1 0 0 0 1 1

• ‘l’eam 3

0 . 151 . 009 0 . $40 0 456 46$
. 229 0 . 082 0 .688 . 001 752 753

0 .110 0 0 .890 0 502 502
0 0 0 0 0 0 0 0

.214 . 464 .321 0 0 . 001 1356 136$
0 0 . 500 0 .500 0 2 2

lOs

_ _ _  -~~~~~~— • ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ -~~~ -~~~ • • .--• --••••*•~~~~~~ •- - •  ~~~~ - -



1

The computer transition matrices show some interesting features. Team

two used autotrack and hence the computer less often than the other teams; but

when they did , it ran full course much more often. Only eight percent of the time

did team two force the computer to leave the settling state before a fire control

solution was obtained. The other teams forced this 26 and 34 percent of the time.

Once a fir e control solution was obtained (state three), team one never lost the

solution as evidenced by deterministic return to the standby state . Team three

had some trouble holding a good track as evidenced by a fa irly h igh probability

of returning to the settling state from state three and a h igh probabili ty of return-

ing to standby from settling . These data seem to show both strategic and per-

formance differences across teams.

The fire cont rol network summary provides some very interesting data.

First , since the locked state was almost never entered the computer shunt was

turned on by all teams and forgotten. This enabled them to fire the guns without

regard to the computer status. Also , team two stayed In the data-enabled state

for much longer periods than did team one and for about twice as long as team

three. They also stayed in the fire-enabled state (coolant on) for longer periods .

This probably indicates that teams one and two were actually using the guns to

provide some tracking information and to provide information about how the system

was working. This seems to be an attempt to overcome the effects of the var ious

disturbances which were applied. The transition matrices show basically deter-

ministic behavior with some evidence of switching error .
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Table 5.1OA

Computer Summary

Stat e • State Description Team 1 Team 2 Team 3 t
1 Standby #of Occupancies 427 265 474

avg. tim e 4818 8028 4384
std. dcv. 4245 6866 3346

2 Settling 417 256 523
89 97 85
22 13 28

3 Operating SOS 236 343
451 813 619
261 320 341
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Table 5. ioB
a,

Computer Transit ion Matrices

• Number of Number of
Transitions Occupancies

Team 1

0 1 0 412 427
.260 0 .740 416 417

• 1 0 0 302 308

Team 2

0 1 0 248 265
. 078 0 . 922 256 256
.983 .017 0 230 236

Team 3

0 1 0 463 474
• .344 0 . 656 523 523

. 834 . 166 0 331 348
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Table 5. 11A

Ftr e Control Network Summary

Stat e ~ State Descript i on Team I Team 2 Team S

I Locked • of Occupancies 2 0 2
averag e time 16 -- 10
std. dcv. 6 -- 2

2 Data Enabled 2439 629 1249
900 3523 1772
1984 1885 2146

3 Fi re Enabl€~j 2426 611 1237
15 209 98
21 159 142

.1
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- Table S.11B

a. Fire C ontrol Network Transition Matrices

Number of Number of
Trans it ions Occupancies

Team 1

1 0  1 01 2 2
• 001 0 . 999 2428 2439

L 0 1 oJ 2415 2426

Team 2

• l o  0 0] 0 0
• ( 0  0 611 629

L o  1 oj 606 611

Team 3

• I r o  1 o] 2 2
1. 002 0 .998 1239 1249

L 0 1 oJ 1224 1237

I.
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The firing system summary shows the same basic trend as fire control.

Team two spent much mor e time on the average in the non-firing state than did

the other teams . Also , team two fired bursts which lasted about one second

whereas the other teams fired much shorter bursts. The teams clearly did not

follow the same firing doctr ine or procedures .

The gun directing system summary shows the combined effects of the

gun servo enabling network and the computer plus a few additional special cases.

The standby state corresponds to the lead disabled case of the gun servo enabling

net plus cases in which the gu n servo enabling net is set at semi-auto but the angle

track controls are not in proper configuration. Lead tracking occurs only if lead

tracking is enabled and the computer is in the operating state. Team one had

four cases in which the gun servo enabling net was improperly set , tea m t wo had

one case and team three had none . This follows from the lead tracking occupancies

of the gun directing system and the comp~ter operating occupancies. The tran-

sition matrices show the realtive tendencies to use autotrack and allow the lead

angle computer to direct the guns. As pointed out previously, team two used the

automatic mode less often than did the other teams.

The angle track system transition matrices are all quite similar , with

one exception. Team one almost never switched from state two to state one .

That is they never went Into an automatic mode while viewing the target through

the optical sighting system.
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Table 5. 12A

Firing System Summary

State # State Description Team 1 Team 2 Team 3

-~ 1 Nat Firing # of Occupancies 2433 1318 5145 4
average time 903 1743 445
std. dev. 1989 2248 1330

2 Fir ing 2422 1299 5132
• 15 36 8

21 31 15

• Table 5. l2B

Firing System Transition Mat rices

• Number of Number of
• Transitions Occupancies

• j 
Team i

ro ii 2422 2433

L~ 
0] 2411 2422

Team 2

lo  1299 1318
1 oJ 1295 1299

Team 3

1 0 11 5132 5145

L 1 oj 5122 5132
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Table 5. ISA

Gun l)Lrcetlng System Summary

State 4 S tate Description Tetun 1 Team 2 Team 8

I Standby of Occupancies 227 520
ave rage t i m i  • 995 855 771
std. dcv. 106 0 544 561

2 00 Lead ‘l’vaeking 545 772 796
3434 2214 2238
3697 1518 2507

3 Lead TrackIng 304 285 348
448 812 619
262 320 341
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Table 5. 13B

Gun Directing System Transition Matric es

Number of Number of
Transitions Occupancies

Team 1

r o  i o] 226 227
(.426 0 . 574 ( 530 545
L o  1 oJ 298 304

Teaxn 2

0 1 0 520 520
. 689 0 . 311 755 772

0 1 0 229 235

Team S

• l o  1 0 442 442
• ( . 563 0 . 437 785 796

L o  1 oJ 331 343
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Tactics , Tab le 5. 15, shows that mode one with the shunt on (state four)

is the dominan t mode . Team one occasionally used mode two for an engagement

and team three used it for short periods , but mode one was clearly dominant .

The tracking performance tables show onl y m inor differences across

teams. Team one has a somewhat smaller number of no target occupancies

but the occupancies were slightly longer in duration than those of the other teams.

Team one also seemed to take about two seconds to reduce angle error to accept-

able bounds whereas the other teams took about one second. In general , team

one seemed slightly slower in achieving good track data and they achieved it a

slightly smaller number of times

From the ammo balance summary, Table 5. 17, it is clear that all teams

maintained a balance between upper and lower magazine counts. The non-

balanced state was occupied only about 10 or 11 seconds . The length of time

• that the balanced state was occupied reflects in part a firing policy, i.e. ,

team two fired longer burst and expended rounds at a higher rate than the other

• two teams and hence had shorter stays in the balanced state . But , the fact that

team one stayed In the balanced state somewhat longer on the average than did

team three seems to Indicate more attention to ammunition use on the part of

• team one .

The engagement status summary is quite interesting . Teams one and two

averaged Just over one search occupancy per target and they remained in that state

about 75 percent of the time . Team three on the other hand seemed to switch
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Tab le 5. 14A

Angl e Track System Summary

Ii
State # State Descrip tion Team 1 Team 2 Team 3

I Radar-Auto #of Occupancies 889 1238 1348
avg. time 202 388 364
std. dev. 267 345 518

2 Radar-Manual 3574 1857 3061
241 469 437
478 637 700

3 Optics—A uto 814 727 810
160 264 133
191 277 160

• 4 Optics—Manual 3486 1304 2504
304 615 158
526 774 229
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Table 5. 14B

Angle Track Syst em Transition Mat rices

Number of Number of
Transit ions Occupancies

Team I

• 1 0 .506 . 493 . 001 887 889
(.0911 0 . 0003 .9086 3568 3574
1.691 .009 0 . 300 809 814
L 0 . 982 . 108 0 4377 3486

Team 2

• 1 0 .585 .414 . 002 ] 1235 123$
(.371 0 0 .629 1847 1857

• (.757 .051 0 . 192 I 724 727• L 0 .833 . 167 0]  1297 1304

Team 3

r 0 .592 .408 0 1 1341 1348
1 . 228 0 0 . 722 J 3057 3061
( . 8 0 2  . 020 0 . 178 805 810
L 0004 . 8947 .104 9 oJ 2497 2504
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Tabl e 5. 15A

• Tactics Summary

Stat e # State Descrip tion Team 1 Team 2 Team 3

I Normal Mode 1 # of Occupancies 2 0 2
avg. time 16 —— 10
std . dev. 6 —— 2

• 2 Normal Mode 2 0 0 0

i. 3 Mode 4 1 9 10
551 58 389

—— 85 829

4 Emer. Mode 1 38 33 59
56912 71025 39159

1. 40278 38759 37220

I 
- 

5 Emer. Mode 2 15 1 24

I I - 4711 27 870
• 8291 0 2301

I
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Table 5.14 B

Tactics T ra nsition Mat rices

Number of Num ber of
Transitions Occupancies

Team 1

r o  0 1 ol 2 2
I 0 0 1 O~ 1 1
1.118 .059 0 .824 ( 17 38
L 0 0 1 oJ 14 15

Team 2

r o  0 0 01 0 0
( 0  0 1 o (  9 9
1 0  .9 0 . i (  10 33

• L o  0 1 oJ 1 1

Team 3

r 0 0 1 ol 2 2I .06 .2 8 0 .67 36 59
L 0 0 1 oJ 24 24
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Table 5. 16A

¶ Tracking Performance Summary

St ate # State Description Team 1 Team 2 Team 3

1 No Target # of Occupancies 6974 9446 9398
avg. tIm e 148 117 125
std. dev. 365 264 310

2 Angles Locked 4144 6612 4805
58 35 29

146 105 91

3 Angles OK , 5148 5408 6305
Range Locked 154 148 127

353 359 306

4 Track OK 885 1033 971
182 195 213

• 283 303 325

t .
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Table 5. 1GB 
-•

Tracking Performance Transition Matrices

Number of Number of
T ransitions Occupancies

T eam 1

O .452 .515 .033] 6958 6974
. 7 36 0 .256 .008 1 4143 4144
.693 .186 0 .122~ 5148 5148
.381 .049 .570 oJ 880 885

Team 2

r 0 .580 .379 .041 9430 9446
(.797 0 .196 .007 6619 6612
1.684 .205 0 .111 5407 5408

.030 .526 0 1029 1033

Team S

0 . 428 .536 .0361 9383 9398
.822 0 .173 .005( 4804 4805
.794 .108 0 .097( 6305 6305
.434 .106 .460 OJ 964 971

I
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Table 5.17A

Ammo. Balance Summary

State # State Description Team 1 Team 2 Team 3

I Balanced # Occupancles 132 215 159
avg. time 16656 10652 14357
std. dev. 19549 9579 15638

2 Not Balanced 118 205 148
299 369 354
191 200 203

Table 5. 17B

Amm o Balance Transition Matrices

Number of Number of
Transitions Occupanc ies

Team 1

1 0  01 118 132L i oJ 110 118

Team 2

r 11 205 215
oJ 192 205

Team 3

10 ii 148 159
oJ 136 148

125
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back and forth between search and manual track. This is supported by the large

numbe r of manual search occupancies shown by team three (see Table 5.9). It

is also clear that team one attempted to go directly to the autotrack mode , and

hence enter the settling state more often than the other teams. Team three

used autotrack and the computer somewhat more than did the other teams and

team two used it or attempted to use it substantially less. This data gives hints

about differences In the strategies used by the three teams. This also will be

discussed in the next section.

The sYstem performance summary shows very little new information.

It basically reflects the firing policy of the teams. The average time on target

and the variance of time on target however are interesting . Clear ly , no team

ever stayed on target for two successive time frames. This result however

may be an artifact of the data. The on-target state was established from the

tracer evaluation bit in the data base and this may not be a good indicator of

performance. The transition matrices show the same things . Team two , prob-

ably because it fi red longer bursts , had a much h igher probabili ty of transitioning

from the off-targe t state to the on-target state . No team went from the no-data

(not firing) state to on target with h igh probabi lity .

The mission state summary clearly shows that ammunition management

was not a problem. The summary simply shows a very orderly progression

through each mission with no high ammo use states ever being entered.

j
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Table 5. 18A

Engagement Status Summary

State # State Description Team 1 Team 2 Team 3

1 Search # OccupancIes 558 540 992
avg. time 3156 3564 1524
std. dev. 3488 4672 2399

• 2 Manual Track 229 369 756
1291 548 748
1158 599 966

3 Settling 417 256 523 
-

96 102 85
71 69 28

4 Valid Dat a 305 241 350
449 794 607
261 337 347
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Table 5. 18B

Engagem ent Status Transitim Mat rices

Number of Number of
Transition s Occupancies

Team 1

1 o .342 .656 . 002 544 558( .759 0 .241 0 228 229( .260 .01 0 0 .731 416 417
L883 .117 0 0 299 305

Team 2

r ~ .619 .371 .oiol 525 540( .853 0 . 144 .003 1 367 369• ( .055 . 027 0 .918 J 256 256
[.830 .153 . 017 oj 235 241

Team 3

r 0 .699 .296 .0051 982 992( .769 0 . 228 . 003 1 755 756( .294 . 050 0 .656 523 523
L 707 .130 . 163 oJ 338 350
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Table 5.19A

System Performance Summary

I. •

• I State # State Description Team 1 Team 2 Team 3

1 No Data ~Occupancies 2426 1317 5143
avg. time 906 1745 445
std. dev. 1996 2249 1331

2 Off Target 3589 2750 5901
• 9 16 7 F

12 20 11

• 3 On Targ et 1357 1545 1216
1 1 1
0 0 0

129
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Table 5. 19B

Syst em Performance Transition Matrices

Numb~r of Num ber of
Transitions Occupancies

Team 1

r 0 .965 .0351 2415 2426
( .645 0 . 355 ( 3588 3589
~~O66 .934 OJ 1:147 1357

Team 2

[ 0 .974 . 0261 1298 1317
1.450 0 . 550 2748 2750
[037 . 963 oJ 1543 1545

Team 3

r 0 .959 .0411 5130 5143
1.830 0 . 170 1 5897 5901
[188 .812 0] 1210 1216

I
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Several general comments can now be made. First, it is clear t hat

very little high level decision activity was exhibited. Tactics for the most

part were rout inized as was control of the ammunition balance. The manage-

nient of ammunition resources was a trivial task since there was always a

• sufficient amount to easily complet e the mission without deplet ing the supply .

The teams apparently did however develop some special st rategies for search

and track. The teams also were quite similar In the patterns of their activities.

The transition matrices were generally quite similar . The biggest differences

seem to be In the tim e between events.

The t ransition matrices which were presented in this section were all

unconditioned . That is, no input information was assumed which means the

decision network consisted of isolated, independent systems with no information

flow between nodes. In the next section the key decision controlled systems

are examined in more detail using conditioning inputs. This analysis will

clarify the st rategies used by the teams and give a better picture of the decisi on-

making patterns.
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Table 5.20A

Mission Status Summary

State # St ate Description Team I Team 2 Team 3

1 Less Than 50% of # Occupancies 0 0 o
Targets, Ammo avg. time -- --
Use High std. dev. -- -- --

2 Less Than 50% 22 23 23
of Target s, Ammo 38109 38229 38104
Use OK 394 437 387

3 50% to 8O% of 0 0 0
Targets, Ammo -- -- --

• Use High -- -- --

4 50% to 80% of 22 23 23
Target s, Ammo 27803 27937 27805
Use OK 129 106 129

5 Over SO% of 0 0 0
Target s, Ammo -- -- --
Use High -- -- --

6 Over 80% of 22 23 23
Target s, A mmo 35628 35763 35621

• Use OK 456 386 478
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Table 5. 20B

• Mission Status Transition Matrices

Number of Number of
- Transitions Occupancie s

Tesin i

r 1 ol 22 22
l o  0 1~ 22 22
L o  0 0J 0 22

Team 2

r 0 1 ol 23 23
1 0  0 i i  23 23
Lo 0 oJ 0 23

I’ Team 3

• ro 1 ol 23 23
( 0  0 23 23
Lo 0 oJ 0 23
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B. Anal ysis of Key Decision Controlled Systems

In Chapter 4 it was determined that the Important decision controlled

systems are the following: tactics , engagement statu s , angle track system ,

fir e control network , firing system , gun servo enabling network , sight system ,

sight selected , range control , angle tr ack cont rols , and gun configuration.

Other systems are partially decision controlled in certain circumstances , but

this list contains the important ones .

Of these systems listed above some can be eliminated from consideration

for the discrete control II analysis. It was shown in the previous section that

the tactics system showed very little activity . There is not sufficient data to

further analyze tactics within the current structure. The gun configuration

variable is another one which can be eliminated. Table 5.21 contains cross

tabulations of the number of gun configuration events as a function of ammo

balance and engagement status. Clearly most events occurred when ammo was

balanced and dur ing the search phase of the engagement . This , together with

the information about the t ime between events provided in Table 5. 6A , seems

to imply that the barrel switch was changed between targets nearly every time

in the case of teams one and three 1 and every four or five t imes in the case of

team two. Gun configuration was apparently not a major factor in tactics or

resource management. The transition matrices of Table 5. 6B are then the best

descriptors of this system.
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• Table 5. 21

• Gun Configuration Events

Engagement Status

Team i 1 2 3 4

1 374 55 10 55

144 146 0 16
• 0

Teain 2 1 2 3 4

1 88 9 9 2 .

2 9 0 0 4

T e a a n3 ’  1 2 3 4

I 268 95 9 167

2 136 39 8 23

I
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Of the remaining systems , the overall behavior of the teams can be

described in terms of four systems: engagement status , angle track system,

fire control network and fir ing system . The remaining systems provide inter-

esting insight into the detailed search and track strategies but they are not

essential for a macroscopic understanding of the total system.

Before moving to the discussion of the decision controlled systems , it

is useful to look at the gun directing system , an event controlled system , in

order to see some very interesting differences between teams and trajectories .

Recall that the gun directing system must be In state two (0° lead tracking ) before

the guns can be sensibly fired , and state three is entered only if the enabling net-

work is properly set and the computer has reached the operating state. State one

is the standby state which is entered only if the enabling network is set to disable

motion. Now consider Table 5.22. Note that trajectory number seven is not a

real trajectory, but denotes the time interval between trajec tories . The large 2 , 1

entry of each matrL ’~ under trajectory seven indicates that the dominant action , if

one was taken , was to put the system in the standby state. The 2 , 3 entries cor-

respond to those cases in which the fire control computer reached a solution after

the target had disappeared from the displays . It is clear that teams one and three

are quite similar on all trajectories. Furthermore , trajectories two and four were

• treated in a similar manner by teams one and three. Team two is somewhat dif-

ferent , particularly on trajectory four. Whereas team one and three entered

136
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state three on trajec tory four , t eam two seldom did. This traject ory contained

maneuve rs which made the lead angle computer less usefu l than on other traj ec-

tories. Team two apparently knew this , took advantage of the knowledge and

tracked m anually .

The behavior of all teams , and particularly tea m two , on trajectory one

Is interesting. There was a fairly high probabilit y of moving from state two

back to state one. Since trajectory one was considered the easiest of the group

this is difficult to explain. The t ime data shown in Table 5.2~ provide evidence

that in some cases the teams tracked traj ectory one using manual tracking and

af ter scoring a hit stopped tracking and ~vait ed for the next target . Note that the

condition times for both team one and two on transitions from two to one were

shorter than for tran sitions from two to three. It may be the case that manual

tracking was used only on targets which were acquired late in the run , but there

is no reason to believe that this phenomena would occur only on trajectory one and

there is no evide nce of it on the other tr aj ectories. Note also that team two ~vht ch

also t racked trajectory four manually staved in state two much longer on trajectory

four than on trajectory one.

Table 5. 24 lists tracer hits as a function of engagement status and trajec-

tory number . It is very clear that a substantial amount of firing act ivi ty took place

when the engagement statu s system was In state one. Engagement st atus one is the

search state but manual search and manual track are distinguished only by the

setting of the radar antenna . If the optical sighting ~y stemn is in use ,there is no

practical differenc e between engagement statu s one and engagement status two.
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Table 5. 24

Summary of Tracer h it s’

Traj ectory

re~un 1 1 2 3 4

1 257 263 l$~ 5

2 S 37 0 4

a o 0 0

4 156 231 263 0

l’cam 2 1 2 3 4 
—

1 220 157 191 2

2 S S3 3 0

3 0 0 0 0

.1 205 214 462 0

• Team 3 
______ 

1 2 3 
-~~~~~~~~~~~~~ 4

1 245 119 156 S

2 22 38 36 4

H 3 0 0 0 0

4 164 204 320 0

‘ System performance in sm am e a is deemt’d a hit .
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Table 5.25 contains a summary of fir e control network switching events

as a function of the angle track system and engagement status states . Note that

angle track system state four is optics in use , manual track ing. State three is

optics , auto. States one and two then are those In which the optics are not in use.

It is very clear from this table that virtually all fire control switch activity which

took place dur ing engagement status one (i.e. , search) occurred with the angle

track system in state four (I .e .,  optic s, manual). The firing activity which

took place in the “search” mode was actually dur ing a tracking phase and it was

obviously effective .

It Is also interesting to note from Table 5.24 that the teams were not at

all successful with trajectory four . Particularly note that team two was somewhat

less effective than the other s even though they developed a consistent strategy to

use on this trajectory .

From the above analysis one can draw a fairly clear picture of the way

in which the various teams performed and used the options available to them.

Teams one and three are quite similar in most respects and team two developed

some unique procedures. Because of these facts only teams one and two will be

considered throughout the remainder of the section.

The four key decision controlled systems will now be addressed . After

considerable testing it was determined that the maximum information about engage-

ment status Is provided by the track performance variable. Transition matrices

• and time summaries for teams one and two are given in Tables 5.26 and 5.27 .
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Table 5. 25

Fi re Control Network Event Tot als

Angle Track Engagement Number of
Team System Status Transition Events

1 1 3 2—3 22
1 1 3 3—2 22
1 1 4 2—3 252
1 1 4 3—2 257
1 2 1 2— 3 67
1 2 1 3—2 73
1 2 2 2— 3 10
1 2 2 3—2 10
1 3 3 2—3 13
1 3 3 3—2 11
1 3 4 2—3 1202
1 3 4 3—2 1194
1 4 1 2—3 826
1 4 1 3-2 815
1 4 2 2—3 34
1 4 2 3—2 33
2 1 3 2— 3 1
2 1 3 3—2 1
2 1 4 2-3 23
2 1 4 3—2 17
2 2 1 3-2 2
2 3 3 2—3 5
2 3 3 3—2 1
2 3 4 2—3 206
2 3 4 3—2 206
2 4 1 2—3 335
2 4 1 3—? 337
2 4 2 2—3 41
2 4 2 3—2 42
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Table 5. 25 Cont .

L A ngle Track Engagement Number of
Team System Status Transition Events

3 1 3 2—3 11
3 1 3 3—2

1. 3 1 4 2—3 174
3 1 4 3—2 140
3 2 1 2—3 19
3 2 1 3—2 18
3 2 2 2—3 1
3 2 2 3—2 1
3 3 3 2—3 2
3 3 3 3—2 2

• 3 3 4 2—3 255
3 3 4 3—2 285
3 4 1 2—3 534
3 4 1 3—2 533
3 4 2 2-3 241 F,
3 4 2 3—2 241

I

I
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Table 5. 2(3A
Team I

Engagement Status Transition Matrices

1’ rack T ransition Transit ion
Performance M atrix Count

1 0 . 407 . 584 . 009 1 113
(No Tar get ) . 924 0 . 076 0

.615 . 038 0 . 246

. 907 . 093 0 oJ 97

2 r 0 . 295 .705 o l 88
(An gle Error 0 0 0 0 0

Locked ) . 900 0 0 .100 40
L.800 . 700 0 o J 5

r 0 . 530 . 470 0 1 215
(An gles Ol~, J .722 0 . 278 0 72
Range Locked ) 0 0 0 0 0

L o 0 0 oJ 0

4 0 0 1 o l 128
(‘l’rack OK) 0 0 1 0 25

I .08 1 . 002 0 . 916 I 298
. 127 0 0 j 197

1 4 %

I
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Table 5. 26B
I Teazn l
I. Engagement Status Tim e In State Dat a

Track Avg. Condition Standard
• Performance Transition Time (Frames) Dev. Count -

1 1—2 816 1181 46
1 1—3 3090 3091 66
1 2—1 1016 1166 121
1 3—1 103 184 48
1 4—i 535 298 88
2 1—2 206 0 2020 26
2 1—3 3712 4491 62

I’ 
2 3—1 50 19 36
3 1—2 2212 2534 114
3 1—3 4402 3557 101
3 2—1 1088 809 52
3 2—3 1950 940 20
4 1—3 3872 3726 128
4 2—3 2580 904 25

• 4 3—1 94 133 24
4 3—4 101 0 273
4 4—1 378 222 172
4 4—2 546 209 25

145
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Table 5.27A
Team 2

Engagement Status Transition Matrices

Track Transition Transition
Perform ance Matrices Count

[ 0 .892 .108 ol
I .958 0 .042 0 261
I .455 .364 0 .182 11
L667 . 167 .166 oJ 6

2 [ 0 . 955 . 027 .018 ] iii
0 0 0 0 ( o

• 1 .25 .75 0 O~~L i  0 0 oJ 3

r 0 .805 .177 .018 1 169
I . 738 0 . 250 . 012 84
I 0 0 0 0 1  0
L 1 0 0 o J  3

r o  0 1 o] 152
1.045 0 .955 0 22
1.033 0 0 .967 241
L830 .157 .013 0 J 223
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Table 5. 27B
Team 2

1- Engagement Status Tim e In Stat e Data

Track Avg . Condition Standard
Performance Tran sitions Time (Frames) Dev. Court

1 1—2 804 1132 83
• . 1 1—3 3978 2151 10

1 2—1 518 625 250
2 1—2 2567 3245 106

1 3 1—2 2680 3035 136
3 1—3 5076 4854 30
3 2— 1 425 373 62

. 3 2—3 835 457 21
- 4 1—3 5121 4604 152

1 4 2—3 779 644 21
4 3—4 101 0 233

- 4 4—1 809 296 185

[ 
4 4—1 807 267 35

11

I
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There are no particular surprises in this data. As would be expected , transitions

during the track OK situation are basically the same for both teams. However ,

team two generally shows a longer time in state than team one In this situation.

They managed to stay In state four for about 800 time frames which is roughly

twice as long as team one .

Transition patterns dur ing the no-target phase are also different . Team

two preferred to go into manual track from search if a change was made . Team

one on the other hand actually started the lead angle computer a fair number of

times in the no-target situation. These transitions however took place after

about 100 seconds without a target (3000 frames) and therefore they may cor-

respond to cases in which the target was not detected.

The matrices for the angles locked case also show team one ’s reluctance

to use manual track and a preference for transitioning from search directly to

the settling state , state three . In other words , they preferred to try the corn—

puter even though tracking errors were large. The entries in row three show

the same tendencies.

Angle track system activity as a function of tracking performance is given

in Tables 5.28 and 5.29. Both teams in the no-target situation show a preference

for the radar-atito state , state one . Apparent ly search was accomplished with

the radar system in an automatic mode (sector search). Most transitions from

state one were to state two , the radar-manual state . This transit ion signals the

start of manual search . Transitions from state two in the no-target situation were

148
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Table 5. 28A
Team l

Angle Track System Transition Matrices

Track ing Transition Transition
Performanc e Matrix Count

1 r 0 . 716 . 284 0 ] 455
.136 1 0 . 0005 .8634 I 2035
.631 0 0 . 369 J 274

L 

0 . 945 .055 0 J 1574

2 1 0 . 812 .178 0 1 16
. 021 0 0 . 979 I 373

1 .053 0 0 .947 1 38

L 0 .839 .161 0 j  336

L
3 [ 0  1 0 ol 2

I . 016 0 0 . 984 1 1134
I 0 0 0 0 1  0

L 0 . 927 . 073 oJ  1427

4 0 . 261 . 737 . 002 1 414
I .846 0 0 . 154 I 26
I .773 .014 0 .213 497

L 0 .064 .936 0J 140
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Table 5.2813
Team I

A ngie Track Svst t ’m Time In State Data

Tracking A vg. Conditi on Standard
Performance Transitions Time (Frames) L)ev . Count

1 1—2 1 07 192 :326
1 1—3 51 l~ s
1 2—i 295 2 1 7  277
1 2— 3 582 — 1
1 2— 4 123 186 1757
1 3— 1 41 5! 173
1 2—4 69 74 101
1 4— 2 105 169 1487
1 4—2 80 167 87
2 1— 2 17 22 12
2 1—3 10 12 :3

• 2 2 —1 44 59 S
2 2 — 4 90 156 265
2 3—i 17 22 2
2 2— 4 49 29 26
2 4—2 58 119 282
2 4—2 106 129 54
3 1—2 2 1 2
2 2— i 622 999 iS
3 2—4 97 189 1116
2 4—2 141 222 1 :322
3 4—3 320 507 104
4 1—2 96 172 108

• 4 1—3 100 101 :305
4 1-4 115 -

4 2 .-i S 10 22
4 2- 4  10 16 4
4 2—1 126 156 284
4 2— 2 272 244 7
4 2-4 212 200 106
4 4-2 16 44 9
4 4—2 9 12 121

150

-_



I.

Table 5.2SA
r Team 2

A ngle Track System Transition Mat rices

• Tracking Transition Transition
Performance Mat rix Count

1 .627 . 372 
:~~ 

]
1.744 0 0 .256 I 391
L 0 .957 .043 o J  507

2 1 0 .912 .088 0 1
.021 0 0 .979 188

• 1.333 0 0 .667 9

L 0 ~~~~~~~~~ .027 0 J Ill

[1 . 936 . 064 :~4 r 0 . 437 .56 0 . 003 359
1.883 0 0 .167 18• 1. 784 . 114 0 . 102 324

L 0 . 031 . 969 0 

J 
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Table 5. 29B
Team 2

Angle T rack System Time In State Data

Tracking Avg. Condition Standard
Performance Transitions Tim e (Frames) Dev. Count

1 1—2 105 183 517
1 1—3 237 292 307
1 1—4 418 — 1
1 2—1 347 184 649
1 2—4 107 117 444
1 3—1 78 82 291
1 3—4 60 88 100
1 4—2 112 133 485
1 4-3 48 83 22
2 1—2 4 11 31
2 1—3 2 1 3
2 2—1 15 11 4
2 2—4 129 234 184
2 3—1 3 2 3
2 3-4 19 27 6
2 4—2 63 110 108
2 4—3 19 14 3
2 1.-2 2 1 17
3 2—1 113 224 18
3 2—4 161 252 530
3 4—2 262 269 483
3 4— 3 453 901 33
3 1—2 166 92 157
4 1—3 132 110 201
4 1—4 184 - 1
4 2—1 11 14 15
4 2—4 3 4 3
4 3—1 207 233 254
4 3—2 522 155 37
4 3—4 243 174 33
4 4—2 11 13 5
4 4—3 16 13 158
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most often to the optics-manual state for team one which means they were almost

alway s making a display change, probably In an attempt to find the target. Team 
-

•

two had a higher probability of returning to the radar-auto state from radar manual

than did team one. It is interesting to note that both teams almost always (prob-

ability .979) tr ansitioned from state two to state four , optics manual , In both

the angles locked and the range locked cases. They both also showed a high

probability of exiting the radar -auto state. These Imply a very strong preference

to complete the target acquisition phase using the optical sighting system.

Furthermore, almost all transitions from state four were to state two in the

cases where angle error and/or range error were locked. This means that the

activ ity dur ing manual acquisition of the target consisted of display changes.

The track OK matr ices show the very definite tendenc ies to get into auto track

and use the optical display system.

It was mentione d earlier that a large number of targets were tracked

manually . In those cases the range error would almost certainly be large be-

cause the range operator would not be required to track (his output was used only

• by the lead angle computer ). The tr ans ition matrices for track performanc e

state three then are the ones which most likely describe the angle track system

activity dur ing manual tracking of targets.

The fire control network systems almost never occupied state one, the

locked state, and hence almost all transitions were between states two and three.

Transition matrices In this case provide no information and therefore only time
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information is presented. Tables 5. 30 and 5. 31 contain this information. Fir e

control network state two is the data enabled state , state three is fir e enabled.

This network must be in state three before the guns can be fired and this state

is occupied only if the coolant button is depressed. The conditioning variables

for the fire control network are the angle track system and the engagement

status . It is clear from the tables that nearly all team two activity took place

in engagement statu s states one or four and angle track system states three or

four. That is , team two almost always used the optics when firing . Team one -

showed more activity and an unexpected amount w ith the angle track system in

state one (radar , auto). This suggests that they may have on occasion depressed

the coolant button before switch ing to the optical sighting system. This probably

did not significantly influence performance. The times are as expected: longer ,

more variable occupancies of state two , short occupancies of state three. These

data also show the differences in firing policy . Team two fLxed long bursts ,

team one short ones.

Tables 5.32 and 5.33 are the time data for the two state firing systems.

State one is not firing , state two firing . The condition variables are the fire con-

trol netword and engagement status. There is little new information in these

tables , but one Interesting item can be observed. Team one had a tendency when

manually tracking (engagement status one ) to try to fire the guns (1-2 trans itIon)

without first putting the fire control network Into state three. It appears that when
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involved with the tracking activ ities they sometime s forgot how the system worked -

• and deviated from the standard procedures . Team two obviously did not have this

problem.

This concludes the discussion of the four major decision controlled

systems. It should be noted that even though the time data was reported in mean

and standar d deviation summary form, the analysis procedures can be used to

provide time histograms for any of the variables reported here.

Before turning to the task of summarizing, a few more observations about

some of the minor variables are made in the next section.

C. Some Additional Analysis

There are a few additional questions concerning the sight system , sight

selected , range controls and gun servo enabling net systems that need to be re-

solved. For the most part these relate to certain unexpected behaviors which took

place and which to this point have not been fully addressed.

It was observed previously that ther e were a fair ly large number of

switches from the left optical system to the right system for no apparent reason .

In order to determine when this activity occurred several summaries were ex-

amined . Table 5. 34 shows fire control network activi ty as a func tion of sight

• selected. Clearly , the vast majority of the fir e control activity took place with the

left sight, sight number two , in place. The use of the righ t sigh t was therefore

probably not par t of the fir ing strategy . A check of right sigh t selection activity
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Table 5. 34

Fi re Control Network Event Totals

Sight Number of
T earn Selected Transition Events

1 1 2—3 12
1 1 3—2 11
1 2 2—3 2414
1 2 3—2 2404
2 1 2—3 24
2 1 3—2 19
2 2 2—3 587
2 2 3—2 587
3 1 2—3 4
3 1 3—2 3
3 2 2—3 1233
3 2 3—2 1221

£
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as a function of the disturbanc e state showed that most activity occurred during

periods in which no disturbance was present . These results are shown in

TabLe 5.35. From Table 5.36 wh ich ahows sight selection transitions as a

function of engagement status , it Is obvious that this activ ity occurs with engage-

ment status at search. Furthermore , sinc e fir e control was negligible when the

r ight sight was used it follows that the sight selection activity actually did occur

dur ing search and not tracki ng and that ft was part of some strategy to check out

or evaluate the operation of the system .

Sight system activity also seemed to be related only to engagement status.

Recall that the sight system defined the filter and magnification used. The sum-

mary Is given in Table 5.37 . These events took place primarily duri ng search

or manual track. Therefore , they probably occurred when a target was being —

tracke d manually and the subjects had the motivation and time to switch to the

• best sight configuration for the activity.

Range control switches also took place primarily during search , but further

explanation is provided by tracking performance. Consider Table 5. 38. Clearly

most events occurred when the tracking performance state was either one or three

with a smaller number occurring in state two. States one and three are the no-

target and range-error locked states and two is angle-error Looked. Range control

switching activity was therefore essentially restricted to cases In which the range

error was large . It was probably part of the range operators search strategy ,

but ft Is not clear why such a pattern was advantageous .
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Table 5. ~5

Sight Selection Events by Disturbance

1-2 1—2
Team Disturbance Transitions Transit ion

1 None 148 69
One or More 73 153

2 None 337 177()n e or More 1S4 341

3 None 369 112
One or Mo re 59 316

-

1 C . 2
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Table 5. 36

Sight Select ion Event s by Engagement Status

Team Engag ement 1-2 1-2
Status Transitions Tr ansitions

1 1 199 206
1 2 19 15
1 4 3 1
2 1 402 454

• 2 2 42 36
2 3 2 0
2 4 75 28
3 1 371 368
3 2 57 56
3 3 0 1

4 -  3 4 0 3
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Table 5. 37

Sight System Event s by Engagement Status

V Engagem ent 1-2 2-1
V Team Status Transitions Transitions

1 1 12 3
1 2 8 2
1 4 0 0
2 1 5 1
2 4 1 0
3 1 18 4
3 2 32 28
3 4 1 0
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Table 5. 38

Range Control Events by Tracki ng Performance

TrackIng 1—2 2—1
Team Performance Transitions Transfttnn

1 1 2748 2732
1 2 400 406
1 3 1324 1324
1 4 94 103
2 1 3904 3867
2 2 556 553
2 3 1192 1217
2 4 47 56
3 1 3889 3926
3 2 387 387 

V 
-

3 3 1324 1286
3 4 43 41
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The gun servo enabling network is the next system to be considered. It

was pointed out earlier that the lead enabled , 00 lead disabled sta te , was used a

very large number of times. Table 5.39 lists the relevant transitions as a func-

tion of tracking performance . Virtually all 4-3 events occurred during periods

when no target was present and most 3-4 events did also. It appears that the

system was put into state three between engagements and then returned to state

four before the gun system would be required again. There is no obvious explana-

• tion for this behavior and it migh t be the result of a misunderstanding of the

system .

As might be expected , nearly all angle track control activ ity takes place

during search and manual track . The transition matrices which were presented

in Table 5.7B are the best descriptions of the activities which took place during —

these periods.

In Chapter 4, Section E, it was argued tha t the decision conditioning net—

work had to be empirically determined. The required network has now been so

established and the result Is shown in F igure 5. 1. This network summarizes the

conditioning which was used in the previous sections . It is clearly much simpler

than the network hypothesized in Chapter 4 and shown in Table 4.5. Essentially ,

tracking performance influences decisions made in the angle track system and

engagement status. Engagement status then Influences the activities of die firing

system and the fire control network as well as some of the lesser systems . Those

systems shown in Figure 5. 1 which are not interconnected with any other system
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1. Tabl e 5. 39

V Gun Servo Enabling Net Events by Tracking Performance

TrackIng 3-4 4-3
Team Performance Transitions Transitions

1 1 171 224
1 2 26 1

I 1 3 28 1
2 1 405 514
2 2 70 1

i .  2 3 40 1
2 4 1 0
3 1 322 429
3 2 60 0

V 3 3 53 6
3 4 1 1 

1•
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are those decision controlled systems wh ich were either routined or showed

little activit y .
V 

Even though one can postulate quite complex decision networks , most of

the behaviors shown by the subjects in this experiment can be localized and

described by this simple structure . However , there remain a few questions

such as the r ange control switch ing behavior which it does not answer.

This conclude s the pr esentation of the results of the analysis . In the

next and final chapter these results will be briefly summarized and certain

technical questions will be raised.

r

t
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V CHAPTER 6

SUMMA RY & CONCLUSIONS

The concluding remarks are divided into three classes: comments

on the experiment and the result s, comm ent s about the simulator, and comments

about the discrete control modelling methodology. Each class will be considered

in turn .

Based on the previously discussed analysis it is fairly easy to construct

a scenario of the way in which the subject team s perform ed their tasks. First

of all , search for targ ets was gene rally accomplished using the automatic

sector search mode and the primary display was the PPI radar screen . In

cases where the target was slow to appear som e teams might occasionally

switch to the left optics sighting system and less oft en to the right optical

system. As soon as the target appeared the angle operator would switch to the

left optics system and switch from the radar driven search mode to a manual

mod e for acquisition . During this period the range operator was switching

his control back and fort h between the coarse and fine setting. Th . ’ commander

was resetting the gun servo enabling system to state three and thereby moving

the gun directing system from standby to 0
0 lead tracking. Also during the
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VVI
acquisi tion phase and the early phases of tracking the angle operator determined

which of the four trajectories the current target was following. This determined

In part the strategy that he then followed.

Once the target was acquired the system was either put int o autotrack or, - •

if the trajectory was par ticularly easy, tracking often continued In a manual

mode. Note , team two also used manual tracking for the most difficult highly

maneuvering target as well. If manual tracking was used , firing started within

about 20 seconds of acquisition ( i .e . ,  when the target came wtth in rar~’ \ . In
P

cases where autotrack was used , firing started shortly after the fir e control

solution was achieved. Easy targets were disengaged after a few hits . The gun

directing system was then generally disabled for a few seconds after the target 
V

disapp eared from the screen . The angle track system was then reconfigured 
V

for search and the cycle started again . 
V

Several interesting observat ions can be made about the performance of 
V

the teams . Team one had some problems with the fire control network interlocks

when they used manual tracking . They forgot to enable firing before trying to

fire. The other teams had no pro blem and team one had no problem in the auto-

mat ic track ing cases. Team one may have become so Involved In performing the V

tracking task that they forgot how the system worked. There were other pieces of

evidence which showed that teams one and two infrequently made incorrect switch 
V

sett ings or failed to reconfigure the system quickly enough .
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V l ~(.~tni  two seemed to (k ’\ ’elop more stylized behavior patterns and in V

some sc’ise ~~ as more predictable. They used some unrealistic pract ices however

~e .g. , f i r i ng long bursts) .

It was a surprise that no team used the six power optical system very V

much for tracking . :\pparent ly the feedback provid ed by tracers reduced the

need for precise visual information . It dclin itely seems that a style of track ing

was used In this experiment which differed qualitatively from that used in simple

tracking studies .

The experiment certainly did not hilly exercise all of the potential of

the AAA system . Very little high level decision making activity was shown .

Only one basic mod e of operation was used and the resource management

tasks were minimized and rout inized . The special t actics improvised by some

Learns ~~~~~~~~~ interest ing but they were probabl y ar t i f ac t s of t he exper iment and

not representative of behaviors which would be observed in reality.

In general term s the commander’s tasks were very tr ivial . Team s

obviously learned the limited number of trajectories which were used and they

keyed their actions to the trajectory . The attempt to Introduce uncertainty

via the disturbances or simulated countermeasures did not seem to have much

impact. Thoy may have delayed the start of autotrack , for example, but they

did not alter the basic patterns of behav ior as represent ed by the various

transition matrices of the discrete control model. The fact that every mission
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contained exact ly the sam e number of trajec tories great ly simplified

ammunition management. The subject t eams knew that they could and should

go after all targets. They did not have to be selective or evaluat e the thr eat

potential of any target. There was certainly no risk associat ed wit h missing

one and there was no significant scoring penal ty .

The simplicity of the simulator also helped to tr ivialize some of the H

decision tasks . Unrealistic firi ng policies and cont inuous use of the computer

shunt are two such examples.

The model which seems to best capture the vario us team s perform ance

is really a set of finit e state systems organiz ed Into two networks, the

V coordinat ion/control network (Figure 4. 5) and the decision conditioning network F
(Figure 5. 1). The systems Included In th ese networks were established through

a detail ed ana lysis of the AAA system, its function s, and the tasks of the

V operators . By decompo sing along several structural dimensions , and partic-

ularly by analyz ing at several levels of abstraction , an effective and useful

representation of the discrete control system was obtained.

In general term s this representat ion is a model of an organizational

structure which the operators m ight use to reduce the apparent complexity

of their task and generally achieve coordi nated act ions and acceptabl e

perfor mance. It is really just a structured representation of the availabl e

knowledge of the system and its functions.
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The coordination/control network is basically hierarchical and reflects

the constraints on lower level decision making activity Imposed by upper level

decisions. In the terms of the finite state systems representation , state trans i—

tions in lower level systems are disabled , enabled or constrained as a function V

of the state of upper level systems. The decision conditioning network establishes

the information flow patterns which are needed to explain , at least in part , the

decisions which are made (i .e. ,  the state transitions which take place). The

systems In the decision network are represented by generalized stochastic

automata En which state transitions are conditioned by the Information flowing

into the system from other nodes in the network. The two networks in conjunction

form a heterarchical system description in which decision making activity flows

V from one functional area to another as a function of the established constraints

V and the environmental situation.

In terms of statistical questions and data analysis procedures there
V 

are several po ints. First of all , state transition matrices , time in state

summaries and time in state distributions were all successfully estimated from

the data base. The procedures used allow a fairly arbitrary decision network

to be specified by the user and they produce as outpu t the above mentioned

data. The biggest problem is that it Is very easy to produce very much more

data than can ever be reasonably absorbed by the analyst. This essentially

means that the network must be carefully designed to avoid this data overload
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problem. Good result s were achteved with an iterative network definition

process En which only a few key systems were exam ined at one time.

Furt her refinements must be made to allow the construction of more

sophisticat ed networks. Specifically, output assignment function s more

general than the identi ty functions used here are required and nested or

conditional use of Input s must be incorpor ated. Both of these improvements

will help with the data overload prob lems and they will enable much more

efficient model building.

A portion of the effort during the first year of research funded by this

grant was spent in developing procedures to approx imate stochastic automata

with 1th order Markov systems . This work ~ as motivated by the fact that in

theory there might be several states of a system which produce the same out-

put and in such cases state transition estimates cannot be obtain ed. Experience
has now shown t hat intelligently construct ed coordina tion and decision net-

works constructively specify a stat e space and a system which Is rich enough 
-

to explain, at least statistically, the behavior s of interest . Furthermore,

these systems are first order. This means that the approximation methods

m entioned above have not been requir ed. This Is not to say that they will not

be needed in the future, but the theoretical and empirical evidence seems to

show that the network generated state spaces are adequate .
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In general term s then, the discerte control method s so far developed

seem to have potential . They can be used to make sense out of complex

systems and identify the key decision points . They can discribe quite complex

behaviors In term s of a relatively small number of decisions. The structure

of the model is quite easy to understand and the Ind ividual finite stat e system s

are all simple and Intuitive. Grasping the overall view, I. e. all levels

V simultaneously, Is more difficult and am ount of statistical information wh ich

can be produced is overwhelmIng. These problem s are minimized however if

one restricts attention to only the one or two levels which are most

important for a given question. The data problems tend to surface only when

the level of abstraction is pushed too low and inconsequential system elements

are included.

The discret e control st ructure seems to be a good one to use to define

V and analyze problem s of coordination . It can be used to locat e and trace the

— occurrence of rare event s although the causes of such events cannot always be

V explained. Mistakes or apparent mistakes show up clearly in the transition V

matrices of the decision controlled syst em. The network structure can also V

be used to locate and identify pot ent ial probl em and error sources. The existing

analysis routines allow evaluation of alternate network configurations although

the routines need to be made more flexible and interactive If efficiency is to

be improved. 
- 

V
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In the final analysis the st rengths and weaknesses of the ideas and -

methods report ed here have their origin at the same point , I. e, the flexibility

and generality of the structure. Discrete control really Is not a model but 
V

rather is an abstract stru cture together with a few ideas about modelling.

The results In any specific case then will depend on how well the analyst

understands the system of Interest and how well he or she can abstract out
1. 

IV-
jthe essentials for inclusion in the model. The discrete control modelling

I 
V

V
V

V
~

- structure enables and facilitates the accomplishment of the task, but It doesn’t

I automatically perform it.
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APPENDIX 1
V 

TARGE T STATE ASSIGNMENT S

• This append ix conta ins the rules used to determine the target state from

the trajectory information and from the data Items which define the disturbance

- 
- V - applied. Several paramete rs are required in these compitations and nominal

parameter values are defined.

V Data Required:

R = target range

V A = target altitude

Parameters:

= max range Indicator

Rint = Intermediate range indicator

Amax = max alt itude indicator

Aint = intermediate range Indicator

Nominal Parameter Values:

Rma.x 10, 000 meters

2,000 meters

Amax 1, 500 meters

50 meters

— V 179
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Range :

Condition Range State

R > R m~~ 1
V 

R jnt < R S Rmax 2
3

Altitude:

V Condition Altitude State

A > A m~~ 1
Atht <A ~~Am~~ 2

V A~~A j nt 3

Target Position:

Target Range Altitude Target
Introduced _____________ ______________ State

0 1 V 2 V 3 1 V 2 V 3 1 (No target)
1 1 1 V 2 V 3  2

V 

1 2 V 3  1 3
1 2 3 4
1 3 3 5
1 2 2 6
1 3 2 7

Distu rbance System :

Optics PPI Range Range , PPI Disturbance
Disturbance Disturbance Disturbance Blanked State

o o 0 0 1o 1 0 0 4
o 0 1 0 4o 1 1 0 4
1 1 V O 1 V O 1 2
1 1 0 0 3
1 0 1 0 3
1 1 1 0 3
1 0 0 0 5
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APPE NDIX 2

COMPONENT SYSTEM STATE ASSIGNMENTS
I.

r The following are tabular displays of the logic functions which assign

componen t system state values for the AAA system model. These may be

viewed as truth tables . V

The development generally proceeds from lower level system corn— V

ponents toward higher levels. The lower level system states a-re all simple

V functions of the primitive data items. The higher level states gener ally

are functions of both primitiv e dat a items and lower level system sta tes.

L I
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I
1. Sight System

— 
Fil ter Magnification Sight State

00 0 1 (Clea r 2x)
00 1 2 (Clear 6x)
01 0 3 (Neutral 2x)
01 1 4 (Neutral 6x)10 0 5 (Yellow 2x)
10 1 6 (Yellow 6x)

VI2. Sight Selector

_Sf ght Selector State

0 1 (right )
1 2 (left)

3. Range Control

V Range Control State

0 i (coar se)
1 2 (fine)

4. Gun Configura tion

Lower Upper ‘ Gun ConfigurationBarrel Barr el State

0 0 1 ( Both off)
0 1 21 0 3j 1 4 ( Both off)

182

I
i i  -

V 

—

~~~~~~~~~~~~~

-- -—t~~~~~~ VV



V 

~1

5. Angle Track Controls

‘S

V Azimuth Tracking Elevation Tracking Angle Track
— Control Control State

V 
V 0 0 1 (position, position )

V 0 1 2
1 0 3
1 1 4 (rat e, rate)

6. Gun Servo Enabling Network *

- Gun Servo Lead 00 Lead Gun Servo Enable
Mode Enable Enable Network State

- 0 0 i (disabled)
V 0 0 1 2

0 1 0 3
0 1 1 4 (full enabled )

V 1 0 V 1 0 V 1 5 (standby)

7. Radar Antenna Drive

Antenna Auto Circular Radar Radar Antenna
V 

- Horn Scan Mode Drive State
- 

0 V 1 0 V 1 0 1 (auto track)
V - 0 0 V 1 1 2 (manual track)

0 V 1 0 V 1 2 3 (sector search)
0 V 1 0 3 4 (slow circul ar scan)
1 0 V 1 1 ~ 

(manual searcl~
0 V 1 1 3 6 (fast circular scan)

“ The symbol V denotes the logical operation “or ” .
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8. Computer *

Gun Servo Radar Data Ready Computer
~Vlode Mode Indicator State

o 100 0 V 1 1 (standby)
1 00 V 01 V 10 V 11 0 V 1 1 (standby)
o 00 0 2 (setting)
0 00 1 3 (opera ting )

9. Fire Control Network

Computer Computer Fire Control
Shunt State Coolan t Network State

V 0 13 OV 1 1 (locked)
o 3 0 2 (data enabled)
o 3 1 3 (fire enabled)
1 1 V 2 V 3  0 2
1 1 V 2 V 3  1 3

10. Fir ing System

Trigger Firing System
________________ 

State

0 1 (not firing)
1 2 (fi r ing)

*The symbol i used in this table denotes the logical “not”.
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11. Gun Directing System

Gun Servo Angle Track Computer Gun Directing
Enabling Net Control State State System State

5 1 V 2 V 3 1 (st~-’~dby)
5 4 1 V 2 V 3 2 (0~ lead track)

1 V 3  1 Y 2 V 3 V 4  1 V 2 V 3  1
- 2 V 4  1 V 2 V 3 V 4  13 2

- . 2 1V 2 V 3 V 4 3 2

r 4 1 V 2 Y 3 V 4  3

12. Angle Track System

Gun Servo Radar Display In Angle Track
Mode Mode Use Indicator System State

I r 0 ~~0i 0 1 (radar, auto)
1 00 V 01 V 10 V 11 0 2 (radar, manual)
0 01 0 2

[1 0 ~O1 1 3 (optics, auto)
1 00 V 01 V 10 V 11 1 4 (optics, manual)1:’ 0 01 1 4

P 13. Tactics
1.

Gun Servo Mode Computer Tactics
• - Mode Switch Shunt State

1 0 0 0 1 Normal Mode 1
o 1 0 2 Normal Mode 2

- 1 0 V 1  O V 1 3 M ode 4
- 0 0 1 4 Emer . Mode l

0 1 1 5 Enier. Mode 2
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14. Tracking Performance

Target Azimuth Elevation Range Track Performance
On Display Error Error Error State

0 0 V 1 0 V 1 o V i i (No Target )
1 1 0 V 1 0 V 1 2 (A ngle Locked )
1 0 1 O V 1 2
1 0 0 1 3 (Range Locked )
1 0 0 0 4 (Track OK)

15. Engagement Status

Tactics Tracking Radar Antenna Gun Directing Engagement
Performance 

- Drive system System Status

3 1 1V 2 V 3 V 4 v 5 V 6  1 V 2 V 3  1 (Search)
3 ~~1 1V 2 V 3 V 4 V 5 V 6  1 V 2 V 3  4

13 1 V 2 V 3 V 4  l(1 V 2 )  1 V 2 V 3  I
~ 3 1 V 2 V 3 V 4 2 1 V 2 V 3 2 (Manual Tvack)13 1 V 2  V 3  V 4  1 ~~3 3 (SettIng)

1 V 2 V 3 V 4 1 3 4 (ValId Data)

16. System Performance

Fire Control Firing Tracer System
Network System Evaluation Performance

1 V 2 V 3  1 O V i  1 (NoData)
2 O V 1  1

3 2 0 2 (Off Target)
3 2 1 3 (On Target)

11
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A PPENDIX 3

MISSION STATUS INFORMATION SYSTEM

This appendix contains a description of the rules by which the mission

status states are determined from more detailed information. These oompa-

tattons involve several parameters which must be defined by the analyst.

Nominal parameter values are given.

Data Requtred:

LBC • rounds count In upper magazine

UBC rounds count In lower magazine

NT number of targets Introduced at a given point Into
• the mission

Parameters Required:

UR average (or expected) number of rounds expended
per target

UT — expected number of targets per mission

MAXR - maximum number of rounds available (# of rounds
available at start of mission)

Nominal Parameter Values:

UT 23
UR 50

MAXR — 2000
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Targets So Far:

Count State )— 

. 1 -
NT< .5TJT 0
.5tJT~~N T< .STJT I
.8UT~~NT 2

Ammunition Used :

Count State

MAXR - LBC - UBC ~ NT * UR 0
MAXR- LB C~~ UBC <~~~~*UR 1

Ammunition Balance:

Count State

IUBC - LBCJ~~~ua 0
kIBC - LBC~ > UR I

Mission Status System:

Targets So Ammo Mission Status
Far 

— 
Used State

0 0 1
0 1 2
1 0 3
1 1 4
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[ APPENDIX 4

- - COORDINATION/CONTROL NETWORK
STATE TRA NSITION GRAPHS

ThIs appendix contains graphs which detail the state transitions which

occur as a fUnction of information flow In the network show in~lgure A. 4.1

(same as Figure 4. 5).

• The key to reading these diagrams is quite simple, but a few things

must be explained. First of all, a given system may be controlled by more

than one external system, I. e., it has more than one incoming arrow In

- Figure A. 4. 1. In such cases the inputs are defined as either primary or

secondary. The primary Input is always listed first In the Input list and the

primary Input on the transition graph is not noted. Secondary Inputs are

• explicitly noted.

The general form of the transition graphs is shown in Figure A.4.2.

- The elliptical figures represent states or sets of stat es.- The description

consists of the state name, where appropriate, plus the numerical value

assigned to thst state. Sets of statea are always identified wfth a list of

• specific states enclosed with set brackets.

sate transitions are represented by solid lines connecting states and

the input condition. which cause the transition to take place are defined by the

bracketed symbol, displayed on each transition arc ( w , ; y, a, u, v, In

Figure A. 4.2). These symbols define logical expressions formed from the
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possible input values and a transition occurs when the appropr iate logical

express ion (a “true”. To explain this more completely, any t ime the value of

an Input variable changes an event Is said to occur and this event leads to a

state t ransition In the system receiving the input. The t ransit ion which takes

place depend s on which logical expression is true at the time. Some nodes do

not display transitions fr om themselves to themselves. These correspond to

cases Lu which any input event will produce a trans ition out of the node in question .

The primary input variable explains transit ions on the uppe r part s of the

graph . (w, ; y, z , )  then are expressions defined from the pr imary input values.

The effect of secondary and other Inputs Is shown in those part s of the diagram

connected to the prim ary via dashed lines. Second ary inputs are always used

to prov ide a mor e detailed explanat ion of information in the primary diagram .

They explain which state or states of the many allow ed under the prima ry

condition are actu ally occupied . Any nod e connected to a primary nod e with

a dashed line ( a seconda ry conditioni ng variable) should be viewed as a more

detailed representation of the primary node.

The state transition graphs follow.
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SYSTEM NAME : Radar Ant enna Drive

INPUT SYSTEM S: Tactics , Engagement Status , A ngle Track System

Engagem ent Status

A ngle Track System
(2V4)  (2V4 )

(-1 (2 V 4)
/

j
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- SYSTEM NAME : Mode Switch

INPUT SYSTEM~. Tactic s

(1V 4 )  ( 2 V 5 )

____  

(1V4) 
____  

(2 V 5) 
___

-

f ~~~~~~~~~~~~~~~~~~~
(3

2
0 V 4

.

SYSTEM NA ME: Computer Shunt

INPUT SYSTEM~ Tactics

~~V 2 )  (4V 5
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F SYSTEM NAME: Gun Servo Mode
a.

- 
INPUT SYSTEMI Tactics

1.

h (—, $)

~~~~~~~~~~~~~~IIIIIIIIIII~~~~
EiE

(~ “I 3)
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1!
(1 

•
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SYSTEM NAME: Coolant

INPUT SYSTEM: Fire Cont rol Network

.1
202
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SYSTEM NA ME: Data Ready Indicator

L INPUT SYSTEM: Coinput.r

-~ I! (~-~3) (3) (3)

- H

- _ SYSTEM NAME: Diaplay in Use

INPUT SYSTEM Angle Track System

(2\ j 3) ( 1V 4 )
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SYSTEM NAME: Automatic Cir cular Scan

INPUT SYSTEM: Radar Antenna Drive

(4) (6)

( i(4V 6))

SYSTEM NAME: Ahtenna Horn Switch

iNPUT SYSTEM: Radar Antenna Drive

(2)

Track Search
{o, l~ (0) (1) 

I

(—, (2\ ’5))  (2)

5 
. 1

(
~~ 

( 2V  5)) 
(
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SYSTEM NAME: Azimuth Control

I NPUT SYSTEM: Angle Track Control s

I ~

• 
-

(1V2) ( 3 V 4  (3V 4)

(1V 2)

- t .

“I - - - SYSTEM NAME: Elevation Control

- INPUT STSTEMI Angle Track Controls

J L 

~ 
V$) (2 V 4) (2V  4

( 1V3)
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SYSTEM NAME: ~
0 Lead Enable

I NPU T SYSTEM: Gun Servo Enab ling Net

I

SYSTEM NAME: Lead Enabl e

INPUT SYSTEM: Gun Servo Ena bling Net

(IV 2) j ± ~

(5)
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1. SYSTEM NAME : Sight Filter

INPUT SYSTEMI Sight System

L

(1 V 2) (3V4)
(3V4)

Clear Neutral
(0) (1)

I i ~ ‘
~
‘Z..

Li I
- - YeUow

1. 
(2)

(5V6)

I

-} 

SYSTEM NAME: Magnification

INPUT SYSTEM.• Sight System

} ( 1V3V 5) (2’44V6) (2V4V 6)

(1V 3V 5)

- 
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SYSTEM NAME : Radar Mode

INPUT SYSTEM: Radar Antenna Drive

:1 - 

-

(2V5)
(2 V 5)

Auto Track Manual Track
(00) 

(1) (01)

to

— C,,—. ~~ •

______ 

(3) 
______

Sector Search Circular Search
(10) (11)

(

(4V6)
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APPENDIX 5

ANALYS I S ROUTINES

The ti me average and variances between events for up to ~2 variables can

be calculated by this program. it also can have each variable condit lone~ by up

to fou r variables and then calculate time and variance In conditional states be-

tween events. His togram s with up to seven breaks can also be printed. The

histograms option also produces the probabilities and variances of the occurrence

of each e~ent.

The program is divided into six major subroutines. The program first

reads user parameters limiting the scope of the run and determining the number

of variables and their conditioning. A loop is then set up for the number of teams

or runs. Then the common variables are initialized. Subroutine INI~UT is called

to read and process the tape data.

This routine reads the values in a 50 (22 12 , 15) format . It checks the range

of the data values , then sets up a loop to determine which event occurred. Time

before events , time in condition before events , and histogram Input values are

tallied when applicable. The state changes and condition values for each variable

are coded and stored in a table with a pointer to indicate the correct array location .

After all events are processed , these tables are sorted into descending order .

Subroutine OUTPUT takes the sorted values and calculates the appropriate

averages , variances and counts for each variable at each condition and state . The

210
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values are printed with proper headin gs on the first pass. Correct averages and

deviations are stored for histogram processing. The histograms are printed

the second pass.

BISTIN is a simple routine that determines the correct Information to

save for the histograms. H~~TOT. ca~ ed by (XJTPUT , prints out the histogram

values. A flow chart of each subroutine ind a list of common var iables follows.

User information inputted In PM AM is Important . The first data car d

(615 format) sets the program scope. KPARA Is the number of variables to be

processed. MARKOV is the order of the Markov chain (assumed one). NTEAM

is the number of teams or run s and 1.8 used for tap e mounts. NB LOCK indicates

the number of events per data block. LZ lists the number of histogram breaks ,

and LX determ ines which histogram to process (> 0  ~~~ Times ;

) 0 ~~~ Times In condition).

If a histog ram is to be processed (LX 0), LZ histog ram breaks are

read in on the next data card. Up to seven breaks in a 7F5. 2 format can be

entered. Break values will become the sigma coefficients adde d to the means

and used as data limits.

Conditional variables are entered next . These values are in the format

of the variable, its maximum state and up to four condition ing variables

(615 format). Unconditioned variables have maximum state value s set to seven.

A blank data card delimits .
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This program was designed to be as general as ‘~osi’I b Ie. Data storage

in coded form is by tables by variab le for convience. M any checks exist to

limit user or data errors. These checks and the common vari *ble ’s di men-

sions need to be changed only when the program asks for them.
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I MAIN

1 (1 START~~~)

1. READ USER PARAMETERS ,
NUMBER OF TZA)~ ,

- EISTOGRAM INPUTS ,1. CONDITIONING VARIABLES

YES I—NTEAXf
NTEAM )O (DO ONLY 1 TEAZ1)

r AT .T . — — - A

t T

~~~~~

5 J

INITIALIZE
PROBABILITY

L 
owrr~ s

H INITIA LIZE
U OTRER

VARIABLES

1. 
1~

READ AND PROCESS
TAPE VALIJES.
STORE IN TABLE

H 
_ _ _

I SORT TABLE

[
VAWES

c~
)
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MAIN CONT .

NO YES (HISTO ~~

SORTED 1 WRITE CORREC 1I PROBABILITIES , HISTOG R AM
I VABIAMCE S ,AND

COUNTS

[LCT - LCT+3.,..
~ NUN IT-N tJN IT +1 k

REWIND NUNIT ]

YES

- 0

[
~~T _ O

~~~~~STOP 
~~
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- - SUBROUTINE SORT

~
. START

[DO I2.1,KPA1~~

~ JDO J.I11MAXTiiJ

- 
~

‘ 

J 
II~~~

(J)
~~ThL1

- - Jbo J.’l,MAXTBiI
- - 

~~~ 
(oUT~ LOoP~j

I N - i
icx — xT~e(~ J

- 1  

_ _ _ _ _DO 1—2 ~MAXT~~
]

j IF YES

S7
FIcK-ITE?e(IH

- 11N 1 I

- i t  J13 K—J+i ]

I ISORT (I3 )’.IN I

[ITEMP(IN).o_j

L

RE:N

~~~~
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SUBROUTINE TABLE

START

1—0

1—1+1

I
~~

75O YES (BIGGER ThAN TABLE )

WR ITE ERROR

IF
ITBLE—O & YES (NOT IN TABLE AND

NLOOK—1 USING LOOKUP )

IF YES (VALUE IN TABLE )
ITBL~~JSTATE

IF YES ( END ~F TABLE )
ITBI~ O

ITBL.JSTAT E
P.IAXTBL I

KOCCUR• I

RETUR N

STOP
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SUBROUTINE PARAZ4

L LSTARTD

READ KPARA ,MARICOV,
NTEAM,NBLOCIC,LZ,LX

I
_ _

YES
NO HISTOS —

R EAD UP TO SEVEN
HISTOGRAM BREAKS

INITIALIZE NUMBER OF
CONDITIONS , CONDITIONING

• V ARIABLES, MAX. STATES

READ VAR IABLE I , ITS MAX
STATE , AND UP TO FOUR
CONDITIONING VARIABLES

~~~~~~~~ 
YES ( END OF cONDITIONING )

SET MAXIMUM STATE , L RETUR N
CONDITIONING VARIABLES
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SUBROUTINE INP UT

STAR T

NLOOK— 1, M1—O
J 5 0 , IK(1)—- 1

15

IF
J 14 NBL OCK YES

ix (i ) ~ —1

J2 = 0 , J14 Q
NSIZE — ( !cPAit~+ 1)NBLo cK

READ I Y (N SIZE )

EOF? YES
90

J4.J14+1, M1 M1+1
J1—J2+1 ,J2—J 1+KPARA

A DO I-1,KPAR A

1

J3 1+J1-1
IX( 13 ) IY (J 3 )
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SUBROUTINE INP UT CONT .

I I

L B )
F

A 
20

JTI)~~~IY(J2 )
I

IF YES (END OF RUN )
Ix(i) — 99 

TO

- IF YES (FIRST TIME TERU)
xow(i) 

30

• SEE IF WITHIN
TOLERANCE

IF YES (NO TRANSITION )
IX — IXOLD 30

CODE TRANS ITION

LOCATE TABLE

STORE HISTOGRAM)

L~
ALUES IF LCT.~

j—
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SUBROUTINE INPUT CONT.

C

ADD TIMES TO - -

TIME VARIABLES]

ZERO TIMES 

J 
_ _ __

F~ERO CONDITION
I TIME IF CONDITION

CHANGE

ADD JTIME TO
TIMES

4

IXOLD— IX

L~~)

L~~~
) L~~~)

TZ~RO TIMES, 
j

[RETURE IF J IXOLD j

F RETURN IF
BEGINN ING OF

F Ix( 1)—- 1 ] 
-.

L
~~~) 

L~~
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SUBROUTINE OUTPUT

L 

LSTARTD

I. ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

— 

L WR ITE ‘~w~j~
VAR IABLE HEADING

SET UP FOR
I CONDITION CHANGE

DO 13—1 ,MArTBLE

— I S1CIP SPACES
f t4x Mx+1

- 

I ITEST—IcK 
_________

I L  1_I’s

- IF YES (HIsT0ONAM)
LCT—1 30

TI14~~ ITIME/NC
CTI1~~ ICTIMB/NC

NCT NCT+NC

A

221
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SUBROUTINE OUTPUT CONT.

TSQ.( T2 - .N c( TIME ) (TIME )) /Nc
TCSQ- ( 12-NC(CTI ME )( CTIME )) /NC

TSQ=O
IF TCSQaO

N C 1

WRITE CONDITION ,TI ME ,
TSQ, CTIME ,TCSQ, NC

STORE AVERAGE AND
STD . DEV. IF HISTOG RAM

~~~~1~IS~~~S T  
4

L~ J

F 
RETUR N 

]

1’
C EN D D

222
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I
SUBROUTINE HISTIN

~~~~~STAR~~~~)

I 
_____  ______

T(1).LTINE I
1. T(2)—LCTI)IE I

TEST.’.99x10~~
J

I SET J FOR 1
I CORREC’r

L~~
!TOGRAM

J

• 
~~SET HISTOGRAM

1 LBR
~~~ 

POINTS

DETE~ 4INE WHERE
POINT FALLS

— I BETWEEN BREAKS

H .
ADD 1 TO CORRECT

— HISTOGRAM ~~~~

1 1 1 
_ _ _

[

~~~~~~~~~~~~~~
N]

CEND
D

223
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SUBROUTINE HISTOT - - I

CSTART
D

SET J FOR 1
CORRECT
HISTO GRAM

DIVIDE HT~~1TC GET HISTO I
PROBABILITIES

PR— LN /
V— P R( 1-PR )/NCT

•1~WRITE VARIABLE ,
CONDITION ,
AVERAGE ,STD. DEV.
PROBS , STD. DEV.

WRITE 1
HISTOGRAMS

RET URN

I

C~~~~~D D  J

224
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C MAIN PROGRAM
4 C THE FOLLOWING IS A LIST OF COMM ON VARIABLES

C
T C ELEMENTS OF COMMON /A/

C (V ALUES ENTERED IN PARA M )
C NBLOCK — ~ OF ELEMENTS PER TAPE BLOCK (KPARA *L)*N 8LOCKs~ LA SI ZE
C KPARA — NUMBER OF PARAMETERS
C KCOND (22) — NUMBER OF CONDITIONING VARIABLES FOR VARIABLE I
C JST (22 ,4 1 — CONDITIONP*G VARIABLE FOR VAR IABLE I
C IXMAX (ZZ) — MAXIMU M STATE SIZE OF VAR I-ABLE I (ASSUMED z7)
C MAR KOV - NUMBER OF MA RKOV CHAIN — NOT USED
C NTEAM - TEAM OR DATA SET; <Ox> ALL THREE
C
C ELEMENTS OF COMMON /B/
C ITIME (22 ,250 ) — TIME IN STATE
C TZ (22,250) — TIME SQUARED IN STATE

-r C NC (22 ,250) TIME COUNTS
C ICOND (Z2 ,250) — TIME IN CONDITION STATE
C 1C2 (22 ,250 ) — TIME SQUARED IN CONDIT IQN
C
C ELEMENTS IN COMMON / C/
C JST A TE — CONDITION OF VARIA B LE
C ITBL (3 ,22 ,253) — TABLE OF CONDITION S
C MAXTB LI3 ,22 ) — SIZE OF TABLE I
C IS3RT (3,22,250) — SORTED TABLE V A LUES
C NLOO K — Ix> TABL E LOOK—UP OTHERW IZE= ) TABLE ADD T0

- 1 .  C
C
C ELEMENTS IN COMMON /D/
C ** USED IN THE HISTOGRAM ROUTINES **
C AVE (22 ,750 ) — AVERAGE TIME VALUE
C DEV I22 ,150 ) — STANDARD DEVIATION
C ITIME (22 ,753,8) — UP TO 8 BREAKS FOR HISTOGRAM
C LCT — H ITOGRAM INDICATOR
C 14 (8) — HISTOGRAM BREAKS (TIMES OEV IA PI ON S)
C LZ — NUMBER OF HISTOGRAM bREAKS (<B )
C LX — <0 ~> CONDITIONED HISTOS; >0 => NORMAL HISTOS• ( C NCT (22,500,7) — PROBABILITY COUNTER
C MX — MAR KER FOR PROBABL ITY EVENT

• C

COMMON /Al N8LOCK ,KPARA ,KCOND (221 ,JST (12 ,4) ,IXMAX (22),MARK3V ,NTEAM
• COMMON/B/ITIME (22,T50) ,T 2( 22,750) ,NC (22,750) ,ICOND( 22,7501

COMMON /C/JSTATE,ITBL (2 ,2 2 ,750),MAXTBL (2,22),ISORT (2 ,22 ,75C ,),NLOQI(
COMMO P4/O/AVE (22 ,750),DEV (22 ,750),HTIME (22 ,750,8),LCT ,Ht8),LX ,LZ
COMMON C 2 122,750) ,NCT (22 ,5 00 ,7 ) , MX
REAL ITIME ,ICOMD
LC1x99

C — — CALL THE PARAMETER INPUT ROUTINE
CALL PARAM

C — — LOOP FOR CORRECT TEAM; SET UN iT NUMBER
I2N TEAM
IF (NTE AM.GT.O)GO TO 12
NT x—NTE AM
DO 10 IaI,MT

12 CONTINUE
N TEAM = I

C — — I N I T I A L I Z E  PROB COUNTER
DO 15 IZzl,Z2
00 15 13 1,500
00 15 14*1,7
NCT (X2.,13,14)—0
CONTINUE 
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M a O
C — — CALL INITIAL IZ ATION R OUTINE

CALL IMIT - ‘
C — — CALL TAPE READ R OU TINE

C ALL IN PUT (M )
C — — CALL TABLE SORT ROUTINE

CALL SORT
C — - CALL C A L C U L A T I O N  AND OUT P UT ROUTINE

CALL OU TPUT U)
C — — W R I T E  TEAM PARAMETER SUM MARY

WR ITE 1 6 , 100)  I,M
100 FCRMAT (///// 15X, ’PA ~ AM ET E~ SUM MAR Y FOR TEA M’ ,13 ,

1 ///)OX ,’TPIE TOTAL NUMBE R OF EVENT S UCCURR ING EQ u A L S ’ , I t ) )
C - — HISTO G RAM S ETUP;  S RI P  IF NO H ISTOGRAMS

IF ( L Z . E U . O ) G O  To 10
L C T = L C T , t
NU N I T = 7 • I
R EWIND NUNIT
I F ( L C T . E ~~.I) GO TU 15

C — - INIT HISTOGRAM V A R I A B L E S ,  T HEN L0O~P BAC ~DO 20 12:1,8
00 20 13z 1 , 7 5 0
00 20 14 1,22

20 H T I M E ( R , 1 3 , 1 2 ) : O
LCT z O

t O CON TI N U E
STOP
END

226 - 
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SUBROUTINE PAR AM
I. C — — THIS ROUT INE READS IN THE PARAMETERS FOR THE RUN

COMMON/A/ NBLOCK ,KPARA ,KCOND (221 ,JST (22 ,4) ,IX$AX (2Z ) ,MARK QV ,$TEAM
F COMMON/D/AVE (-22 ,7SO) ,QEV (22 ,7SO),HTIMEI22 ,75O ,B~ ,LCT ,H (a ),LX ,LZ

DIME NSION 114)
C — — NO MORE THAN 22 VARIA B LES WITH UP 10 4 CONDIT IONS EAC r~ CAN

• C BE USED WITH OUT CHANGING THE COMMONS
C
C READ IN: K PARA — D OF VARIABLE S , MA RKOV - MARK OV ORDER
C N TEAM — ~ OF TEAMS OR DATA SETS , NBLOCK - ~ EVENTS PER TAPE B
C 4* NTEAM (O*>ALL 3 TEAMS; >0*) ONLY THAT TEAM NUMBER
C Li —ø OF HISTO BREAKS , LX — ~I4ICH H IST O

READ ( 5, 100 )K PARA ,MARKO V, N TEAM , NBLOCK ,!..Z, LX
1’ WR ITE (6 ,I2O )KPARA ,M ARKOV,N TEAM ,P4BLOCK ,tZ ,LX

120 FORMAT I ‘l’,///LOX , ’PAR AMETER INPUT ’,f/i
1 /5X,’NUMBE R OF PARAMETERS * 1 ,15,
2 /SX ,’3RDER OF MA RKO V CHA IN s ’,!S,
3 /SX,’NUMB ER OF TEAMS OR RUNS~~’,I5,
4 /SX ,’BLOCK SIZE~ ’,IS,
5/SX ,’SIZE OF HISTOGRAM .’,IS, 3 1
6 /5X,’WHICH HI STOGRAM a ’,I5/// )

• C — — READ IN HISTO GRAM IN FORMATION
IF (LZ .EQ .O) GO TO 40
LCT O
READ (5 ,110)tH (I),1 .1 ,L ,Z )

— 110 FORMAT (TFS.Z)
WR ITEIb, 130) (H(I) ,Ial ,LZ )

130 FORMAT I//IOX ,’HISTOGRAM LIMI1S ’,/7F 5.2.,///lOX,’CONDI1IO ’4I.~G’,/// l
40 CONTINUE

C — — INITIALIZE
00 35 1*1,22
KCOND (I)~ O
IX M AX II ) 7
00 30 Jat ,4

30 JSTU ,J)*0
35 CONTINUE

• C — — READ VAR IABLES , MAXIMUM STATE VAL(.rE , AND UP TO 4 CONDITIONING
C 4*  VARIABLES NOT READ IN WILL l IAVE  MAX STATE EQUA L TO 7 4*

10 RE AO IS ,103)I ,IXMAXII ) ,(L (J) ,J 1,4)
WRI TE (6 ,1OO )1 ,IXMAX( I) ,(L (J),J*1,4)

100 FORMAT I 6IS)
IFII.E Q.0) GO TO 20

C — — RECORD CON D VARS ~ COUNT 0 OF CONO
00 15 JuL ,4

— IF (L(J).EQ .O) GO TO IS
KCOND (I)~ KCON0 (I).1
JST (I,J).L (J)

15 CONTINUE
GO TO LO

20 CONTINUE
RETURN
END 

- -~~~~~~~~ 
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SUBROUT INE P411
C — — THIS ROUTINE INITIALIZES THE COMMON VARIABLES TO ZER3

COMM ON /Af N 6LOC K ,$PARA ,KCOM D 12Z) ,JST (22 ,4 ),IXMAX (22 ) ,MA~ $Q V ,NTE A M
COMMON /B /IT IME ( 22, 753 ) , T2 12 2 ,7 50 ) ,NC ( 22, 750 ) , ICONO(22 ,  750)
COMMON /C/JST&TE ,ITBL (2 ,22 ,75O J ,MAX TB Lf2 ,22 ),ISORT (2,22 ,75C ) ,NLO OK
COMMON C2 ( 22 ,7531 ,MCT (22 ,5 00,7),MX
REAL ITIM E ,LCONO
00 40 1*1,22
DO 30 J l,750
IT IME I 1 ,J) 0.
121 j,J)sO.
MC I I,J ) 0
ICONDI I ,J) 0.
C2~ I,J)=3 .
00 20 K=I ,2
ITBL (K, I ,J) 0
MAXT BL (K ,1 )-= O
ISORT (K ,I ,J3 0

20 CO N TINUE
30 C O N T I N U E
40 C ONT INUE

R E T U R N
END

:1
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SUBROUTINE TAaLE 1~ oCCUR ,JTAa ,Iv A R ) 

—

C — — THIS ROUTINE CHECKS THE COOED VALUES AGAINST A TABLE TO OETERM
C IF IT HAS OCCURRED BEFORE. KOC CUR- - TABLE POSITION

I - C JTAB — WHICH TABLE IVAR — WHICH VARIABLE
COMMDN/C/J 5TATE ,ITBLIZ ,22 ,75O),MAXTBL (2 ,22),ISORT (2 ,22 ,750),NLOOK

C — — SET COUNTER TO ZERO THEN STEP THROUGH TABLE UNTIL C0RRE~ T V A LU
C IS REACHED

1*0
IF (JTAB.GT .2.OR.IVAR.GT.22 )WR ITE (6 ,L IOJJTAB ,IVA R

10 1*1.1
- C — — WITHIN TABLE L IMITS?

IF( L .GE .750) WRLTE (6 ,100)JTAB ,L VAR
C — — NOT IN TABLE AND USING A LOOK—UP? —~ RETURN A ZERO

IF (ITBL (JTAB ,IVAR,I) .EQ .O.APiD .NLOOK .EQ .1) GO TO 20
C — — VALUE IN TABLE? ~) RETURN POSITION

IFII TBL (JTA b ,ZVAR ,I).EQ.JSTATE ) GO TO 20
C — — VALUE NOT IN TABLE? >RE TURN NEXT ’ OPEN POSITION

IF (ITBL (JTAB ,IVAR, I) .E Q .O) GO 10 15
-

- GO TO 1O
C — — ADD A NEW VALUE TO THE TABLE AND INCREASE TABLE SIZE

15 ITBL (JTAB ,IVAR ,I)aJSTATE
MAX TBL( JTAB, IVAR )a I

- 
C — — RETURN TABLE POSITION

I
I 1 20 KOCCUR aI

~-.I 1. 100 FORMAT (/// ’ *4  WARNING !! **• ,/l ’ TABLE’ ,IZ,’ VAR I ABLE ’,13,
1 1 • OVERFLOW’ )

110 FORMAT(’ I’///’ *~~~ FATAL ERROR **‘,///‘ TABLE OR VARI A BLE DOES’ ,
- 1 • NOT EXIST:’,2181

RETURN
END

-
~ 1_ i

i-
I • •

- Ii
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SUBROUTIN E IMPUT ( M) -~~

C — — THIS ROUTINE READS THE DATA TAPES , DETERMINES THE T R A N S I T i O NS ,
C — — SUMS THE TIMES 

~1COMMON /A / MB LOC K ,KPARA ,KCON O (22 1 ,JST (Z2 ,41 ,IXMAX (22 ),MAU QV ,M TEAM -

COMMON/B /Ill M t (-22 , 750) , T2122 ,7 50) ,MC ( 22, 7501 , ICOND ( 22, 750)
COMMO N /C/ J5TATE, IT8t.12 ,22 ,75Q),MAXT8L (2 ,Zfl ,ISORT (2 ,22 ,75J ,ML0 ~J (
COMMON /O/AVE (Z2 ,750),QEV (22 ,750 ) ,HTIME (22 ,750 ,8) ,LCT ,H (8),LX ,LZ
COMMON C212 ,750 ) ,NCT (22 ,500 ,7),MX
RE AL IT IM E ,ICOND
DIMENSION 1X122 ) sIY ( 115O),!XOLO (22) ,IT (~~2),LCT (22)
DATA LT,IC T ,IXOLO / 6b~ O/

C IX — VARIABLE VALUES IXOL O — UL t) VARIABLE VALUES
C IY — TAPE VALUES IT - TIME IN STATE CUUNTER
C ICT — TIME IN CONDITION COUNTER
C — — INI TIAL IZE READ COUNTERS, EVENTS,’ £ TABLE

NLOOK :-1
M 1~~OJ 5 0
IX ( L ) ~~— L

15 CONTINUE
C — — SK IP iF NOT TIME TO READ FROM TAPE

IF (J4.LT .NBLOCK.AND.IX ( I).NE.—l )GO TO 10
C — — INITIALIZE READ COUNTERS, THEN READ TAPE , JUMP IF E~~F

J2s0
J4~0
NS IZE= (K PARA . 1) ~NBLOCK
N3 7 .M TEAM
RE AD IN , 11O ,EMO= 901 ( LV I  I) I = t ,N S IZE )

C — - FORMAT ASSUMES MB LO CK ~ 5O ( K P A R A 22
110 F O R M A T ( 5 0 ( 2 2 1 2 , 1 4 ) )

C — - UPDATE READ AND EVENT COUNTERS
10 J4 .J4+l

Ml=M 1. I
J1~ J2• I
J 2 J 1 . KP A RAC — — T R A N S F E R  C O R R E C T  I Y  VALUES TO IX
00 20 I 1 , K PAR A
J3~ I+ J1—1

20 IX (I) 1Y (J3 )
C — — STORE Ti M E

J T I M E ~ IY ( J2 )
C — - SK IP I F END OF RUN

I F ( Z X ( 1 ) . E Q . 9 9 )  GO TO 70
C — - SKIP  IF F I R S T  T I M E  THR OU GH

I F ( I X O L O ( I 1 . E Q . O )  GO TO 30
C — — LOOP FOR ALL V A R I A B L E S

DO 30 I~~1,KPARA
C — — SEE I F VALUE W I T H IN LI M ITS

IF (IX (I .) .GE. 0 .ANO . IX (I ) .LE. IXM A X (I ) )  GO TO 17
WRITE (6 ,120 ) I , I X ( I ) , T X M A X ( I J

120 FORMAT (/// LOX , ’~ *~ WA RN ING I ‘s’ , / / / .  ‘VARIABLE’ ,
C1 4,’ HAS VALUE QF’ ,I 4,’v A LUE SET TO :’~,I 5 /// I
!X ( I )~~1 XMAX ( I I

17 CONTINUE
C — — SKIP IF NO TRANSITION

I F I I X I I ) . E Q . IX O L D I I J )  GO TO 30
C — — CODE VALUES AND CALL TABLE FOR EA CH TRANS IT ION

JST A TE a IXlI ) .lX O L O (I ) -~’lO
IF (KCOMD (I) .EQ .O) GO TO 2b
K ’KCDND (I)
00 25

• LaI(—J~~l
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25
1 26 CONTINUE

C ALL . TABL E( KT , 1 , I )
r C — — SUM UP TIME VALUES

I F (L C T. E~~~ . 1 ) C A LI .  HISTINUT (I),ICT (I),KT,IJ
ITI M E ( I , k T ) Z I T I M E ( I , K T ) , I T ( I )
TZ (L,IcTI*TZ (1,KT).FLOATUTII))*FLOATIITII))
ICONDI I ,KT)aICONO ( I,KT).ZCT ( I)
C2 (I ,KT)aC2 (I ,KT),FLOAT (ICT (I))*FLO A T!(ICT (I ,)
NC (1,KT)aNC (I,KT),1

V C — — SET TIME POINTERS TO ZERO
• IT(I).O

ICT II)aO
30 CONTINUE

C — — UPDATE TIME POINTERS
00 40 IaI ,KPARA

C — — SKIP IF FIRST TIME, ZERO COND POINTER IF CHANGE OCCJRRE O
IF (IX II) .E Q.0) GO 10 35

I. C — — ZERO OUT COND TIME IF TRANSITION
KaKCOND ( I)
IF (K .EQ.3I GO TO 35
00 35 Ja1 ,l(
IFIIX (JST (I ,JH .NE ,IXOLO (JST (I ,JU )IC II (I)aO

35 CONTINUE
C — — ADD TIMES TO POINTERS

1. IT (I)ZITII) .JTIME
ICTI I )WICT (I ) .JTIME
IF (IT (I1.GT .1000000) wRITE (6,1SOIII (1) ,I

• 150 FORMATI’ TIME OVERFLOW:’,18,’ AT VARIABLE ,I31
40 IXOLD (I)a IX II )

[ GO TO IS
1. 70 CONTINUE

C — — END 3F TRAJECTORY — ZERO OUT TIME PO INTERS ~ IXOLO
- DO 75 Ia I ,K PARA

IT( I laD
- ICT (I)aO

75 1X3L0(I)aO
I C — — COUNT EVENTS
• MaM .M1

MIsO
- ;  C — — RETURN IF EOF

IF (J5.EQ .1) RETURN
C — — IF NOT , GD BACK AND READ NEXT RUB

• IX (1)a—1
GO TO IS

90 CONTINUE
C — — EOF —— HAS EVENT COUNTER BEEN UPDATED?

IF (IX (2).EQ.99)RETURN
Js.L
GO TO 70
END

231
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SUBROUTINE OUTPUT ( ITEAM )  --~~ 

-

C — — THIS ROUTINE PRINTS OUT THE CALCULATED TIME VALUES
COMMON/Al NBLOCK,KPARA,IcCUND (22) , JST (22,4) , IXMAX ( 22) ,MARKOV,NTEAM
COMMON /B/ITIME( 22, 750) ,T2122,750) ,NC ( 22, 750 ) , ICONO( 22 ,750)
COMMON/C/JSTATE,ITBL (2,22,753),MAXTbL (2,22),ISORT (2,22,75~)),NLO~K
C0MMON/D/AVE(22,75O),DEV (22,75OJ,IjTIMEt(22,75O,8),LCT,H (~3),Lx,LZCOMMON C2 ( 22,750),NCT (22,500,7) ,MX
REAL ITIME, ICOND

C — — LOOP FOR ALL VARIABLES
DO 90 1221,KPARA

C — — WRITE HEADING FOR EACH VARIABLE
K KCONO ( 12)
WRITE (6,100)12,ITEAM, (JST (I2,J),J=1,K)

100 FORMAT ( ‘1 ***‘,lOx, ’V ARIA BLE ’,I3,’ FOR TEA M ’,I,
I ‘ is CONDITIONED BY :’,414)

W R I T E (  6 ,105)
105 FORMAT (/ / / / / )

M X 1
C — — LOOP FOR TABLE VALUES — ONE

11:1
C — — INITIALIZE TEST FOR CONDITION CHANG E

J1= ISOR T ( 11 ,12 ,1 1
ITEST= ITBL. (11 ,12 ,J1) /100

C — — LOOP FOR ELEME NT S IN TABLE
K=MAXTBL (II,I2)
DO 80 13 1,K

C — — GET TA BLE ORDER — Ji POSITION MARKER
J 1 : ISORT (  11,12, 133

C — — J2 D E S C R I P T I ON OF ELE M ENT
J2=ITBLL II,12,J1 I

C — — CHECK T 0 SEE IF CONDITION CHANGED
ICK~~I T B L ( I 1 , I 2 ,J I ) / 1 O O
IF (ICK.EQ.ITEST) GO TO 10

C — — IF CHANGED, SKIP SPACES ON OUTPUT
WRITEI 6, 110)

11 0 FORMAT (/// )
MX~MX+1 

-

ITEST=I CK
C — — CALCULATE TIME AVERAGES AND TIME VARIANCES

10 NUM=NC (12 ,J1. )
C — — WRITE OUT ONLY HISTO INFO IF SECOND TIME THRU

IF ( LCT.EQ .1)  GO TO 30
T IME= IT IME (I2 ,J I )/FLOA T(NUM)
CT IME= ICONDUZ ,J1 /FLOA T NUM

C — — CALCULATE PROB COUNTERS
NX=ITBL (I1,12,J1 I /tO
NZ~ NX/1ONZaNZ*10
NX ZNX —NZ
IF I  NX.GE. IXMAX ( 12 I’ .OR ,NX s L E  .0) NXX IXMAX ( 12)
N C T ( I 2 , M X , N X ) = N C T ( I 2 , M X , N X I . NC( 12 ,J 1)

C — - CHANGE NUM IF =1 BECAUSE OF ZERO D I V I D E  IN VARIANCE
IF(NUM.EQ. 1)NUM=—4
NUM=NUM—1
TSQ :(T2 (I2 ,J1)—r 4C (I2 ,Jl )*TIME *T IM E )/FLOA T (M UM )
TCS Q (C2 (I2 ,J1 )—NC (I2,J1 )1 ~CT IME *CT IME )jFLOA T (NUM )
IF (NUM.NE. — 5 ) GO TO 20
TSQ=0.
TCSQ 2O.

20 W R I T E ( 6 , 1 3 0 ) I T B L ( I 1 , I 2 , J 1 ) , T I M E , T S Q , C T I M E , T C S Q , N C ( 1 2 , 4 1 )
130 FORMAT I 3X, STATEz~ ,I8,~ TIME A VE ~~~,E1O.4, ’ TIME VAR Z ’ ,E1O.4,

1 • CD TIMEa ’,EIO,4,’ CD VAR S ’,El O.4,’ COUNTSS ’,16) I232



r C — — STORE AVERAGE AND DEVIATION FOR HISTO
1. AVE (IZ,J1)~~TIME

OEV (IZ,JI)-.A5S (TSQ)**O.5
IF (LX.GE.O)GO TO 80
AVE IIZ ,J 1)sCTIM E
DEV I I2 ,JL)aA 8S (TCS Q)**0.S
GO TO 80

30 CONTINUE
C — - WRITE OUT HISTOGRAMS

CALL MI STOT (I2 ,JI ,NUM, !TBL (I1 ,I2 ,J1))
80 CONTINUE
90 CONTINUE

RETURN
[ I  END

F ‘
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SUBR OUTINE ,4IS T IN (L TIME ,LC TIME ,LS T ,LV )
C — — THIS ROUTI NE TAKE S THE TIME VALUES AND SEPERATES THE M
C FOR THE HISTOGRAM
C LTI ME — T IME V AL U E  ICTIME — CONOIT ION ED T i Me VALUE
C LST - CO NDITION OR STATE LV — VA R IABLE  NUMBER

C O M M O N/ Q / A V E ( 2 2 , 7 5 0 ) , D E V ( 2 2 , 7 5 0 ) , H T I M E ( 2 2 , 7 5 0 , 8 ) , L C T , H ( 8 I , L x , L Z
DIMENSION T E S T ( 8 ) , T ( 2 )
DATA TEST/8* .999E15/

C — - INITIAL I ZE VARIABLES
TI I) ZL TIM E
T 12 )aLCT IM E - -

C — - LOOP FOR TIMES L CONDITIONED TIME S

IF (L X.LT .O)J~ 2
IF(LZ.GT.8 )LZ ZB

C — — SET UP L I M ITS
00 10 Ia1 ,LZ
TEST (I)z 4VE(LV ,LST ) .H(I)~ DEv (LV ,L ST )

10 CONTINUE
C — — CHECK TO SEE WHERE TIME LIMITS FALL

1=0
20 IaI.1

IF (TI J).LE.TEST (I)) GO TO 30
I F( 1 .G E .6 ) G O  TO 30
GO TO 20

30 CONT INU E
HT I M E( L V , L S T , 1 ) HT I M E I L V , L S T , I ) . 1 . O

40 CONTINUE
RETURN
END
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• SUBROUT INE H1STOT (LV ,LST ,LPI,LC )
C — — THIS ROu TINE PRINTS OUT THE HISTOGRAM INFORMATION
C KaO OF HISTOGRAM FRAMES; HTIME BECOME S THE PROB IN EAC~ FR AME

r COMMON/O/AVE (22 ,750),DEV (Z2 ,75O),NTIME (22 ,TSO ,8l ,LCT ,H (8),LX ,LZ

I COMMON C2 (ZZ,750),NCT (22,500,7),MX
KaLZ • A
lat

- IF (LX .LT .O)Ia2
OD 10 JaI,K
HTIME (LV ,LST ,J)aHT IME ILV ,L ST ,J )/FLOAT ILN )

10 CONTINUE
• C — — C A LCULATE PROB A B I L I T I E S

NX~LC/1O
1• NZ~NX /1Oj NXZNX—N Z*1O

IFII4X .GT.7eOR.NX ,LE.O)NXZ7
- IF (NCT (LV ,PSX ,NXI .E0 .O)NCT ( LV ,MX ,NX ) a—?l

PRaFLOAT ILN )/FLOAT (NCT (LV ,MX ,NX ))
1. C — - CALCULATE VARIANCE

VaPR*(1 .— PR )/NCT (LV ,MX ,NX )
WR!TE (6,LOQILV ,LC ,AVE (Lv ,LST),Q€V (Lvd ST),LP4 ,PR ,V

100 FORMAfl/SX ,’VAR IABLE ’,I4,’ AT CONDIT ION’ ,IB,’ HAS AVE ~ DEVS’,
1. 2E12.5,8X ,’CNT*’ ,I b ,’ PRa ’,F7.5,’ Va ’,E1O.4)
WRITEIÔ ,1LO )(HTIME (LV ,LST ,J) ,Jsl ,K )

110 FORMATUOX ,8FIO .5I
• RETURN

END
‘S
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SUBR OUTI NE SORT
C — — THIS ROUTINE DETERMINES THE ORDER FJR THE TABLE VALJES

COMMON/A/ NBLOCK,KPASA ,KCONO (221 ,JST (22,’,),IXMAXI22 ) ,MA~ KOV,NTEA’4
C O M M O N / C / J S T A T E , I T B L ( 2 , 2 2 , 7 5 O ) , M A X T B L ( 2 , 2 2 ) , I S O R T ( 2 , 2 ~..,7 5 .-) ,NL O lJ K .~

C ~~~S iF DIMENSIONS CHANGED ABOVE 999, ITEMP ALSL~ NEEDS UPPED. PS

DIMENSION ITEMPI999)
DATA ITEMP/999*O/

C — — L OOP FOR ~ OF TABLES
11*1

C — — LOOP FOR ~ OF V A R I A B L E S
DO 90 IZ i,KPARA

C — — PUT VALUES INTO TEMPORARY FILE
K*MAXTBL ( 11, 12)
00 10 J = 1, K

10 ITEMPIJ)~~I TBLII1,I2 ,J)
C — — LOOP FOR ALL TABLE ELE MENTS

00 40 J =I,K
C — - I N I T I A L I Z E  TEST VA RIABLE AND POSITION HOLDER

IN: 1
ICKaITE MPI I)

C — — I N N E R  LOOP TO CHECK SIZE
DO 30 I:2,K

C — — SK IP IF  B IG G ER
ZF (ICK.GT.ITE I4P (I)) GO TO 30
IC K Z IT EM P(  I)
INZ I

30 CONTINUE
C — - STO R E SMALLEST VALUE AND ZERO OUT

13 :K—J .1
ISDRT ( I 1,I2 ,13):IN
ITEMPI IN)aO

40 CONTINUE
90 CONTINUE

RETUR N
END

.1
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LIST OF COMMON VARIABLES

COMMON A (most set In SUBROUTINE PA RAM)

NBLOCK - Number of events in tape bloclq (KPA RA + 1) NBLOCK -
BLKSIZE

KPA RA - Number of variables
KCOND(22) - Number of conditioning variables for variable I ( ~ 4)
JST(22, 4) - Condition variables of variable I
IXMAX(22) - Maximum state size of variable I (assumed 

~~~ 7)
MA RKOV - Number of Markov chain (assumed = 1)
NT EA M - Team or data set; < 0~~~al1 three (3)

COMMON B (used In SUBROUTINES INPUT and OTPUT)

ITIIdE(22, 750) - Tally for time In stat e
T2(22, 750) - Tally for time-squared In state
NC(22, 750) - Tim e counts
ICOND(22, 750) - Tally for time in conditional stat e

COMMON C (used In TA BLE rout ines)

JSTATE - Condit ion of variable
ITBL(2, 22, 750) — Table of conditions
MAXTBL(2, 22) - Size of table I
ISORT(2, 22, 750) — Sorted table values
NLOOK - 1 ~~ Table look-up; otherwise ~ table add-to

COMMON I) (used in HISTOGRA M routines)

AVE(22, 750) - A verage time values
DEV(22, 750) - Standard deviation time values
HTIME(22, 750, 8) - Stores up to eIght (8) breaks for histogram
LCT - INTERNA C histogram indicator
11(8) - Histogram breaks (H(I)* DEV(I, J) + AVE(I, J)
LZ - Number of histogram breaks (< 8)
LX - < 0  time in conditional histogram 0 ~~~-normal histogram

COMMON (BLA NK)

C2(22, 750) - Tally for time-squared in conditional state
NCT(22, 500, 7) - Probability counter
MX - marker for probability
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