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ABSTRACT

This paper concerns the distributiorn of the sum of k
largest observations in a sample of m observations from a
gamma distribution with n degrees of freedom. The density
and cdf of the distribution are given as a sum of gamma
density functions. If n is integer valued then the sum
consists of a finite number of terms. The distribution of
the sum arises in a problem of selecting variables in a

multiple regression analysis.
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1. Introduction.

The distribution of the sum of k largest (smallest)
order statistics arises in various statistical investigations.
In life testing, for example, suppose that m items are put
on trial and that the experiment is terminated when k < m
items fail. Let the length of life of the items be indepen-
dently and identically distributed according to a gamma dis-

tribution with an unknown scale parameter 9, say.

If X, = x2 L aeet xk denote the observed failure times then
Eizl xi, representing the sum of k smallest order statistics,

together with xk is a sufficient statistic for §. If

Zl < z2 Suwn % Zk denote the observed failure times for

another set of items for which the scale parameter is 9', say,

then the ratio R = Ziil X,/ Eizl 2, may be used to test the

hypothesis H: 0 = 0'. Note that the distribution of R does
not depend on the value of the scale parameter, under H.

For another example, suppose that m customers are wait-
ing in a queue for service. In certain situations, it may be
desirable to divert k of the customers who are likely to take
individually longer servicing time compared to the remaining
customers, to a special queue. Let the servicing time of the
customers be independently and identically distributed. Then
the total servicing time of the special gueue represents the
sum of k largest order statistics, whose distribution would

be of interest.




Let Yk denote the sum of k largest values in a sample of n
observations from a gamma distribution with n degrees of
freedom. In this paper we show that the cumulative distri-

bution function (cdf) of Y can be expressed as a linear

k
function of the gamma distribution functions. If n is a pos-
itive integer then the linear function consists of a finite
number of terms. The distribution of Yk is obtained by invert-
ing its Laplace transform. The distribution of the sum of

k smallest values in the sample is obtained similarly.

For an application of the given result consider the
problem of determining the distribution of sample multiple
correlation Rk in regression analysis, where k variables
are selected for inclusion in the regression equation from a
given set of m variables, which maximize the value of Rk'
Suppose that the variables are jointly normally distributed
and independent. It is shown in Section 3 that (M-l)Ri is
asymptotically distributed for large M (sample size) as the
sum of k largest order statistics in a sample of m obser-
vations from a chi-square (xi) distribution with 1 degree
of freedom.
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2. Distribution of 3} Let xr denote the r-th smallest value in a sample

of m observations from a gamma distribution with n degrees of freedom,

m
=7
.mdlet:Yk B e

the sample. Let fk(x) and Fk(x) denote the density and odf of ‘zk '

]_xr denote the sum of the m largest dbservations in

respectively, and let I.k(e) denote the Laplace transform of the distri-

bution. The density and cdf are obtained by inverting L(8), as follows.
Let Y be distributed according to the gamma distribution with n

degrees of freedom, and let gn(x) and Gn(x) denote its density and cdf,

respectively. The density function and the Laplace transform of the dis-

tribution are given by . _
g,(x) =x""e /T(n), x >o

[o e.sx d Gn(x) = (1+8) 7", 8 > o . (2.1)
Let ¢_(9) denote the Laplace transform of the conditional distribution

of v, given Y > x, where x > 0. We have

p

= =1 -0y
b ©) = (16007 " &Y ag ()
= (0™ (1.6 ((1+0)x)) (l—Gn(x))-l.

Let H(x) denote the cdf of xm_ Given xm—k = X, Y, is distributed

"
as the sum of k independent cbservations fram the conditiocnal distribution

of Y, given Y > x. Therefore
L () =[% 00(0) d 1w
0

m=1, x k m=k=-1 k
=m () )Jo\ox (®) G (x) (1-G_ (x))"d G_(x)

m-1 -nk " k. m-k-1
S m( ) (149) fo(l-cn ( (+8)x))) "G, (X)dG,_ (x)
1 <k<m
(1+) ™™ kK = m. (2.2)

The Laplace transform of the distribution of the sum of k

smallest observations in the sample is obtained by substitut-
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ing Gn((1+6)x) for 1-Gé(l+e)x) and l-Gn(x) for Gn(x)
in the right hand side of (2.2).
First we consider the special case when n is a positive integer.
- Let Cav denote the coefficient of x" in the expansion of
: (zn-l x—a v
=0 al
for non-regative integer values of u and v. The numbers Cpy G be
camputed recursively fram the following formula.

u_<_n-l

Eﬂ
ol

cul=o ’ u>n
cC__ =0 ; u>(n-1l)v

n<uc< (n-1)v, vwl.

IA

e
uv & 1y u-o,v=-1 ,

Fram (2.2) and the formula

n-1 x*
o=o ol

-X

l1-G (X)) =e™ 2
n

le

we have after simplification for 1 < k<m

0 = m ™1 mk-1 (n-l)k (n-1)r -1 ¢. c
g I'(n) (k) Io lmo Iv=o A
™5y Pt Geian) VR (ko) T (1ra 9) VR

where o = k / (14r+k). Through decamposition into partial fractions we

have
(1+ e) -nk+u (1 mre) =-U=V-n = an-\l—l a +211+V+n-l bs
s=o (1+9)0k-u=s s (140 )
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- (<q )SUtvn+s-l -u-v-n-s
ag ( Gr) ( “ ) (l-ar)
A | = — - -s
bs = (_l)nk u (nk gt l) (I]);r_l) nk+u-s a. .

By (2.1) the right hand side of (2.4) is the Laplace transform of the
function,

nk-u-1 (x)+u-1zu+v+n-l X ). (2.5)

* =
9 ruv(X) 2:s=-=o asgnk-u-s r “3=0 bsgu+v~+n—s (°"r

Therefore, by inverting (2.3) we get

=M m-1l, «mk-1 o (n-1)k -(p-l)r _. T
£ () Tm 'k )lmo umo L =0 (=) "y Cur

£ -u=v- 2.6
(m-); 1) [(utwtn) (k+ler) 9VD g* - ( )

v

Let

=58 () b Tink-ukg-t) T(ntutvit)
Ez,'wt “t=0 't'%r T(nk=u) T (n+utv)

where { is a positive integer. From (2.3) we cbtain the {-th moment of

Yk’ given by




£ m
EYK’TTET(k)

grk=lg(n-)k  o(n-l)xr ), r

u=0 V=0 cuk cvr

u

“r=o

m—k 1 -u=v=-n (2.7)

) T(utw+n) (k+1+x) Pravt *

(

For n =1 and %= 1, the formula (2.7) checks with the known result

(see e.g. David (1970) 2.7.3)

m i -1
EY =I i =m-k+1 ZJ -3 (m=3+1) ~.

k

Next, we consider the general case when n is not a positive integer.

The case n = 1/2 is of special interest, as in the example, described in the
previous section. Let

(a) r

i
$(a,bix) g =l(b) =3

(a)r = a(atl).. . (atr-1)

denote the confluent hypergeametric function, and let

x!‘

s x
b (abix) = 1. .4 drs r! (2.8)

where s is a positive integer. Differentiating (2.8) with respect

to x and using the formula for the derivative of a confluent

hypergeometric function, given by

d - 2 i’
& d(a,b;x) = 5 $(a+l,b+l;x)
we get

r
sa ,s- -1 =
b (a,b;x)®(a+l,bt+l;x) = ZFO dr+l s o

Equating the coefficient of x* both sides we cbtain a recursive relation

for the coefficients d o’ given by dos =1, drl = (a)x/(b)r
sa (a+l)

G418~ t-o(t) TFTJ—_ el 81 e

e




The above formula will be used below for the special case in
which a = n and b = n+l. 1In this case

A (< L |
T nthso s} (neler-t) T4, .. 8> 1L

(2.9) simplifies to

G(X)"E sl Toi ()

n
T"(%T e ¥ 5(1,n+l;x).

n
TTE:IT 2 (n,n+l;=x) . (2.10)
The last step in (2.10) follows fram the relation ¢ (b-a,b;-x) =
e d(a,b;x). Using (2.10) in (2.2) we get for 1 < k < m

(8 = () (1+8)7 J’ (16, ((l+0)x))de ™K (%)
L

nk gk .
=k @ @™ RS a6 0 1Ky e

k ()
k - G ‘ b
e — " £ T S (2.11)

- [® n(m=k)+r k-1
Ly = Jg X (1-G_(x))™ “g, (x)dx.

Inverting (2.11) we cbtain the distribution of Y, , given by the density function
————-—k(:) -1 d ) (x) (2.12)
(x) = (=1) X). .
fk (T'( l))m-k “r=o0 m=k rk gnmr




Table I below shows, for illustration, the upper 90th and 95th
percentiles of the distribution of Yk for certain values of

m,k and n. Since Yl represents the largest order statistic

in a sample of size m, and Ym is distributed as a gamma
random variable with mn degrees of freedom, the percentiles

of Yk for k = 1 and m can be obtained from available tables

of the gamma distribution and the distribution of the largest

order statistic from that distribution. Percentage points

of the distribution of order statistics from the gamma dis-

tribution have been tabulated by Gupta (1960). The percentage

points of Y1 given in the table agree with the corresponding

points give in Table III of Gupta.
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3. Asymptotic Distribution of Rk’

Let X, /,c.. ,xk denote a given set of m predictor variables

ll
and Y denote the predictand in a multiple regression problem,
where the variables are jointly normally distributed. Specifi-

cally, let (Y,X ..,xm)' d N(u,I), where d means "dis-

158
tributed as". Since we are concerned with the correlation

coefficient, we can assume without loss of generality

that u= o and that [ is a correlation matrix. Let Y and }fi denote the
vector of deviations of the cbserved values of Y and Xy from their
respective means in a sample of M abservations obtained from the given
distribution. Consider a subset of the predictor variables, say, xl""'xk'
Let X = ()51,...,)5k) . The square of the sample multiple correlation between

Y and (xl,...,:g() is given by

= x xoxy /'y,

By the law of large numbers

-

N §
M-1) (X X) _P_>_l as M +» »

where :l denotes the correlation matrix of the predictor variables
Xprees X+ Therefore, asymptotically
oeDR® oy x o]

Let R, denote the largest sample multiple co-relation among (’}‘(‘)

X Y /@ (3.1)

correlations between Y and k out of m predictor variables.
Let Vi = (Y'xi)z/ (Y'Y), and let Sk denote the sum of k largest

values among Vl,....Vm. Let Cor (Y,xi) = p and Cor (xi,xj) =)\ for
i, 3=1,...,mand i ¥ j. That is, the predictor variables are equi-

correlated with themselves and with the predictor variables. The two




ll'

-1
: 1
Let \, and \ denote, respectively, the minimum and maximum of the two

distinct characteristic roots of [ =~ are (l—k)-l and (1+(k-1))‘)"l

values. The quantity on the right hand side of (3.1) lies between

A zk=lv and x 21=l i Therefore, the asymptotic distribution of (M-l)Ri

is minorized (majorized) by the distribution of A,S (A'sk).

Let A= 0. Then A, = A" = 1. Giveny, v, /2 = (YX)/(YY)1/2 d
N(D(\f"{) 1/2, 1-02) and Cor(Vi/z,V‘;-'/z) = -02. Therefore
B2, P § mpret, g (3.2)

where W = d x; and Ul diy 'Um are jointly normally distributed independent
of W, with mean zero and covariance, given by

2 SR
var (Ui) 1-p~, Cov (Ui’uj) =P,

Thus for large M we have

(M—l)Pk d 32

with the distribution of Sk being given by (3.2). If moreover, p = O
then b}f is distributed as the sum of k largest values in a sample of

m observations from a chi-square distribution with 1 degree of freedom.

v
}
t
!
3
,
;
3

Diehr and Hoflin (1974) have given an empirical formula for the

—

percentage points of the distribution of Pi for the case A =p = o.
Fram Table 1 of their paper we obtain the 90% and 95% points of (M—l)lgz(

form=5, k=1,2,3, M =106, as shown below

k=1 2 3
90% point 5.25 7.56 8.50
954 point 6.51 9.14 10.18

——————— A e aa
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The above figures are slightly larger (as they should be) than

the corresponding percentage points of 2Y, for m = 4, given in

k
Table 1 below.
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(14)
Table 1 - Percentiles of the distribution of Yy
: i
k 1 2 3 4
90% 'ngﬁm'fk:§ﬁ¥“’”_"?WTK'*"“ﬁﬁi’::“‘ﬁ??Tff$‘TﬂTf_’~_775§
¢ n =
k m=2 1.90 2.51 2.30 3.00
3 2.25 2.8% 2:9 3.6 3.18 3.91
4 2.46 3.09 3.5 4.0 ST 4.7 3.89 4.74
n =1
2 2.97 3.68 3.89 4.74
3 3.57 4.08 & .7 5.0 5.33 65.30
4 3.65 4.30 553 6.2 6.2 72 6.68 1+7%
n = 2
s 2 4.71 550 6.08 -
3 5.19 6.03 7.8 8.9 et 10,53

n=23

2 6.26 T2l 9.47 10,51

3 6.80 7.73 10.6 12.0 12.99 14.43

1 A% ¥ 8§10 115 k2.7 14.06 16,0 16.60 18.21
n =4

2 Tk 0N 8.70 11.77 13.18§

3 8.30 9.53¢ 13.3 14.7 16,60 18.21

4 8.71 9.71 16.3 15.6 18.4 20.1 21.30 25,10

o
o

21 10.22 14,21 15.71
3 9.74 10.83 15.9 17.4 20.13 21,89
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