AD=AO70 023 CALIFORNIA UNIV BERKELEY STATISTICAL LAB F/6 12/1
SOME MEMORABLE INCIDENTS IN PROBABILISTIC/STATISTICAL STUDIES, (U)
1979 J NEYMAN NO0O14=75=C=0159

UNCLASSIFIED CU=SL=79=02=0NR NL

|

| or | !

AD =

& -
END
DATE
FILMED
1-79




DISTRIBUTION. STATEMENT A
Approved for public release;

Distribution Unlimited




UNCLASSIFIED

Security Classification
L’ DOCUMENT CONTROL DATA - R & D 1

(Security classilication of title, body of abstract and indexing annotation must be entered when the overall report Is classified)

' OHI'GINATING ACTIVITY (Corpor.u?lhol) l2a. REPORT SECURITY CLASSIFICATION
Statistical Laboratory Unclassified ,
University of California 2b. GROUF ;
| Berkeley, California 9LT720 £
B REPORT TITLE e ——— i Ao o S—— r
CE: bome "emorable 1nc1cents in Drobdblllatlc/sta+1st1cal studlfi, | ;
/ s L - e ' \ [
...... -l t
’
4 DESCRIPYIVE NOTES (Type of report and inclusive dates) t
Scieg}ific
8 AUTHORS) (First name, middle initial, last name)
’!;:) Jer"ylieyman
. el ~ - )
. N *»—« e am— - o ) -2 /
- "
! /L i
¢ _HEPORT, [ I: 7a8. TOTAL NO. OF PAGES 7b. NO OF REFS
y 1975 /(/5) oy 32 28
‘ /PH / y — “*“h” ORIGINALQRLS F “PORT NUMBERIS)
ONR [NOOQ_14-T5- c-p‘l59>< R CU‘ Z:—om 19-02 = G K

b. F;bw
~DPAAGL] - 76-G- = G 3

I b 9b. OTHER REPORT NOI(S) (Any other numbers that may be assigned
this report)

d.

10 DISTRIBUTION STATEMENT

This document has been approved for public release; its distribution is
unlimited.

11 SUPPLEMENTARY NOTES 12. SPONSORING MILITARY ACTIVITY

\ Office of Naval Research
Washington, D.C. 2001k

3 ABSTRACT

This paper has been prepared for delivery as an openinz address at a Symposium

at Chapel Hill, N.C., intended to honor Professor Wassily Hoeffding. The contents
of the paper are summarized in the titles of its f1ve chapters marked with

Roman numerals II to VI, as follows: II. The Cramer-Hoeffdlng research incident
(= the importance the theory of large deviations initiated by Cram&f for the
asymototic theory of statistical tests). III. Two different strategies in mathema-
tical statistics. IV. The Yule-Pbélya research incident: Li#’hechanism of a
natural phenomenon, and 44f) non-identifiability. V. Some modern recurrences

of the Yule-Polya problem. VI. Effort at an “S@timal“*gompetitor to the K.P:'s
chi scuare test. Possibly, the most important unresolved problem is that of the
A ‘"residualdyhon-identifiability of the serial sacrifice experimental design,
discussed in Chapter V.

DD

."?::‘.51473 Unclassified

Security Classification

i NN




Unclassified

Security Classlllcation

KEY WORDS

LINK A

LINK ®

LINK C

ROLE wY ROLE wrT

ROLE wT

. 4 v LY 2
Cramer-tHoett'ding

Mathematical Statistics

» '\’
Yule-FPolya

Mechanism ot

Non-identitiability

Optimal competitc

) i

Natural Phenomenon

Chi Square Test
L) o
IS Em——
L
y
|
v/
] ¢ Y v 1 3
|Avall and/ox
speclal
T S, ——
Y T T

Unclassified

Security Classification




SOME MEMORABLE INCIDENTS IN
PROBABILISTIC/STATISTICAL STUDIES

Jerzy Neyman
Statistical Laboratory

University of California, Berkzlev, CA 94720

CONTENTS

Chapter Page

I. Introduction 2

II. The Cramér-Hoeffding Research Incident 3

ITI. Two Different Strategies in Mathematical Statistics 8
IV. The Yule-P6lya Research Incident: (i) Mechanism of

a Natural Phenomenon, and (ii) Non-Identifiability 10

V. Some Modern Recurrences of the Yule-P6lva Problem 16
VI. Effort at an "Optimal" Competitor to the K.P.'s Chj

Square Test 25




s e ——

%

I. INTRODUCTION

1. Congratulations to Professor Hoeffding. I am very

grateful to Professor Chakravarti for his invitation to open
the discussion at this Symposium intended to honor Professor
Wassily Hoeffding. We met long ago and from the very begin-
ning, it was a pleasure to find a marked similarity in our
research interests. After the joint work with Egon S. Pear-
son [1923] concerned with power functions and later, after the
development of the theory of confidance intervals [1937a], my
research efforts focused on the deduction of variously defined
“optimal" statistical methodoloaies [1959] that could be easily
used in studies of natural phenomena. Against this, here is
the title of Professor Hoeffdina's paper: "Optimal nonpara-
metric tests" [1951] he delivered at the Second Berkeley Svmpo-
sium on Statistics and Probability held during the summer of
1950, more than a auarter of a century ago. Since that time
our intellectual contacts continued, but our personal encount-
ers were "like Victoria Regina: seldom, seldom in bloom."
Incidentally, the problem of the optimal non-parametric
tests of composite statistical hvpotheses is still "on the

books."

’
!

e

SR AORATY  PGIN BL L W o WA




The mathematical tool most frequently used in the development

of statistical methods is the Central Limit Theorem on prob-
abilities, roughly as follows. Let {Xn} be a seauence of ran-
dom variables each having two moments, EXn=0 and EX2=02\w

and let

n
£ 3 ¥, (1)

Then, under certain conditions,

3 < » ] t -U?/:-’

1im P {S_ = ton} = — f e du = ¢(t) (2)
n -

nso V2 -

for any preassianed real number t. This theorem preoccupied
mathematicians for a couple of centuries now [Lodve, 1960]. The
successive proofs aiven differ in the generalitv of the "certain
conditions" just mentioned. This long duration of efforts to
prove the validitv of formula (2) resulted in the establish-
ment of a "routine of thought." Whenever some particular
problems of mathematical statistics involved the consideration
of sums of random variables like (1), with the value of n con-

sidered "larae," it became customary to presume that formula
(2) aives a satisfactory approximation of the true distribution
of Sn. The word "customary" is not adecuate. The breaking of

a "routine of thouacht" stimulates ooposition.




Among other things, the classical central 1imit theorem
was used to compare the effectiveness of statistical tests.

Here, the term Pitman asymptotic efficiency comes to mv mind.

As described bv Yu.V. Linnik [1961]. the honor of breaking
this firmly established routine of thought belonas to Harald
Cramér. In 1938, just before the beainning of World War II,
there appeared Cramér's paper [1938] offering the first solution
to a novel question that Cramér dared to ask. Briefly, it is
as follows.

With reference to formula (1) assume that all the variables
of the seauence {Xn} are mutually independent and identically
distributed. Consider the probability

<
F(t) = P(s, £ tovil, (3)

where tn grows to infinity as n is increased. Cramér's ground

breaking auestion was about the asymptotic behavior of the ratio

1-Fn (tn) ()

1- ¢ (tn)

.

dependinag on properties of the variables Xn and on the rate of
increase of tn. This paper generated a new chapter of prob-

ability theory, labeled "theory of large deviations" [Linnik. 1961].
Brieflv and rouahlv, the imoortant auestion was whether 1- & (tn) can

be considered as a satisfactory approximation of the probability

that the sum S will exceed a 1imit proportional to thﬁ.
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3. Professor Hoeffding's Initiative to Use the Novel

Probabilistic Tool. While it is obvious that Cramér's Timit
theorem on larce deviations must be a better tool for studying
the asymptotic properties of statistical tests than is the
classical central limit theorem, the disasters and the lenath
of World War 11 were not conducive to the development of con-
ceptual mathematical subdisciplines. In consequence, the rele-
vance of the Cramer ground breaking work remained unnoticed for
almost two decades. Here, a paper by Professor Hoeffdina [1965]
nlaved a special role.

The title of this paper is:
“Asymptotically optimal tests for multinomial distribution."
Professor Hoeffding begins by formulating his own definition of
asymptotic optimality and then states: "To attack these prob-
lems, the theory of probabilities of large deviations is needed."
This is followed by proofs that, under specified conditions,
certain familiar tests (the likelihood ratio and the chi square
tests) are asvmptotically optimal in the sense of the new, call
it, Hoeffding definition of optimality.

Professor Hoeffdina's paper was presented at a meeting of
the IMS and the discussion that followed is recorded in the
Annals. It appeared that, even thouch Cramer's theorem on
large deviations was familiar to several statisticians, in-
cluding H. Chernoff, R.A. Wijsman and N.G. Chaoman, Professor

Hoeffding must be credited with the first serious effort to




see what the novel probabilistic tool can contribute to the

theory of asymptotic tests.

Incidentally, published in 1965, fourteen years aao,
Hoeffding's paper continues to affect the thinking of this day.
The following auote is from a paper published in the last issue

of the Zeitschrift fiir Wahrscheinlichkeitstheorie und varwandete

Gebiete [Berk and Jones, 1979]: "The first [lemma] is actually a
special case of a theorem of Hoeffding (1965), Theorem 2.1."
My heartv compliments to Professor Hoeffding!

4. Reasons for Preferring the Theory of Large Deviations

as_a Tool for Studying Asymptotic Tests. The word "preferring"

in the title of the present section emphasizes its subjective
characters. It has to do with the meaning I attach to the
terms "errors of the first and second kinds" possible to com-
mit in testing a statistical hypothesis.

As described in[1977a] in the course of an empirical study
one is freauently faced with a two-decision problem. Depend-
ing uoon the outcome of the statistical test used, one has to
decide to go, say, either "right" or "left," and either decision
can be erroneous. Depending upon personal attitudes, one of
the two errors will be judged more important to avoid than the
other. My definition is: the error that is more important to

avoid is called the error of the "first kind." In consequence,

when selecting a test to be used in a particular empirical study,

my first concern is to make sure that the orobability of com-

| RS - — s . o~




mitting an error of the first kind does not exceed a pre-

assigned level a, now called "level of significance." Depend-
ing upon the subjective feeling of importance, the chosen level
of significance may be a=0.10, or a=0.05 or a=0.01, etc.

When the problem of the desired level of sianificance is
solved and if it can be ensured by any test of some determined
class, the time comes to think of the less important error, the
error of the "second kind," which means to determine the most
powerful test within the class considered.

This is the backqround of my preference for the theory
of large deviations as a tool in the theory of asymptotic tests
as compared with the classical central Timit theorem.

In an empirical study involvina a two-decision problem,
one is faced with some real life situation, with some hypothe-
sis which can be true or false and with the deqree of its false-
hood measured bv a parameter :, the value of which is unknown.
The onlv thina that is under our control, at least to some ex-
tent, is the number n of observations that can be used to test
the hypothesis that ==0. The all important aquestion is whether
this particular number n is larae enough to achieve the chosen
level of significance a. The answer depends on how close the
ratio (4) is to unitv, which is the subject of Cramér's theory
of larage deviations. including jts modern descendants. The
use of this theory does not violate the real life situation of

the problem, with : having some unknown fixed value.




Now consider the asvmptotic test possibilities offered
by the classical central limit theorem on orobabilities. As
is well known, both the Pitman asymptotic efficiency theorv
and the theories of asvmptotic tests developed bv Cramér [1928] and
bv myself [19597 denend on visualizina that the real life nroblem, say.
the problem of testing considered today, is a member of a
hypothetical sequence with the fixed unknown - replaced by G s
such that the product :nyﬁ is bounded away from zero and
infinity, oreferably tendina to some known limit. This is
something very different from and much less inspiring than the

question of how close to unity is the value of (4).

ITT. TWO DIFFERENT STRATEGIES IN MATHEMATICAL STATISTICS

5. A Curious Detail of the History of Statistical Tests.

The Cramér-Hoeffding research incident described in sections 2
and 3 illustrates a curious detail of the history of statisti-
cal tests, particularly of the early historv. The customary
strateay is composed of two consecutive steps. (i) A statis-
tician concerned with some empirical domain proposes a testing
procedure sucqested by his intuition. Then, (ii) an effort
is made to investiocate the proverties of this procedure, occa-
sionally leading to the conclusion that it is in some sense

"optimal." Examoles of this sequence (i)-(ii) are countless.




The first test procedure, still in verv frequent use, is
the chi square test introduced by Karl Pearson in 1900. It
was one of the subjects studied in the Hoeffding paper just
discussed. The other test discussed in the same Hoeffding
paper is the likelihood ratio test. As stated by Professor
Hoeffding, the likelihood ratio criterion was suggested by
E.S.P. and myself in 1928. However, this suagestion was made
on intuitive grounds. The criterion suggested did not result
from a search for a procedure satisfying a defined concept of
optimality. The intuitive background of the 1ikelihood ratio
test was simply as follows: if among the contemplated admis-
sible hypotheses there are some that ascribe to the facts
observed probabilities much larger than that ascribed by the
hypothesis tested, then it appears "reasonable" to reject
that hypothesis.

As another example, I wish to mention a test criterion
competitive to the chi square, first suggested by Harald
Cramér [1928] and somewhat later also advanced bv Richard von
Mises [1931].

The alternative philosophy, or strateay, is just the op-
posite to the seauence (i) and (ii). When one has to deal with
an empirical domain of study and cne feels in need of a statis-
tical procedure, it seems natural to visualize the pbroperties
that this procedure should have to deserve the description

"optimal." Naturally, suchconcept of ootimality can depend




-10-

upon the domain of empirical study and it must depend on the
subjective preferences of its author. However, once the op-
timality is defined, the mathematical problem occurs: to find
the "optimal," if such exists. On occasion one finds that the
initially defined optimal procedures do not exist. Too bad!

Then one has to look for a "compromise optimality," etc. One

example is the concept of "unbiased most powerful tests"
[Neyman and Pearson, 1936]. Here, the word unbiased marks the
compromise ootimality. In the case considered, the "uniformly"

most powerful test does not exist.

V. THE YULE-POLYA RESEARCH INCIDENT: (i) MECHANISM

OF A NATURAL PHENOMENON, AND (ii) NON-IDENTIFIABILITY

6. My Cuntacts with George Udny Yule. During my four

year long activities at the Department of Statistics, Univer-
sity College, London (1934-1938), I had the privilege of meet-
ing quite a few outstanding scholars. This included G. U. Yule
for whom I developed great respect and warm feelings.

The studies of Yule that attracted my particular attention
were preformed jointly with M. Greenwood [1927]. Subseauently,
a related paper was published by E. M. Newbeld [1928].

My preferred way of describing these studies is as follows:
They are concerned with the chance mechanism operating in real

life, the mechanism that determines the distribution of an ob-
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servable random variable X. 1f this mechanism is understood,
it could be used to solve an important practical problem,

The particular random variable X of the Greenwood-Yule-
Newbold studies was the number of accidents per unit of time,
per bus driver in London. The important practical problem
considered was the means to diminish the frequency of accidents
involving the buses. Exactly similar problems are important
in the present epoch, even though the actual domain of study
can be very different. One example is the question: how can

one diminish the freauency of deaths from cancer?

fhe problem ot accidents was studied in our Stat. Lab. in the
early 1950'<.  Herve Professor Grace b, Bates plaved an important
role ["\.\It‘\‘ and Neyman, 1952a, 1952h ).

The first of these vpapers is dedicated to the memory of Georqe
Udny Yule and is preceded by a one page biographical sketch, [t in-
Cludes the tollowino passage:  "In 1931 Yule felt that he was too old
to hold the position of Reader at Cambridoe University and retived. At
the same time he felt vouna enough to learn to flv. Accordingly, he
went throuoh the intricacies of training, oot a oilot's license and
houaht a plane.  Unfortunatelv, a heart attack cut short both the flving
and, to a considerabte dearee, his scholarly work."”

[t happened that my personal contacts with Yule were very

limited, They occurred during the period when he was recover-

] ing from his heart attack. However, these contacts affected

my thinking. In particular, thevcontributed to the ‘ormulation
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of my paper of 1937 [b].

The attempts to decrease the frequency of accidents taking
into account the "human factors," mentioned in the title of
Miss Newbold's report, are connected with the concept now called
"accident proneness." There is little doubt that particular
individuals do differ in their proneness to accidents of some
specified categories. However, the details of this variability
are not clear and here empirical studies are important. During
our studies in the early 1950's our thinking was affected by
two contrasting hypothetical mechanisms. One of them is the
Greenwood-Yule-Newbold (GYN, for short) hypothetical mechanism,
the properties of which can be summarized as the “"mixture - no
contagion - no time effect" mechanism. The other hypothetical
mechanism, implied by studies of George PSlya[1930), was just the
contrary: "identity of individuals, contagion and time effect."

To be more specific: the GYN mechanism presupposed that
the number of accident incurred by a particular individual per
unit of time, such as a year, is a Poisson variable with a fixed
expectation \, representing this individual's personal accident
proneness, which remains unchanged throuahout his active life
(= "no time effect"). Another basic assumption is that the
value of \ varies from one individual to the next (= "mixture").
More particularly, the assumption was adopted that the variation

of \ within a relevent population, such as the oopulation of




actual or potential bus drivers in London, can be adequately

represented by a gamma distribution.

Starting with these basic assumptions it was easy to
deduce that the number of accidents per year incurred by in-
dividual bus drivers must have a negative binomial distribution.
Actually, using the data on accidents involving bus drivers
it was found that this distribution could be well fitted by a
negative binomial so that the GYN mechanism (or shall we call
it "model?") appeared to have been "confirmed."

Everything appeared nice and smooth until the Pélya "model"
was examined. As described above, this model denied the existence
of a "mixture." The basic assumption was that all individuals
forming the population of actual or potential employees in a
particular industry were "born equal." However, it was assumed
that the number of accidents in a time interval [t, t+h), where
h is a small positive number, depends upon the number of accidents
incurred before time t (= "contagion"). Also, there was the
assumption that, as the duration of employment increases, the
experience gained may diminish the individual's accident prone-
ness (= "time effect").

Using these specific assumotions suggested by the famous
P61ya parer of 1930, it was easv to calculate the distri-
bution of the number of accidents per year in a population com-
parable to that of the London bus drivers. Because of the con-

trast between the two hypothetical mechanisms, the GYN and the
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P61ya mechanisms. the expectation was that the two distributions

would be very different. If this happened, then the empirical

data, such as the data resulting from Miss Newbold's study of

the London bus drivers could be used to resolve questions like

that in the title of our study [1952b]: "true of false contagion?"
When the easy calculations of the relevent probability

generating function were performed, Dr. Bates and I experienced

a little shock: with reference to a sinale observational period,

such as a year, the P6lya "no mixture - contagion - time effect"

model implied that the distribution of the number of accidents

per driver must be a negative binomial, coinciding with that

implied by the Greenwood-Yule-Newbold model! This finding brought

to our minds several ideas that appear important to this day. One

is the concept of non-identifiability. The other related idea is

that the problem of validation of a hypothetical mechanisms of a
natural phenomenon deserves a serious effort. One hopeful possi-
bility is that the non-identifiability of some two (or more) hy-
pothetical mechanisms, the non-identifiability with respect to

the distribution of a specific sinale random variable X, mav disappear
just as soon as one supplements X by some other appropriately

selected variables, say X], XZ""Xs’
The second of our joint papers censiders a number of

not too difficult empirical studies capable of providing a

definitive answer to the all important question about the reality

e A
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of "contagion" in accidents. E£.a., The identifiability can be achieved
by countina accidents of each driver not just in one particular year (say
\‘ of them), but also those incurred during the followina vear. say X? of
them, etc. See Grace . Bates [1955].
This section concludes my description of the Yule-Pdélya

problem as it came to my attention with reference to industrial
accidents: what is the governing chance mechanism? Without
much risk of exaggeration one may assert that this type of prob-
lem is encountered in every serious study of a complex natural
phenomenon. In cosmology: what is the chance mechanism qovern-
ing the dispersal of clusters of qaalaxies? How can one verify
any relevent hypothesis? In public health: what is the mech-
anism behind the observed geographic variability in the in-
cidence of cancer? Through what experiments and with what
statistical methodology can one gain reliable information? In
weather modification experiments: what are the processes in
the atmosphere that follow "cloud seeding?" What statistical
methodology is likely to provide the desired information
through the analysis of the many completed experiments?

Here, a remark on terminoloqv seems in order. [t seems
to me that the common use of the term "model" deserves a mod-
ification or restriction. Mv preference would be to restrict
the use of this term to sets of (customarily) aualitative

assumptions advanced to explain a natural phenomenon. One

example is the GYN model suqoested to explain the notorious
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driver to driver variability in the number of accidents per
vear, the "mixture - no contaaion - no time effect" model.
The same aoplies to the P6lya "no mixture - contagion - time
effect" model. This use of the term "model" appears quite
different from the designation of a mathematical formula
that fits the observations. One frequently encountered ex-
ample is the phrase "linear model," etc.

Discussions of the Yule-P6lya dilemma relating to the

problem of public health will be found in the next chapter.
V. SOME PRESENT DAY RECURRENCES OF THE .Y.U.LE:,P.@LX_‘,\ DILEMMA

7. Public Health Policy and Basic Research. The impor-
tance and the difficultv of the present day public health prob-
lems overshadow those of industrial accidents symbolized by
the names of Yule and P6lya. However, the broadly understood
research oroblems remain similar.

One of the tvpical contemporary public health problems
is concerned with the hazards from electricity producing plants
[1977b].brieflv as follows. A locality L, marked hv a rapvidly
arowing population, is in need of a new electricityv producing
olant. This may be either a nuclear facility or a fossil fuel
burning unit and the choice is up to some decision makina
authorities. Amona other thinas, the choice must be made taking

into account some public health questions. "Whatever tvpe of
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plant is constructed, it will contribute to the local pollution
in its own way. The important auestions are: how many more
cancer cases, heart attacks, etc. are to be expected in this
locality L as a result of the predictable extra pollution

from the normal operation of the novel electric generator?

How can one answer this question reliablv?

The reliabilitv of the answer depends upon the understand-
ing of two different mechanisms. One mechanism is concerned
with the happenings in experimental animals, mice, doas, etc.,
subjected to a specified change in the environmental pollution.
The other important mechanism is that of the dependence of the
effects of the first mechanism on the identityv of the species
concerned, whether mouse, or rat, or dog, or man. OQObviously,
the complexity of the problem is tremendous. It splits itself
into a number of subproblems. In the next section, we shall
consider one of these subproblems. It involves the ubiauitous
phenomenon of non-identifiability.

8. Typical "Survival Experiment" and the Methodoloay

of "Potential Survival Times." The customary source of infor-
mation on the happenings in the experimental animals, say mice,
exposed to some "agents" studied is a "survival experiment."
There are two substantial aroups of mice, one labeled "exper-
imental" and the other "controls." The experimental mice are

exposed to the aaents studied and the controls are not. Nhen

a mouse of either aroup dies, its bodv is subjected to a path-

o
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ological study and an effort is made to determine the cause
of its death. With a deqree of oversimplification, it is
nostulated that there is a somewhat limited number of possible

causes of death, sav K of them. The problem studied is that

of the difference in death rates from the different causes
among the exverimental and the control mice. This is only a 1
rough description of the problem. One of the difficulties

that became obvious on closer examination is due to the omni-

present phenomenon of "competina risks." One illustrative

example is as follows.

A11 of us alive today are exposed to a variety of risks
of death, including street traffic and cancer. If I am run
aover and killed by a car tonight, it would be impossible for
me to die later from cancer and, in due course, this would
affect the published death rates from cancer. In consequence,
the numerical results of a survival experiment with mice do
not characterize "net rates" of deaths from the various causes
of death studied but only the "crude rates." These crude rates

corresponding to the different causes (or "risks") studied

characterize not only the intensities of varticular risks. but thev
also reflect the comhined nroperty of all of them that is due to
competition. Now, let us visualize the results of a completed
survival experiment after all the mice. sav of the exverimental

aroud, have died.
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Table 1 illustrates the obtainable results.
Table 1

Il1lustration of the results of a survival experiment.

Cause of Death Survival Times of Particular Mice
< <
G th 7 42 7 43 * %4n,
< < <
Ca By =ty =tz ... = t2n,
< < <
CK tK“ - tK?_ L e e tKnK

The first column of Table 1 enumerates all the K causes
of death. The wide second column aives the corresponding
consecutive survival times of mice that died from the parti-
cular causes. Thus., for example, the symbol th stands for
the time of the first recorded death from cause C]. Similar-
ly, the last symbol in the same line, namely tln] reoresents
the time of death of the last mouse that died from the same
ause C1. etc. Here, then. the subscripts T R
denote the numbers of mice that died from causes C], CZ’ -
CK, respectivelv. Naturally, these numbers Nys Moy weey Ny
will not be all eaual and their variability will reflect both

the severity of particular causes and their competition. The
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reader will have no difficulty in visualizing an exactly
similar table compiled for the control mice. These two
tables would then be ready for the evaluation of the effects
of the agents studied on the survival experience of the mice.

Having in one's mind the problem of a new electric gen-
erator in locality L, one might think of the question: how
many more deaths from cancer (perhaps cause C]) should one
expect among mice if the "agents" studied included irradiation?
What about the methodology of evaluating the experiment that
could answer reliably a question of this kind?

One of the methodologies used is that, based on the concept
of "potential survival times." For an experimental animal ex-
posed to K possible risks (or causes) of death, the term i-th
potential survival time designates a random variable Y; supposed
to represent the age at death of this animal in the hypothetical
condition in which Ci is the only possible cause of death. The
probability that Yi will exceed a preassigned value t is called
the "net survival probability."

Unfortunately, while a survival experiment can be conducted

to investigate a great variety of different "agents," the re-

sulting "causes" of death are not under control of the experimentor.

Thus, no direct empirical counterpart of the net survival prob-
ability can be available. All that the results of a survival

experiment illustrated in Table 1 can provide is the empirical
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counterparts of the so-called “crude survival probabilities."
For the i-th cause the crude probability of surviving up to
time t, say Qi(t) is the probability that Yi = min(Y]. YZ’ e
YK) and that Yi\t. Here, then, the question arises whether

a statistical methodology could be developed to use the crude
survival aata as in Table 1, perhaps somehow supplemented, in
order to estimate the net survival probabilities.

As interestingly described by David [1974], the competing
risk phenomenon occurs not only in problems of public health
but also in problems of technological reliability. Here, the
most attractive presumption supplementing the data of a survival
experiment is the assumption that the potential survival times
Yi are mutually independent. However, the hypothesis of in-
dependence cannot be tested using the data of a survival ex-
periment and the publications of Tsiatis [1975] and of Peterson
[1976] document the presence of non-identifiability. The crude
survival probabilities are consistent with an infinity of systems of
widely different net survival probabilities. The conclusion
is that the survival experiment of the type described is too
simplistic to provide all the valuable information for studies
of problems of health.

9. Survival Experiments with Serial Sacrifice. The "serial

sacrifice" methodoloay [Uoton, 1969] represents a verv important

advance in the health related experimentation. PRather than focus
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on the diagnosed "causes" of death of the experimental animals,

1 the serial sacrifice experimentation deals with what I like to

call "elementary pathological states," say S1, 52, o SK.

For example S, may stand for thymic lymphoma (a cancer), S, for
reticulum cell sercoma, another cancer, etc. At selected times,
1 say t], thy ... samples of mice alive at these times are killed
(= "sacrifice") and their bodies are subjected to a pathological
analysis. The result of such analysis for a particular mouse
may be that, at the time of its sacrifice, it was affected by,

say, three elementary pathological states, S4, 55, 56‘ and no

L others.
The above methodology provides empirical counterparts to

the following type of questions: how frequently the mice alive

at the preassigned times t], t2, ... are affected by this or that
combination of pathological states? Combined with similar data
4 for mice that died on their own (not through "sacrifice") the
amount of information from a serial sacrifice experiment is very

much richer than from the "typical" survival experiment illustrated

in Table 1. Also, there is an important difference in the nature

of the information.

Here, I wish to call the reader's attention to the analocy
between the serial sacrifice vs. "tvpical"” survival experiment
situation. on the cne hand, and the multiple periods of countina

accidents vs. just one such period, on the other. As discussed in
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in Section 6, the non-identifiability of two contrasting
mechanisms of accident proneness was due to the insufficiency
of observational data: numbers of accidents incurred during
a single year. The counts of accidents incurred by each
driver the followina yvear made the non-identifiability dis-
appear. It is this analogy that is symbolized by reference
to the "Yule-P6lya dilemma" in the title of the present Chap-
ter V.

I learned about the serial sacrifice design during a visit
to the Oak Ridge National Laboratory and, particularly, through
conversations with Dr. John B. Storer. At the time Dr. Storer
was in charge of the continuing experiment set up by Upton. Later,
we had the pleasure of Dr. Storer's visit to Berkeley. Also, we
received from him a substantial sample of data from the experiment
in question. In these data, the total number of elementary path-

oloaical states was eight. The further difference with the "typical"

survival experiment was that there were no "causes" of death indicated.

While all human determinations are subject to error, the
determination of particular pathological states is comparable to
chemical analyses and represents an effort at objectivity. On
the other hand, the diagnosis of a "cause" of death is a conclusion
likely to be affected by subjective attitudes of the pathologists.

10. Another Shock of Non-Identifiability. As mentioned in

Section 6, the finding of non-identifiability affectina the study
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of accident proneness caused Dr. Bates and myself to experience
a shock. Here, I have to admit a somewhat explosive feeling
of enthusiasm I felt when contemplating the experimental results
obtainable through serial sacrifice experiment. I rather felt
that these results, without any additional observations, provide
data for the study of a stochastic process representing the
natural succession of 1ife and death events: birth at time zero,
followed by first illness at age t], then by recovery at time t2,
etc. etc., and finally death at some observable time. Because
the domain of stochastic processes is now well developed, I ex-
pected that a statistical methodology could be discovered to
use the serial sacrifice data in order to estimate the mechanism
of treatment effects in mice contemplated, perhaps, or a realiza-
tion of a finite states Markov chain, with all the transition
probabilities possible to estimate. Due to the work of Clifford
[1977], I experienced a shock. Even with some over-simplifying
assumptions (denyina the possibility of "recovery," etc.) a
discrete time Markov chain model proved to be unidentifiable with
respect to the data of a serial sacrifice experiment! The details
are described in the analysis of Storer's data performed with
Clifford's active participation [ Berlin et al, 1979].

While the serial sacrifice data provide answers to the
questions "how frequently mice sacrificed at age t are affected

by a stated combination of pathological states," the missing




information relates to mice alive at age t and having at that

age a stated pathological combination. During the subsequent

unit of time, say during the next 100 days, the health state of
these mice can change in many different ways: recover from some
illnesses, contract some others, etc. With the present desian

of serial sacrifice experiments there is no information on the
frequency of such transitions. The tantalizing question is whether
some not too difficult modification of the methodology could
provide information to fi11 in the now existing gaps. The way

of discovering such effective modifications requires a reason-

ably close cooperation between an intensely interested statistician
and an equally intensely interested experimenting biologist. The
questions to resolve are of the following type: could the analysis
of urine of a mouse provide enouah information on its health state?
Could the analysis of a blood sample be sufficient? However, can
this sample of blood be taken without altering the contemporary
transition probabilities of the mouse, i.e.. without hurting the
mouse? Who knows? However, unless one tries, one can hardly hope

to succeed.
VI. LEFFORT AT AN "“OPTIMAL" COMPETITOR TO K.P.'S XP TEST FOR GOODNESS QF FIT

10, Introductory Remarks. This chapter is to illustrate

my preferred strateqv of studying or of developing statistical
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tests: begin by defining the optimal performance of the test,
and then try to deduce the desired criterion. As indicated in
the title of the chapter, the example chosen for illustration is

the Karl Pearson's test "for goodness of fit" symbolized by X2»

As is well known, the x2

test is now being used for a

variety of purposes, such as contingency tables, etc. In these
circumstances, I wish to emphasize the limited scope of the
following discussion: it is concerned with the problem of "goodness
of fit" as comtemplated in olden days by K.P. My actual effort to
formulate the problem and to solve it was published in 1937[b]. It
is limited to the case of a "simple hypothesis," this is, to the
case in which the problem is to decide whether a completely
specified probability density, say px(x)fits the empirical dis-
tribution of an observable random variable X. Another limitation
consists in the assumption that the number N of observed values

of X is “large." The problem of extending the methodology to the
case of composite parametric hypotheses has been treated by

Javitz [1975].

1. Criticism of the K.P.'s y° Test for Goodness of Fit.

An effort at an "optimal" competitor of an existing test intended
for use in some specified conditions must beain by the unavoidably
subjective criticism of the original test. The well known procedure

of the XZ test for goodness of fit begins by dividing the range of

variation of the observable X into a certain number, say s, of "cells,"




with boundaries

do‘a]‘d? en e 'asu (5)

where agMmay mean -~ and a. may be +w. Next, the probability

S
density p,(x)is used to compute the expected number of independent

observations, say o falling into the i-th cell for i=1, 2, ... s.
Let ms denote the actual number out of the total N observations
that fall into the same i-th cell. Then, K.P.'s test criterion

for goodness of fit is given by

2
s S (my=n,)
A

¥ L 3 (6)

& n.
i=1 i

The fit is considered "bad" if the calculated X2 exceeds the
tabled limit corresponding to the chosen level of significance.
Otherwise, the fit is considered "good."

My own subjective criticism of the test includes the fact
that the value of the criterion (6) does not depend on the order
of positive and negative differences (mi'"i)' The extreme example
is represented by the following possibilities. In one case, the
signs of the consecutive differences my-ng and Mi41=Ny4q are not
the same. In the other case one can observe a substantial number
of consecutive differences ms=n; that are all neqative while all
the others are positive. While these two possibilities are con-
sistent with the same value of the criterion (6), my intuitive
feeling is that in the second case the "goodness of fit" is subject
to a rather strong doubt, irrespective of the actual computed value

of (6), even if it happens to be small.
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12. "Smooth Test" for Goodness of Fit. The first step in

the deduction of the "smooth test" intended as an "optimal" com-
petitor to \2. consisted in standardizing the analytical develop-
ments. Rather than consider the great variety of distributions
px(x) that may come under consideration, I proposed to replace the

observable X by its function Y defined by the relation

X
y = [ py(x)dx (7)

when y and x designate particular values of the two random var-
iables. As it is easy to check, the range of variation of Y is

from zero to unity, with its probability density
py(,V) = 1, (8)

this, irrespective of the distribution of X.

As contemplated by Karl Pearson, the background of the prob-
lem of goodness of fit admits the possibility that the specified
density of px(x) may not correspond to reality. However, there
are no general indications as to what the alternatives might be.

In my attempt to deduce an optimal competitor to the chi square
test, I contemplated the set of alternatives vaquely described as
“smooth."

In terms of the variable Y, with its range of variation limited
to the interval (0, 1) where its density is equal to unity, the
contemplated "smooth" alternatives are those with densities the

lTogarithms of which are polynomials of orders 1. 2, ... K.
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The theory published in 1937 develops an asymptotic version

of optimal unbiased type C tests of orders K=1, 2, .... with

K denoting the order of polynomial used. The study of asymp-
totic power of these tests indicates that, generally, adequate
results could be obtained with K not exceeding 4. The tests
so deduced are not open to the criticism of the original test
for goodness of fit indicated above.

In recent times quite a few non-parametric tests for good-
ness of fit have been considered with emphasis on their robust-
ness. It would be interesting to use the Monte Carlo method-
ology to compare the performance of these tests with that of the

smooth test of a limited order K34.
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