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PREFACE

"n undertaking to introduce new workers to the field of high
altitude wclear effects and pursuing research in this field a major source
of difficulty has always been the lack of some single source of basic infor-
mation. During the period 1970-1975 D.H. Holland led an attempt to alleviate
this difficulty by convincing experts to interrupt busy schedules to write
a chapter on their area of expertise. The purpose of the chapter would be
to serve as an introduction to the area for a newcomer and as a reference
for a worker ir the field, The material presented should not easily become
outdated.

The attempt met with partial success. The accompanying material
has been circulated informally for a few years and found to be useful for
the intended purposes. It is believed that wider distribution in a single

volume would increase its utility.
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CHAPTER 1

FUNDAMENTALS OF RADAR

1.1 [NTRODUCT [QN**

The development of radar in the first half of this centry has provided
the greatest advance in sensing of remotely located objects since the

invention of the telescope. In contrast to the use of passive optics,

radar provides an active electromagnetic means for probing and sensing
the environinent, The type of electromagnetic radiation employed (e¢.g.,
frequency, waveform, {0, affects the tyne and quality of information
rcceived about the environment. Most important, radar provides an all-

weather, dav-night capability not enjoyed by ground-based optics, a

consideration that is critical ror many civilian and militarvy applications,

Tae word RADAR 1< in acronym which 1s derived from "Rddio Detection And
Ranging." The development of radar was strongly motivated by a need to
Jdetect and locate hostile enemy aircraft, and 1t was instrumental in
winning the battle of Britoin 1n World War 11.7 The name radar retilects
carly emphasis on its usce tor ranging and measurcment ot the directivn of
targets, In modern radar the measurcnents of range and angle, while
still dmportant, represont only two of many =icnificant tunctions which
1t can perform.  Some of these functions will be discussed below,

Radiar in its siapliest form 1s illustrated in Fig, 1-1,  The t-oansmitrer

=

crits clectromaznetic radiation which 1= beamed by the antenna tosard the

Scee Ret, 1-1,

A brict history of radar 12 contained in wet, 1-2,
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target. A portion of this radiation is intercepted by the target and is

reradiated (scattered) in all directions. A portion of this reradiated

energy is collected by the receiver whee it is processed to detect the

§
4

‘presence of a-target and to estimate target.paramcters. -lhe distance .. .-

.
i

to the target is determined from the amount of time required fer the

=
3
radiated signal to travel out to the target and back, The angle or |

VLT T e i R

i, T

direction ot the target may be determined from the angle-otf-arrival of
the wavefront at the receciver or simply by knowing that the target lies
within a narrow antenna beam, If the target is moving, its radial
motion can be sensed by measuring the doppler shift of the carvicer
({.¢., center) frequency of the reflected signal, Radial wotion can

also be scensed (though not always as accurately! by mcasuring the time

LT L

rate of change of range,

RS

.
P

Sajar

Artenna
N

JT g Trangicger

-+~

AN

Fiqure 1-1, Block diagram of simple radar.

The vers =iaple radar shoews in Fig, I-1 cuplors separate antenans tor
transpissionr and cocoption,  Most orften these are eone anda the same

anteniin, and a o sviicning schene s cnploved to o provent the tran-matter

|
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from overloading or saturating the receiver. In some applications the
problem of protecting the recciver from the transmitter is so difficult
.that it is more economicalrpp_use separate antennas, even though these '
may be side-by-side. If a single antenna is employed, or the transmit
and veceive antennas are colocated, the rodar is termed "monostatic.'

If the transmitterménd.fccéi§ér are sepératcd by-é substantial distanc+,
tne radar is termed "bistatic.,'" The term "multistatic" implies one or
mo1¢ transmitters operating together with one or more receivers, Since
the vast majority of radars operating today are morostatic, the dis-
cussion of the next few sections is confined primarily to the monostatic
cisc, It 1s anticipated that multistatic radars will in the future be-

come increasingly popular for certain applicatiens, however,

As noted above, modern radar 1s called upon to pertorm a variety of
diiferent tunctions, though a given radar may be called upon to perform
only one or a few of these functions, The relative importance of these
functions depends oa the particular problem, The more significant

Tacteons are discussced bolow,

Netection:  To determine whether a target is present or absent;
more specificaily, to determine whether a target is present in a
eiven region of space or in a given radar resolution ¢ell, De-

tection is required for warning.

Resojution:  The ability to separatce two targets in onc or more
radar coordinates: ¢,J,, range, angle. radial velocity, Resolution
becomes hnmportant when many targets arce closc together., Resolution

19 usually & prereqgiisite to the measurcement of target parameters.

Measurenment: For cexample, the measurcment of runge, angle, velocity,

and derivatives of these quantities,  The quality of measurcment

Inotermed accuracy,

Ne]
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Discrimination; The ability to recognize the difference between

different classes of objects; for example, to distinguish between

satellites, missiles, and airecraft, The most famous is to dis-

tinguish between missile warheads and decoys.

Signuture Analysis: The cxtraction of information from a target

- (e.g., translational and. rotational motion, sizc, shape, mass,
moments of inertia, cfc,), which can be uscd to deduce its identi-
fication, mission or character, An example is the application of

signaturc analysis to space object identification (SOI).

Tracking: The ability to maintain observations on a previously
detccted object and to usc these measurements to predict its
future location and velocity, Tracking is essential for guidance

of 1Interccptors to a target,

Imaging: Certain types of radars arc able to construct two-
dimensional images of targets., Side-looking ground mapping radar
and rangec-doppler mapping of planets arc both good examples.
Iimaging has also beea performed on satellite vehicles, Imaging is
a form of signature analysis and it can be cmployed for identifi-

cation and mission analysis,

The ability to perform a particular function generally depends on the
operating frequency of the radar, Therefore, radars arc designed to
operate at frequencies that depend on the functions to be perfurmed.

The nomenclature used to denote the various operating bands in the
radio/radar spectrun is given in Fig, 1-2,

The performance of most ot these functions woeuld be rather straight-
torvard were 1t not for the prescnce of neise, which leads to statistical
I ion to reccliver noise

N R Seer
[T TR R e (9} e s N s

uncertalnties in Lhie measarcicints.

nolse can arise from antenna and line lusses, solar radiation, natural

10
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“The propagation medium can further complicate the situation by distorting

and man-made interference, the galactic ({.e., stellar) background, and
thermal radiation from the earth and planets, In certain problems
intentional jamming can be the predominant consideration. Noise may

also arise due to-unwanted returns from clutter, - such as-ground -clutter, - -

sea clutter, mectcor returns, aurorae, radar chaff, and unwanted targets,

the radar signal, Examples include radar multipath, atmospherically
induced amplitude and phase scintillation, ionospherically induced bend-
ing, signal dispersion and polari:ation votation, efc., It is the
prescnce of thesc disturbing influcnces that makes the radar problem

really challenging.

Wavelength
10 s 1 km 17Mm 10n 1o 10 ¢a 1er 1 mm
+ —— ~+ + +
+ T —
SLF f MF HF VHF UHF SHF 2,13
Radar
L 1-2 GHZ
4o I8
S 2-4 GuZ
¢ 4-3 GHZ
X 8.12,5 G
¥ 12.5- fiH
Aud1o Brosdcast Y 2l o
——————.
i K 1'-76.5 4u7
"a 26.9=47 GM7
Microwaves
+ + —_—
I ker AN wmg 3 ¥z 3G vez 3N MG 3 ez 33 Sdr 0 309 5

frequency f

Figure 1-2. Radio spectrum,
Though many of the basic considerations of microwave radar apply olso
to lascer radar, no attempt will Dbe made to cover tiat subiect in this

chapter., Conventional radars can be described in terms of purcely

11
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classical physics because they operate in regimes where the number of
photons involved in the processes of interest is very large, so.that
classical field theory is applicable; the same is not gcnerally true
éfulﬁsefusfStémS;_Qherc'only'é'small number of phdtoﬁs mdy bé détected

in the returned signal and quantum effects must be taken into account,

1.2 THE RADAR INSTRUMENT

A block diagram of a typical pulse radar is shown in Fig., 1-3, In

order to maintain accuratc timing and phase cohercnce, all timing pulses
and local oscillator (LO) signals are derived from a stable master
oscillator, The master oscillator drives a waveform generator, the
output of which is usually at some intermediate frequency (IF) such

as 30 MHz, The waveform may consist of a simple sinusoidal pulse, a
uniform train of such pulses, or somc more complicated waveform, The
signal is then frecquency translated ((,¢., mixed) up to some radio
frequency (RF) such as 3000 Miz, where it is amplified and pussed by

a transmit-receive (IR) switch to the radar antenna, The antenna

helps beam the transmitted radiation toward the target and exclude
unwanted returns from objects outside the beam, Some reflected encrgy E
from the target, usually with both time delay and doppler shift, is
intercepted by the antenna and passed by the TR switch to a low-neisc ]

prcaplifier such as a parametric amplifier (Ref, 1-2)., The amplified

r\.:J.J

signal is mixed from RF down to IF, amplificd and processed by a

matched filter (or approximate cquivalent), The matcehed filter usually

takes the form of a lincar filter network which has been optimized to
miximize signal-to-noisc ratio and to facilitate the cxtraction of
target parameters.  The output of the matched filter still usually
contains carrier phasce information which is conveniently yemoved in

an cnvelope detector, More inteygration mey take place at the output §

]
-
‘

of the envelope detector, termed post-detection or non-coherent
integration, to provide a further increase in signal-to-noisc ratic,
After video (<oe., low frequency) amplification the processed signal

12
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Oetector ’_- - Amp *1 Display [ Synch

Figure 1-3., Block diagram of typical pulse radar.

is fed into some type of visual display such as a cathode ray tube (CRT)
or automatic detection and processing cquipment, The trend in recent
years has been to rely more and more heavily on completecly automated
detection and processing equipment, Some typical search radar dis-
plays are shown in Fig, 1-4.* The most popular of these is the

PPI (plan position indicator),

1.3 THE RADAR RANGE EQUATION

1.3.1 DERIVATION

The radar range cquation, usually called simply the radar ecquation, is
the basic relation for determining the detectability of a target in

terms of its cross scction, range and the known characteristics of the
radar, Detectability is usually expressed in terms of signal-to-noisec

ratio, S/N, which can be determined as a function of target range from

* Sce, for cxample, Iig. l-d4(a) of Ref. 1-3,
13
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the radar equation. Various forms of this well known equation are
derived below.

Consider a transmitter that radiatcs power P isotropically, so that

" the power radiated is uniformly distributed over a sphere-centered at-

the transmitter, The power density (.{.e¢., power per unit area) at a

-range R is then P/4mR%, If the transmitter is now. connected %0 a

directional lossless antenna, the effect is to increase the power
radiated in some directions and to decrease that radiated in others in
such a way that the total power radiated remains constant, The distri-
bution in angle of the radiated power is called the antenna gain pattern.
The antenna pattern can be characterized by an angular function G(5,¢),
the gain function, such that tnhe power density at the point with polar
coordinates R, &, &, is PG(%,#)/47R%. Irom its definition, it follows
that for an isotropic radiator G(%,g) =1 for all angles, and that
for an arbitrary lossless antenna the integral over solid angle is
G(¢,y)di = 47, Thus, speaking crudely, G is determined by the ratio
of the total solid angle, 47, to the solid angle, QB’ ot the beam
into which power is radiated, {.c¢., G = Jw/QB. If the antenna is
diffraction limited, the angular width, ;B’ of the beam is approximately
¢B = A/D, where D 1is the diamcter of the antenna., Therefore, for a

roughly circular antenna

G o= 35/ (s )Z = 47][)2/,\2 = JmA/N

+B > (1-1)

where A 1s the arca of the antenna.  Antenna theory shows (Ref, 1-3)
that this reiation is approximately correct for arcas of arbitrary
shape. If, as we shall assume, this aperturce is cemployed for reception,
thecory also shows that the cffective receiving aperture is given by

A = (Gr 2/’47- -

The radar cross scction (RCS), denoted o, of an object is defined as
the ¢ross scetional arca of an cquivalent isotropic reflector wiich, if
located at the same position, would give the same ccho strength as the

object, Since a sphere large comparcd with a wavelength 1s an jsotropic

15
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“

‘scatterer, 0 can be thought of as the cross sectional area of an : e

.0 , . for_a given target, is not a simple number, bur is a function of

equivalent sphere. Thus, to obtain the power density at the receiver,

one must multiply the power density at the target by a factor o/4wR?, =

which vields

3

VST IRy BROH;

- --reflected power density [ . PGo

oW (1=2) - -
at the receiver (47R2)2

the aspect at which the target is viewed.

'
PN

The total power captured by the receiving antenna is found by multiply-
ing this power density by the effective receiving aperture A. ‘The re-

ceived signal power S is then given by

S = (_EE,_> o ) (A) = F87AT0 (1-3)
\37R%/ \47R? ! (4m) 3R"

As noted earlier, the actual performunce of a radar depends not only on
the strength of the returned signal and the sensitivity of the receiver,
but also on the extent to which noise interferes with interpretation of
the echo. Noise can arise from a variety of sources. Usually the noise
spectrum is approximately flat over the receiver bandwidth. The total
noise power N in this band that competes with the signal is defined in
terms of the dimensionless operating noise factor NF; (sometimes called
system noise factor or operating noisc figure!;

N = kT BNF_ (1-4)
[} (o}

wheie k is Boltzmann's constant (1.38 » 10 2%w/cps °K), T, = ~90°K,
and B is the ¢ffective receiver bandwidth in lertz.  7The system noisc
temperature Ts is defined TS = Toﬁfé , and N 1s sometimes written

N = kTSB
The advent of low noise receivers such as parametric amplifiers and
mascers has permitted very low values of T, to be attained. With proper

attention to choice of frequency, operating environment, rcduction ot

* Sce, for example, Section 4.1 of Ret. 1-3.

16




antenna and line losses, cfc., system noise temperatures well below

100°K can be achieved.

Combining Eqs. 1-3 and 1«4 yields for S/N

P62 - S o -61:5)
(471) *R*KT_BNF L
(o) (o]

S,
S =

where a factor L has been_iﬁciuded to accoﬁnf-for S;Stemrioéses-ﬁhich
can arise fro:.: many sources. A well designed and maintained radar has
losses that typically range fron 8-12 dB. Note that S/N is the signal
power to noise power ratio at a time when the signal has reached its
peak, and at a point in the receiver where the return has been restricted

to a bandwidth B which is not less than the radiated signal bandwidth.

1.3.2 O0OTHER FORMS OF THE RADAR EQUATION

The above form of the radar equation is usually derived for the case
vhere the transmitted waveform is a simple sinusoidal pulse (of duration
1) and the receiver bandwidch B is chosen to be matched to this pulse

(B

o

1/7). P is then replaced by P, the radar peak power. The cquation

can be put in a morc general form with the substitutions

(]

E = received signal energy = ST

NOE noise power per lertz = N/B

-

B = 1, T (the matched filter condition)
Then
£ P1G2A 20 . (1-6)
Mo (4m) *R*KT NF_L
o o

The quantity E/No, the signal energy-to-noise power per Hertz, is a
dirensionless ratio that characterizes signal detectability (Ref. 1-4),

The significance of this quantity will be discussed further in Scc.l.0.

In situations where a number of pulses arc integrated, PT in Eq. 1-6
1s replaced by PTI where P is the average power and TI is the coherent

1ntegration interval. In that case, Eq. 1-6 1s replaced by

17




when separate antennas are emploved for transmit and receive; e.j.,

212
£ PTIG Lo} )
N Ity o TT g (-7
o (4m) *R'KT _NF 1,
O O

_an a bistatic radar, Eq. 1-7 is generalized to

2
E _ PTICTGKX g
S
[o]

T i 3n2p2um TE
(4m) *RERZKT NF L L.

are the transmit and receive antenna gains, RT and RR

s o (1-8) L

where GT and GR

are the target ranges from the transmitter and receiver, and L. and LR

T
are losses appropriate to the transmitter and receiver, respectively

{note that for monostatic radar L = LTLR)' One must, of course, employ
a value of o which is appropriate for the geometry and the polarizations

of transmitter and receiver.

1.3.3 SEARCH RADAR EQUATION

The above forms of the radar cquation apply to a situation where one
desires to calculate the detcctability of a target located in the radar
beam. Suppose instead one wishes to determine the requirements on the
radar for conducting a scarch for targets in a solid angle 2 during a

frame time T The solid angle of the radar beam QB is given approxi-

r
mately by

~ 47

o= w (1-9)
The effective time TI spent by the radar in ecach beam position is then

o= “p'E - iﬁTE. (1-10)

{ " 3G ’

It 1s assumed that the energy reccived in the time TI is coherentiy
processed in a phasce c¢oherent manner.  The eneray devoted to scurching
cach bcam pesition 1s simply P1&, where Y s the average radar power.
sertting G o= {4TA/LT, and using the above oxpression ror T, in ty. i=7

1
vields
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%i = -‘“““*E'::" , (1-11)
Yo 4109R"KT NF L

0o QO

which can be rewritten as

C3(E/N) |
s e _ _ (1-12)
F 4mRYKT N L
0 O A

The expression on the left is a measurement of the scarch capability
of the radar. FEa. 1-12 expresses the well known results that the

search capability of a vadar 1is determined by its power-aperture

R b g i st of SR S vt B . 4 TP

product and is not explicitly a tunction of antenna gain or wavelength.
If separate antennas had been empleyed for transmit and receive, the

A entering the above equation would be for the receiving aforture.

1.3.4  RADAR RANGE IN THE FPRESENCE OF JAMMING

When radar is operated in the presence of strong external interference
such as jamming, the noise level at the recciver may be dominated by
the external noise.  lor certain types of problems the radar must be

designed to function in an ECM (electronic countermeasures) environment

» X .
I T N N U VU S U P ST, D S|

where intentional fansing noise can be very much larocer than receiver
noise. The two cases of interest arce sidelobe ijamming and mainlobe

jamnming.

Sidelobe Jamming

ihe jaimaer nolse power N, at the recelver is given by
1

PG\ /o T :
. S s -
N, = U y HENIN S .

RETIR 1=
N

Y where Poo1s the Gaarer power, R] the T er ratige, “i 1o the famser
pain an the dircction of the rndﬁr, and d( is the antenna sidelobo Sain
) pointced In the direction of the dnmmer, ;il;i Is often jererred o oas
the effecrive radicte) coay ailat) e tho }uﬁmvr. Jrooeqprtion can be
comblned with b -k o0 s Lo ahied tha sienai-to-netye vatia s N
'
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PG2RZ0 :
= 1 (1-14)

N, AP
j  4mP.GIGR

The signal energy-to-noise power per cyvcle ratio is given by

_ o 2pe
¢ PT/C*RIBO . L ) e
N I P00 R , (1-15
0j ivis

where Noj is the noise power per Hert:z of the jammer and Bi is its
radiating bandwidth. Operation in an ECM environment provides one of

the principal incentives for designing antennas with low sidelobes.

Mainlobe Jamming

In certain situations an adversary might find it advantageous to denloy
a very large number c¢f small, low-power jammers in order to fill up
many or all :ain beam positions of tihe radar with jamuwers. ‘{he above

equations can be adapted to this case simply by setting Gg = G

2
s PGR 20 o
}:'—— = —— ——“ {1-1 ))
' 47P .G.R
) i3 3
¢!
and ;
¢ PTGRIB.O /
e = —21 ~ (1-17) i

Noi  4mP.G .RY
) 3
Although many mainlobe jamitcrs may be required to fill many heam positions,

these jammers have two very importani advantages over sidelore jammers:

1) the power required for masking a target is much lower and 2) cancel- -

lation techniques ar> usually not eitfecctive,

1.4 ANTENNAS*

There are many different types of radar antennas, but they all basically

'
A?'O

perform similar functions. The radar antenna acts as a transducer be-

* See Rer. 1-5.
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tween the transmitier and free space. It serves to beam the radiated
energy in a particular direction and to provide a collecting aperture
for reflected energy. The antenna beam also provides a basis for

rejecting unwanted signals that emanate from points outside the beam.

The energy that arrives at the antenna aperture can, furthermore, be

processed to determine the direction of arrival of the incident radiation.

“The directivity of an antenna is determined by its gain. An antenna with
unity gain is one that radiates its power P uniformly in all directicns,
so that the radiated power per unit solid angle is P/4m. An antenna

with gain G(3,¢), a function of pointing angles 6 and ¢, will radiate

a power per solid afgle of PG(9,$)/47.

Note that G(6,0) is a dimensionless quantity that represenis a ratio
of powers and is therefore often referred to as a power gain. lor a
losslcss system the integral of the power per unit solid angle over all

angles must equal the input power P.

1 o =
7ﬂ—f PG(6, ¢)d2 = P ) 1-18)
from which it follows that, as previously notcal
Lfc(e, 0 = 1 . (1-191
dar
For a dissipative system the integ:ral would e less than unity.  The

equation states that the average pain of 4 losslcess antenna is unitv.,
Since the main beam gain G = G(0, 0) is general:y mmch greater than
unity, it follows that the average antenna gain in the sidelobe resion

must be less than unity.

If the transmitted power could be radiated uniformly iuto a bhean of

solid angle QB’ then the gain insile this Loam would be
- am ©_ann
v = 0 . [y
B
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TS T AU LR S 0T 1{::. -1 sjmp:; Jormulas were written
FoUoa o ou Ly Jieealne aienna. TooZe ave easily generalized to the

Casd wi a ructaialar antoong ws foliairs,  The solid angle Q) is given

B

approXimoie! s the product of the beamwidtihs GB and ¢B in two

o

. - - orthogonal oiane . _

sterodians equals about 40,000 square degrees, an antenna with
a onc-deyroe pencil p2em boas a gain of 40,000 or 46 dB. Tour a rectang-
ulur upoerture the beam widths EB and ¢B are related to wavelength A and

sicns Dy ond Da approximately by GB = 3/D», wB = A/Dba.

apartuse

Thus,

ooV om T ie the nntennad aperturce area. Eq. 1-22 is a gencral

ons owinioh holde vor paesar

rrurces of arbitrary shape. In practice,
tie cbfectlve antonna wperture A is usually somewhat smaller than the

physical aper e due to acco-ideal illumination and losses. 1f the

antenni s cinnlovet far rra2sptlon, basic antenna theory states
it the v stivs - Ty and toansmitting areas are ¢qual,

In practics noc 511 Lhe transmitted ener vy can be coufined to the main
oo boonuse toeoante. ta gal. te s ion cannet pe wmade identically
outsic: v 'rame . ather words, “he anienna will have sidelobes
Pt vaich sme o mocey with be radiatzd and via which signals can be
ool eds T s wsun: iy Losirshle o make sidelobe levels very small
eIt to 0 duce rewurns from unwanted signals such as clotter, radie

i1 uenc inte, ference and other sources of external noisc,

' S ar s o gain ruaciion GO0 can be caloulated from the carrent
’ . - . 1 . . .
-y Jortage) excitation (or iliumination) functlon across an aperiure

crea (usually assumed 1o be planary, ., the carreni v vuliaad

coolted at various pomts on the artcenna duriny transmssion. che field




“created by the antenna at any>given poinf in'space is nxpfessible as a
linear superposition, with appropriate phase shift to account for path
delay, 6f the effects of the excitation across the aperture, The form
of the resulting expression'for field intensity depends on'whether.thgl
point is in the near field or far field region of the antenna. The
ncar field and far field regions are sometimes referred to as the
Fresnel and Fraunhofer regions, respectively. The usual criterion for

the transition point betweer. these two regions is R = 2D?/A. This

criterion is based on the requirement that the portion of a spherical
wave emanating from a point at range R which is intercepted by the
antenna aperturc be planar to within a distance /8 (a 45° phase error).
Most radar antennas arc operated well into the far field region, so that
the plane wave assumption usually (though ot always) prove to be excel-

lent,

Antenna thcory states that for the far rield region the field sty 'ngth
is 2 twe-dimensional Fourier transferm cf the aperturc illumination
function. The gain G(0,¢) is of course, proportion:l to the square .
of tihe ficld strenetic,  Maximum gaine is obtained when the aperture 7
iliumination functicr i3 uniform {<.e., constant modulus). For a onc-

dimensional uniforicly illuminated #perture of length D, G(9,¢) has

the form

a/2 2

G(e,d < -127x sint

(L, ) ‘j R dx
1
i

\

=D/l

.\i!!;(l;'-\ TNy ,

T e ——
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where it has beén assumed that 0 is small enough So that sind = 9,
The 3 dB beamwidth for this antenna, which isrthc width of the
angular region where the gain is within a factor of 2 of its peak
value, is readily calculated tgo be 0.89A/D radians. This beamwidth

.- was calculated for a beam position which is perpendicular to the plane-

of the aperture. The beam can be scanned mechanically by physically
rotating the aperture, or electronically by introducing a phase

variation into the aperture illumination function which is a linecar

R e e i i i
| .
|
|

function of x. Electronic scanning of the beam will cause the beam

to broaden as it is scanned away from the face normal becausc the
effective aperture width (in a direction perpendicular to the bean)

is reduced.

. P ] 2 . . . . R
'ne (sin“x}/x® gain pattern for a uniformly illuminated aperture has

a series of smalicer peaks, called sidelobes, surrounding the main peak
at x = 0. The largest of these is adjacent to the main beam and is
only 13 db lower. This sidclobe level 1s unacceptably high for many
applications. At some sacrifice in main beam gain and some beam broad-

ening, one can achieve lower sidclobes by using a "tapered' ancrture

b+ Sy bey

illuminati»on function (< .2., one which decreases gradually to a small
valuc necar the edge of the aperture). Antenna gain patterns are
readily der’ved by taking the two-dimensional Tourier transform ot the

aperture ill. .nation function. A number of uscful antenna functions

2 =TIt o7

have been tabulated by Barton, and an cxtract from these is summarized
in Table 1-1,* The lincar aperturce functicens arce given in teras of
the linecur aperture distance x, while the aperture functions with

circular symmetry arc given in terms ot the distance r from the center

RN ST CETI I A T AN T ST 1 TR WRATIN TN [ [TIRAPO € R08 ) TRETNIT) o

of the aperturc. Relative gain is the antenna gain relative to thar of

) a uniformly illuminated anerturc.  This quantity, when expressed as oa
percentage, 1s often referred to as the aperture efficiency.  In order

to outain the 3 dB (..., "half-power”) beamviidth in radians, one should

haltis RN U R R AP
-

* Sce ef. 1-0.
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Table 1-1,

“Aperture I1lumination

Radiation patterns for various antenna

aperture illumination functions. 4

Relative -

Function Gain (dB) Beamwidth Beam to Power in First
(radians) Sidelobe (dB)
|x|<D/2

Uniform: I(x)=1 0.0 0.886 13.3

Cosine: I(x)=cosn(nx/D)
n=1 -0.956 1.189 23
n=2 -1.304 1.441 31.5
n=3 -2.44 1.659 39
n=4 -2.93 1.849 47

Function:

I(x)=[1-4(x/D)2]"

n=1 -0.836 1.179 21.3
n=2 -1.59 1.365 27.5
n=3 -2.17 1.568 34.7
n=4 -2.63 1.731 38.5

Cosine-on-Pedestal

I(x)=k+(1-k)cos(mx/D)
k=0.5 -0.157 0.996 17.8
k=0.2 -0.516 1.069 21.8

Circular Functions

1(r)=[1-(2r/D)2]"

n =0 (uniform) 0.0 1.016 17.6
no=1 -1.34 1.267 24,5
n=2 -2.64 1.467 30.5
n=3 -3.68 1.681 35.8
n=4 -4.52 1.889 40,6
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muitiply the number in the normalized beamwidth column by X/D. From

the table it is seen that the more heavily tapered the aperture, the
lower is the aperture efficiency, the broader is the beamwidth, and

the lower is the first sidelobe. It is pdssible to hake sidelobes
extremely low with proper choice of illumination function provided - - -
good -“ntenna tolerances can be maintained.

There exist several differcnt basic types of antennas: reflectors,
lenses, phased arrays, and hybrid antennas which are combinations of
these. The basic antenna considerations discussed thus far apply to
all of these. Jmplicit in this discussion has been the assumption that
the antennas are operated at a single frequei.'v or over a nurrow band
of frequencies. OQccasionaily it is desired to operate an antenna over
a wide band of frequencies. The broadband behavior of an antenna can
be determined from its narrowband (or single frequency) rcsponse in

the samec sense that the broadband behavior of a linear filter is

characterized by its single frequency response .J.:. frequency.

Antenna theory is a highly complex subject, but simple types of

antcnnas such as parabolic reflectors and lense antennas are readily
understood in a qualitative manner by using geometrical optics approxi-
mations. For simplc applications where only one or a small number of
radar beams is required, and the coverage limitations imposed by mechani-
cal scanning of the antenna does not represent 4 scrious disadvantage,
these conventional types of antennas can be quite satisfactory, particu-
larly from a cost standpoint. The electronically s~anned phased array
antenna which has come into its own during the past 15 yecars provides
certain important and unique capabilities that are not available in
conventional antennas. These include rapid beam scanning agility and

an ability to form large nuabers of simultancous receciving beams.  Jt

tg aleo poscibldle, in princinle, to obtain lower sidelobes through

improved control of the aperturc illumination function.
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A simple one-dimensional linear array is illustrated in Fig. 1-5,
The array elements which may be dipoles, waveguide horns or any other 3
: type of antenna, are uniformly spaced. o
: - o E
® i
3
g
L] 2
! )
»
Figure 1-5. Linear-phased array.
Mest arrays have an elcement spacing of about onc-haltf wavelength. The
array may he used for transmission or reception or both. The phase
shifts ¢ associated with cach element increase (or decreasce) linearly
with element numbevr so as just to compensate for the differential phase
shift due to the inclination 8 of the wavefront. The direction of the
beam 1s determined by controlling these phase shift values., A variety .
of clectronic technigues arce usced for controlling beam steeving Ly con- .
troalling thesce element phasce shifts, ;
) ach avray element vaptanres gbout 17N of the total sjanal cnervyer
incident on the array tace.  Proper cloment phasing and cohercit
' integration will produce o signal to noise ratie at the avray oot
which Js N tomes Yarger than the signal-to-noilse ratio at cack re-
velving celen bt Tt o~ often desiratle to connect an amniiticr ot
! 27
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~ the output of each element prior to addition in order to avoid signal-

The two- dlmen51ona] planar array represents a Stralghtforuard exten-

to-nuise degradation from line losses and mismatches. It is then
possible to form a large number of receiving beams simultaneously,
where each beam is formed by an approprlate cummation of the phase

shifted outputs of these ampllfxers.

sion, in principle, of the linear array. Element phase shift values
must be chosen in order to accomplish scanning in two angular dimen-
sions. While the beam of a linear array tends to be fan shaped (Z.:z.,
very broad in one dimension), one can obtain a pencil beam by using

a square or circular planar array. Many other types of arravs are
possible, including array clements mounted on the surfacc of a

cylinder or sphere.

1.5 RADAR CROSS SECTION*

The radar cross section (RCS) of an object is defined as the arca inter-

cepting that amount of power which, vhen reradiated isotropically,

YA

produces & signal strength at the receiver equal to that from the
object. As we have seen in the discussion of the radar equation, a

knowledge of radar cross section is necessary to determine radar

performance. Unfortunately the problem of determining RCS for objeccts
of complicated shape is not simple, and RCS is only looscly cerrelated

with the physical area of an object. [xact, or nearly exact, solutions

P W NP RN CHCS POV ¥

of Maxwell's equations to determine RCS has only been obtained for a

il

few canonicul shapes. To the extent that targets of intercst can be
identified with or resolved into a sct of reflcctors with these shapes,

RCS values for thesc shapes can prove useful.

The RCS of a conducting sphere as a function of sphere radius over wave-

tength, a/3, is <hown in Fig. 1.6, The RCS has hoen normalized to

* See Ref. 1-7.
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. its frontal area ma?. In the Rayleigh region where 2ma/A << 1, RCS

varies as A Y, while at the other extreme, 2ma/A >> 1, the RCS approaches
its geometrical optics value of ma®’. The intermediate region is re-
ferred to as the resonance or Mie scattering region. It is emphasized o
that this RCS curve is for'the backscatter or monostatic RCS (as 7 - -1 
“opposed to bistatic RCS). S T . T

s
10 e - S _
| |
| .
| A |
1.0 | —— e ;
3 |
i
i
| :
“ . . Optical | '
Ew 0.1 ' Rayleigh Regio Rzgion !
g Resonance .
| Region .
L%
D
0.01
j
.0 e e e S T e e —_.—_-*}.i
0 0.1 0.2 0.4 0.60.81.0 2 4 6 810

Circumference/wavelength = 2ma /)

Figure 1-6. Radar cross section of a sphere.
a = radius; X = wavelength.

Monostatic RCS formulas for some typical conducting shapes of interest

are summarized in Table 1-2, These formulas are approximate and

hold when the characteristic body dimensions are large compared to a
wavelength.
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The RCS for some objects can be derived in the following manner. The
intercepted energy corresponds to its cross sectional arca A (the
frontal area seen looking along the direction of propagation). The
object, with surface currents induccd by the incident plane wave,

can now be considered as a radiating antenna with a gain G in the direc-
tion of the receiver. The resulting RLS is then GA. For example,

with a flat plate or corner reflector, the object has an cffective

gain 47A/A2, freom which it follows that

a2
.4_-% (1-249)
In practice a complex scatterer such as an aircraft has an RCS which
varies in a complicated manner with both aspect angle and frequency.

The rate of variation with aspect angle is proportional to the apparent
width of the target in wavelengths, while the rate of variation with
frequency 1is proportional to the length of the target in wavelengths,
This wide and often unpredictable variation in RCS creates a problenm

for the radar designer because he must account for a random distribution
of RCS values. To this end, he may employv one of a number of RCS
fluctuation models which he feels best approximate his situation. The

RCS fluctuation models developed by Swerling arc frequently employed

and these are summarized in Table 1-3 (Ref, 1-9),

The effect of RCS fluctuations is generally to reduce the nrobability
of detcction when the detectability is high, but to inercase the pro-
bability of detection when detectability is low. A case of particular
concern 15 where RCS fluctuates very slowly so that it is possible for
"(S to b near an RCS null for an unacceptably long time period. Pulsc-
to-pulse or look-to-look frequency jumping is often eftcective for

overcoming this problem.

In the case of bistatic radar one must, of coursc. usc the bistatic
RCS.  When the bistatic angle o, the angle betweea the transmit and

Treceive lines-of-sight te the target, is <nall, one can Jetermine RCS

31
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Table 1-3, Swerling RCS fluctuation models (Ref, 1-9),

Swerling Type RCS Probability Remarks
Distribution P{u)
I 1_e-c/8 Fixed during one sweep of the
g beam over the target, but in-
dependent scan-to-scan.
11 %»e'c/c Random from pulse-to-pulse
. _ Fixed during one sweep of the
1Tl 4o e-20/o beam over the target, but in-
-k dependent scan-to-scan
4 -23/0
v 7 e o/o Random from pulse-to-pulse

using the "monostatic-bistatic ecquivalence theorem” (Ref. 1-10;, This
theorem states that the bistatic RCS is equal to the monestatic RCS along
a direction which is along the bisector of the bistatic angle and at a
frequency which is reduced by a factor cosf/2. This theorem is approxi-
mately valid for simple convex shapes at small bistatic angles, but

fails seriously at large bistatic angles and for concave shapes such as

a corner reflector.

One of the motivations for using bistatic radar i1s tne increase in

radar cross section which often occurs as bistatic angle is increascd.
This phenomenon can be particularly important rfor objects whose mono-
stat.ic cross scction ha  been reduced through shaping and/or the use of
radar absorbing materials (RAM). This phenomenon is illustrated
qualitatively for the case of condacting spheres in Fig. 1-7 where

RCS is plotted versus i@ for two different sphere sizes. As [ approaches

180°, RCS approaches a very large value which theory shows is given by

amA?
Jo= - s

(1=25)
12

and is independent of polarization.
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Figure 1-7. Bistatic radar cross section of a conducting cphere
[a is the sphere radius and k=2r/XA. Solid curves are
for the £ plane (B measured in the plane of the E
vector); dashed curves are for the H plane '8 measured
in the plane of the H vector, perpendicular tu the E
vector)g
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1.6  THEORY OF RADAR RECEPTION*

1.6.1 INTRODUCTION

Radar reception can be thought of as taking place in two steps. The
first is to determine if a signal (<.e., target) is present or absent,
This first step is termed detection. If the first step reveals the
presence of a signal, the second step is to measure the quantities

that characterize the signal {(e¢.r., RCS, range, radial velocity,
angular direction, ¢zc¢.). This sccond step 1s termed the measurcment
or purameter estimation problcm. The detection problem is complicated
by statistical uncertalnties due to the prescence of noise.  This noilse
nay take onc of a variety of forms Jdepending on the 1adar implemontation
and operating environment. In addition, the form of the signal may not
be known exactly in advance, but may be onc of a sct of sigrals that

ocour with specified probubilities.

It should be noted that the thoory of detection and paramcter cstimation
ex1st independently of their application to radar, but tne ravia develop-
ment of the theorctical understanding of these subiccts over the past

two decades owes its motivation largely to radar.

1.6.2 OCTECTION

Detection can e considered as a hypothesis test with two alte natives,
signal present or signal absent.  The problem is illustrated in Fig. 1-8,
The received message, denoted x, is some combinati;on, denoted (E).

not necessarily additive, of signal s and noisc n. The signal may or
may not be present. s and n arce chosen in accordance with Certain
probability distributions which detfine the statistics of the problem.
The space of all possible messages, denoted by the cirele, 1s Jivided

into two ropions, the I' region in which a yves (signal present) decision

* Sce Rers, 1-41, 1-12, and 1-13,
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Figure 1-3. The detectior proniom,

is made, and the ' rcgion in which o nn (si

T
=
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o
w
[0

lec:zion is
made. The nannc. i3 which this space 1s :ivided betwern 7 oand V0 oz

called the "docision vull

When a decision is wade tiwere is wlwu.s the possibility o7 ervayr, P
is the probability of corcevtly deciding: that a sicnal is presens,
while (1 - PU) is tho probability of incorrectly deciding that a =i

is absent (probability or o &

P, vhe folie nlars pronabilicy,
is the probability ¢f incorrectly duciding rmat a signal is prosens,
while {1 - P) is the prosabili. o1 corr-atiy deciding that ae

signal is presecat,

In a simple problem x might sinzoiy booa resitive voitase aoa the

decision on whether o signatl i nroscnt or abe ot mizht bo bhased o
whether x exceoeds some thieshold 00 x oo Be o considered as o randes

aquartity {. ., a random variablo) with statistiond behesior (e o

ized by conditional probability den®ves 0050 whos soonal o2

noisce are both pre<ent and P{x/70 vhoin voise cnly 1w prese; .

. i

e situation 1s i llustiated schomatics 1y o 1y, "=y b war: s
probabilities discussed above can Lo ooxpressed as int-orais oo s s
probabijity functions, o accordance with shaded ren)oi s ta v 0 are.
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Figure 1-9. Probability density functions for noise alc
and signal plus noise.
PD=f P (x/SN)dx (1263
1 - PD = /r P (x/SN}dx 11-27)
e}

PF =f P(x/N)dx “l=Z380
- P]. =f M(x/N)ydx (1-lu)

[y

-

[t 15 scen that F” can alwavs be increased by decreasing /., but this

nas the cffect of increasing PF' The more the twe probal-1lity runctions

in Fig. 1-9 tend te overlay, the higher will be Pooror a coiven vialae

of P“. PF can be made low by increasing .., but only at the expensc of
making P” low. Thus, detectability cannot be characterized by P“

or l“_. alone; both must be specified More geacrally, l‘“ 1w wsually
plotted versus P o by allowing v to vary.
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When x rebresents a more complicated message, such as a waveform, the
decision rule Lecomes morce invelved, A number of different criteria
exist for optimizing the decision rule. These include such criteria
as minimum cost (Bayves decision rule)}, minimum information loss,

Neyman-Pcarson and Tdeal Obscrver. The Neyman-becarson rule maximizes
P subject to a specified valu. or P.. The Ideal Observer minimizes

D F

the probability of error PF

Py = PINIPL + (1 - POP(SN) (1-30)

where P(N) is the « rrior? probability of noise alone and
P(SN) =1 - P(N" is the a riiori probability of both signal and noise
being present. Note that the Neyi:n-Pearson criterion has the

advantage of not depending on these 2 »riord probabilities.

I~ *tunately, theory tells us thit nll of these different criteria
lead to exactly the seame type of decision rule; namely, one which sets
a threshold A on a quantity called the Z<ieilheod patis,  The likelihood

ratio L(x) is defined

L(x) = gi—/-‘%— (1-31)

“he only differcnce between the criteria is the value for A, The form
of the optimum receiver can thus be specified once the statistics of

the signal and oisc arc known.

Most radars are designed to handle the reception of sigaals in a very
.pecific wype of noisc called "adlitive white gaussian' noisc.* Most
receiver noise and many other typces of noise arce of this type. This
noise has the properties ot being lincarly additive to the signal and

of having a tiat speetrum. lis vancien character assures that the out-
put of any linedr operation on this type of noise, such as tinear

£

[ .~irye R PR R EY e 3 3 : - IS . S
ilterins, will be normully (Z. .., ,sussian) distributed. The oo ditive

= Sce, for cxample, p. 37 ot Ref. j-i],
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white gaussian noise assumption also has the advantage of producing
mathematically tractable results. Even when this noise assumption

is not completely valid, the practical results are often still reason-
ably good.

Consider the case of a known signal waveform s(t), e.5. a voltage .,
t waveform, in the presence of an additive white gaussian noise wave-
rorm n(t). Detection thcory tells us that the likelihood ratio 1.{x)

takes the following form

Lix) e (1-32)
where
¥ = \»‘i- f x(t)s(t)dt {1-33)
0 (o9

No’ as before, is the noise power per unit bandwidth., Scotting a thresh-
old on L(x) is ecquivalent to setting a thireshold on ), since these are
monotonically related. Thus the optimum receciver consists of taking
the received message x*(t), cross correlating it with s(t), and sctting

4 threshold on the result. The value of the threshold is usually based
on an acceptable falsce alarm rate. This process is often termed

"correlation-reception,”

The quantity ¥ is o rondom variable with mean value zero when th» signa)
i3 absent (C.c., s(t) = 0), mean ZN/N( when the signal is present, and
variance Zk’NO. The signal enerpy ©IDis defined as the integrated square
of «(t), which is the enerpgy which would be dissipated in o one-ohn
resintore, The effective sipnal-to-noise ratio is the square of the
difference of thie mean viddues of o divided by the variance ot -, whivh
vields fV/NU as the offective siunal-to-noisce ratio at the output of

the ddenl receiver.

[
Ccs




On the basis of these considerations, the following formulas for PD

and PF are readily derived.

o«
1 -G R22R 1-34)
P, = —- e " dy (
D 2R A
PF = ;fc'XZ/Z.ﬂ dk -35)
Van? A

where the abbreviation A#= ZE/NO has been employed. PD 2, PF curves
for various values of . based on these formulas are shown as the solid
curves in Fig, 1-10, Because probubility scale- are employved for

ordinate and abscissa, thesec curves arc stroight lines,

Two significant points arc worth cemphasizing., The (irst is that signal

detectability, as manifested in the PD 2te PLocurves, Jdepends only on

l.'
the signal energy and not the shape of the wav~form, provided the signal
is exactly known. Thus, modulation of the signal to increase its
bandwidth, and hence the required bandwidth of the receiver, docs not

in principle degrade signal detectability. The second point 1s that

PY is a very sensitive funcsion of Zl’./No tor fixed PD when Pr is

small, From Fig., 1-10 it is scen, for cximple, that when PD = 0.0

an increase in BE/NO from 19 to 01 causcs PF to decrease from 5 < 10°°

to 10717,

The introduction of unknown signal parumeters can, of course, do nothing
but degrade signal detectability.  This situation is illustrated in
Fig, J=10 for o signal which is lnown except for carrier rhasce whicl,

is plotted as the dashed curves.  The depradaution in detectability pe-

Low the sipnal known casc becomes less pronounced as ZE/N  is dncreased.
Q

Consider now the casce where the signal, if it occurs, 1s one of o set of

distinetly different signals, ... sipnals which do not overlap in
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time or in frequency) each with signal energy E. Such might be the
case, for example, with a pulse whicn cain occur with one of a set of
N time delays, where the time steps are larger than the pulse length.
Theory states that correlation reception must be performed for each
distinct resolution cell in which the signal could be located. A

threshold can be set on the result of each of these correlation reception

operations to obtain a specified PD. The probability of false alarm is, v

however, N times as large as for the singlec signal case. Stated generally, ]
if the radar has to look for the presence of a signal in one of N

resolution cells, then P. as determined from Fig. 1-10 must be

—

F
multiplied by N. Since resolution can exist in several dimensions,

such as range, velocity and angle, the number of resolution cells exa-

mined by the radar per seocond can easil' be quite large; ¢.;., 10®

or larger.
In practice, correlation reception is usually implemented with the aid -
of a "matched filter." Consider the situation shown in Tig. 1-11,

y(t)

—_——

x(t) = s(t) + 1:{t) h(t) _J

Figure 1-11, Linear filter response.

x(t) is the input to a linear filter which can always be characterized
by its impulse response function h(t), the responsc to a dclta function
at t = 0. The filter output y(t) is related to the input by a con-

volution integral.

i3

v(t) =f x(uyh(t - u)du , (1-30)
’ -0
’ where u is a dummy variable. 7The matched filter condition requires
.
nie) = s(T - t) (1-37)
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where T is sufficiently large to ensure a filter realizability condi-
tion h(t) = 0 for t < 0. y(t) is then given by

w

y(t) =f><(u)5(T -t t{)du . (1-38)

-0

The output of the matched filter at time T, y(T), is seen to be the

desired correlation upon which the threshold should he set.

In practice radar signals have time delay as one of their unknown
parameters. The matched filter has the great virtue of supplying at
its output the cross correlation of the rececived waveform with all
delayed replicas of the expected signal as a time waveform. Detection
can then be performed by simply setting a threshold on this time wave-
form. Signal time delay can be estimated by measuring the time at
which the output of the matched filter reaches its peax. It is useful

to note that y(t) cdan be written

y(t) =~/-s(u)s(T - t + u)du + noise term | (1-39)

The signal component of the output of the matched filter is seen to he
just the time autocorrelation of s(t), a fact which will be used in the

next section, on parameter estimation.

The signal-to-noise ratio at the output of the matched filter at the
instant when the signal reaches its pecak is, as we have secn, just
ZE/NO. Usually, however, the matched filter is implemented as a rcla-
tively narrowband filter, and the signal out frem this filter is there-
fore narrowband. The time-average signal-to-noise ratio includes the
effect of noise both in phase and in quadrature with the signal, thus
vielding a time average signal-to-noisc ratio of E/NO. It is for this
reason that the radar equation is usually written to provide E/NO

rather than Zt/NO.
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An ideal receiver makes use of exact knowledge of signal shape, inclu-
ding phase. In the case of a single pulse, this type of receiver is
fairly easy to implement. It is more difficult in the case of a pulse
train because the processor must be properly matched in phase for the
length ot the pulse train, This matching problem can be complicated by
unknown doppler shift as well as unknown time delay. As the observation
time on the target is increased, other problems such as amplitude and
ohase scintillation of the target, the existence of radial acceleration
and hagher derivatives of range, etc., tend to complicate the reception

pProcess,

A practical cxpedient to simplisy the reception process in such situa-
tions is to envelope dotect the signal (thus destroying phase information)
and inteprate the signal "noncoherently.' Such a proces< is called
postdetection integration, as opposed to coherent processing, which is
called predetection integration, A loss in signal detectability is
incurred, and many curves will be found in the iiteratuve which show
postdetection integration performance under various situstions, A

sood rule of thumb is that po-tdetection integration s quitc efficient
when the 1eput signal-to-noisc ratio is unity or greater, but it degrades

rapidly when the input signal-te-ncjise rotio alls below unity,

1.6.3  PARAMZTER ESTIMATION

ine pargauctors ot u radar target doeteraine how the transaitied wave-
tform is modified by the tarzet to prodace o reflected woveforn,  aring
a short time interval the target vetarn can be characterizod by RuS,
range, radial velocity, and angalar josition,  Over longer periods of
time various derivatives o these auantitics mas also have to be inchated

as unknewn pacamcters,  onoe the target has been detected, the rpenal

See, for cranple, Soe, U0 of Rel, 1=,
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energy received across the aperture can be processed to form an estimate

of its signal parameters.

Consider a simple situation where the transmitted waveform is s(t) and
the received waveform has the form as(bt + c). The received signal is
characterized by the unknown parameters a, b, and ¢ which are to e
estimated. The quantity a depends on the target RCS and the radar
range, b is determined by the radial velocity of the target and c
depends on the range of the target, If the observation time is short,

a, b, and ¢ can be treated as constants,

It should come as no surprise that the accuracy in determining these
quantities is a function of s(t). A long sine wave, for example, will
yield very good velocity resolution and accuracy but very poor range
resolution and accuracy. More complex wavcforms can be devised which

provide both good range and velocity information.

With the assumption of additive white gaussian receiver noise, parameter
estimation theory. based on Baves' theorem on inversce probability and

the reztnod 27 macimwy Iixsiinsod, specifies how the reccived signal
must bc processed to obtain the best estimate of target paramecters
{Ref. 1-11). Supposc the received signal wavefors with energy s
written s(t, y) vhere the parameter y denotes one or morc unknown

parameters. Theory shows that onc must compute

fx(”)s(u, Yidu (1-40)

for all possible values of Y. vhe best estimate of ¥ is that value
which muximizes this cxpression.  In the case where unknown time delay
is the only unknown parameter s(t, y) 1s replaced by s(t - 1) and the
integral becomes a crosscorrclatiovn of the reccived message wavefornm
with delaved replicas of the cxpected signal. As wus scen in the pre-

vious scctien, this function is conveniently calculated with the aid of
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a matched filter, and the best estimate of T is chtained by looking for
the time at which the output of this filter is a maximum. If the

correct value of Yy is denoted Y, the integral can be written

$(Yg,Y)
e e ——
fx(u)s(u,y) du =f s(u,Y ) s(u,y) du + noise . (1-41)
It is the presence of the noise term which causes the estimate of y
to deviate from its true value, since ¢(Y0.Y) is a maximum when
Y = Y, - The more sharply peaked is ¢(Y,,Y), the less will be the
perturbing influence of thc noise on the estimate of vy, and the better

will be the accuracy in determining vy.

Should the character of ¢(YO,Y) be such that two or more values of y
give the same, or nearly the same, value of ¢(Y0,Y), it will not be
possible to determine with certainty which value of Yy is correct. In
other words, there will be an ambiguity in estimating y. The function
¢(Y°,Y) characterizes the nature of these ambiguities. In the litera-
ture ¢(Y0,Y) is wusually considered for two unknown parametcrs, time
delay, and doppler shift, and it is that function which is usually re-
ferred to as the radar ambiguity function. The theoretical properties
of the radar ambiguity function have been a subject of considerable
interest in the literature (Refs. 1-11, 1-14, 1-15, 1-16).

As an example of how ambiguities can arise, consider the case where
the transmitted waveform has the form (ignoring constants of propor-
tionality) sin wt and the target introduces a timec delay T = 2R/c.

The received signal then has the form

sinfut - D] = sin (t- Ty (1-42)

The phase shift introduced by the target is 4wR/) . Sirn-~e this phase
shift can only be measurcd as an angle between 0 and 7», the determin-
ation of R is highly ambiguous. Stated differently, incrementing R by
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n\/2, where n is any integer, will change the nhase of the received
signal by an amount 2mn and hence leave the measured value of phase
urichanged. This type c¢f range ambiguity is usually of no concern

because range accuracy of better than A/2 is almost never required,

and range is usually obtained by measuring the delay of the pulse

envelope rather than from carrier phase. For an isolated radar puise

this range measurement will be unambiguous.

¥ ...‘m,..;, o .

DU LT T

More generally, it is desired to choosec a waveform which will provide
both range and velocity information. The most frequently employed

waveform is a uniform train of short identical pulses. Denote the time

separation of the pulses by T , and the radian frequency of the radar

by w = 2nf, as beforc. This waveform can give rise to both range and
velocity ambiguities. For example, a target at range R gives a return
which is indistinguishable in form (cxcept for e¢nd effects where the

pulse train starts and stops) from a return at a range R + %To. In .

Mt <o fodprer o S

R

e

other words, range ambiguities occur with a spacing RB = ¢cT /2. On the

other hand, a veclocity shift of ,\/ZT0 produces a change of phase shift

between pulses of exactly 27 radians una thus produces no measurable
change in phase. It follows tha*t ithe velocity ambiguity spacing is

= A/2T,. The product RBVB is thus given by

RoVp = ca/d . (1-13)

Yy

e — o ——

Thus, when A is fixed, RB can only be made larger at the expense of

making V  smaller, and vice versa. This equation expresses the well

B
known range-veclocity ambiguity dilemma which afflicts radar. This
phenomenon, dside from causing measurement ambiguities, can also
"fold-in" clutter rrom other range or velocity repions which will
compete with desired signal returns.  In wwny problems where clutter is
not serious and the range-velocity spread from targets is not large,
radar amblgulties present no problem.  io Lhe case of isclatced targete,
;oo oinformation cun often be employed to resolve mecusurement

ambiguities. Onc well known radar application where the range-velocity
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ambiguity problem is quite serious is the use of airborne radar to detect

aircraft in the presence of ground clutter.

From Fourier transform thecry one can show that resolution in frequency
is T !, where T is the time duration of the signal. Ccnversely, the
resolution in the time domain is B !, where B is the signal bandwidth.
The time delay T is related to the range R by the formula R = %ct. It

follows that the range resolution &R is given by

. 1 . c ‘
SR = —;}C.’JT = j-g . (1-44)
The doppler shift fD is related to the radial velocity V by fD = 2V/2.
It follows that thc velocity resolution &V is given by
2."‘41’: B
. D A
o = T — . ]-45
\ 3 5T ( )

These expressions for AR and 2V are approximatce and assume that tae
bandwidth B and the time T are morc or less uniformly occupied by

signal.

Oncec a target has been resolved in at least one radar coordinatc from
other objects, it is usually possible to determine its parameters (&. .,
range, vecloclty, angle) to an accuracy which 18 a small fraction of the
resolution cell width. This accuracy improves with signal-to-noisc
ratic. Approximate simplified formulas for radar resolution accuracy
arc given in Table 1-4, The accuracy tormulas include a samall
deg=adation factor for non-ideal signal processing. A good ruic of
thumb is that a minimum detectabie signal level, approximately 11 dB
signal-to-noise ratio, will viecld an accuracy which is one-tenth the

resolution cell size.

Some restrictions apply to tie usc of these accuracy formulas:  the
signal-to-noise ratio must be substantially grcater than unity:  the
radar ambipuity function must have finite derivatives near its origin:
the measurcments of angle, range and velocity must be "coupled” in
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Table 1-4. Approximate radar resolution and accuracy formulas

Resolution Accuracy (rms error)
Angle \ A8
(circular aperture Ag=1.2 = g. = o
of diameter D) D ° \3Vs/n

Range AR= ?% 2 = C_ - AR_
s/ 2B/
Velocity AV= -2% oy = A _ oA
AT\S/N  2\S/M

a statistical scnse. Generally, one can assume that radar measurc-

ments are uncoupled. A notable case where range and vcelocity is

coupled, however, cccurs with a lipear FM signal waveform. Such wave-
. .’ .

forms are frequently cmployed because they provide a convenlent means

for increasing the time duration and/or the bandwidth of the signal

and thereby provide improved resolution and accuracy. In the audio

range a linecar M s<ignal sounds like a chirp, and for this reason thesc

waveforms are often referred to as "chirp' signals (sce Ref. 1-15;.

An example of how one can obtain an accuracy which is a small fraction
of a resolution cell will be illustrated with a scheme known as
~orsrulse {or ¢imultancous lobing). This term is usced to signify thuat
an angle measurement is made on a single pulse. In the case of a

dish (ffé, refijecting type) antenna, twe feed borns can he displaced so
as to form boams 4t slightly different angles, as shown below.  The
beams can be added to form a sum beam and a Jdifference bean.  The suw
beam 1s used to determine the magnitude A of the return.  The Jiffercence
heam ontpnt - whieh s essentially Tinear near the origin, produces an
output proportional to A.v, where &% 1s the angular displacement of the

target from the midpoint of the two beams. ‘The ungle estmatce is
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Figure 1-12. Honopuise signal outputs.

obtained by dividing the difference cutput by the sum output. In a
tracking radar the output of the difference channel can be used in a
servo loop to drive the antenna so as to keep its boresite pointed
approximately at the target., Trom a theoretical standpoint, the basic
approach for measuring range and velocity is similar to that for

measuring angle.

1-7.  THE RADAR OPERATING ENVIRONMENT

The choice of design paramcters for ua particular application, and the
performance which can be achieved in a radar i1s often strongly influ-
enced by the environment in which th~ radar must opcrate. This en-
vironment scts u practical limit on the usuable radar frequency band.
The high-frequency eond of the operating band is limited by atmospheric
absorption duc to water vapor and oxygen. The low-frequency end of
the band is limited by various types of noise and uncertainties in

propagation thirough the ionospherc.

The effect of atmospheric attenuation is shown in Fig. .-15, The

two-way ottcennation by the unperturbed atmosphere, in <, is plotted
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23. clevation angle and radar frequency. As roted, the two absoarption
neans showm arc due to water vapor and oxygen.  This absorption can also
soonifocantly incerease system noisc tomperature if very low noise re-
celvers are emploved. The small "window' between the two absorption
pears is at Ka—band {26.5-46 GHz). The cffect of atmospheric absorp-
tion ¢an be mitigated by placing the radar on a high altitude aircraft,
or avelded cntirvely it the radar is jocatred in space.

Auothe higher frequencies, 3ud0 Mz and above, precipitation can also
cause serious absorprion.  The two-way attenuation, in d°: per mile, in

rernoand rop, s plotted in Fig. 1-15, Weather attenuation is scen to

Increasc very rapidly with increasing froguency. It is essential to

o the radar froguencey low (<-band oy lewer: in order to achieve an

ali-veatber vapability.

drder normal o civeumsrarees the corth's wonosphere, which, sturts at an

aivitade of abooe 5% kv, has neplisible absorption at {reoquencies above

Lo M owever ) waleulutions shew that o high-aititoge naclen

Co] rOos10n Cna creste ateentations o1 fens or hundred:s of decibels over

S noear Lhe b 0o Por porioas of winetes, deponding on woapon
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dha el njes, teavspheric absorpricn 3 not wsnally of any coreoorn

Crocnlars wiiiol o wperate entirely below the donosohere; L, rdan s
ror ane traftic control.  As with atmospleric abserption, ionospheric
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Figure 1-14, Theoretical values of attenuation in rain and fog.

of noise at low freguencics include atmospheric noisce (from lightning
storms), mian-made noise produced by various clectrical equipment,

solar noise, and radiation from discrete radio sturs., All of these
tend to decrease with frequency.  Atmospheric noise - of little signi-
ficance above 100 MHz and radio stars are too weak to be u scerious
problem.  Solur nolse s potentiully a probleom, oven in the radar side-
lehes, at the low cnd of the radar band during periods of solar out-
S0AdD above it

N ~

bursts where the radiation can 1ncrease as wUCh G35

normal valuce. These outhursts, though not very tfrequent, can Jast

e e e e = - T T S A L T T T

from minutes to hours.
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The atmosphere provides a generally favorable environment for propaga-

tion of radio waves at frequencies above 100 MHz. For many applica-

tions the errors caused by atmospheric bending and path delay can either
be ignored or simply corrected. The piropagation medium is divided
into two regimes which have distinctly different behavior. Refraction

crrors in the tropospherc are essentially freguency independent, while

£~ W 1S rpees Ry

ionospheric refraction, which is caused by the presence of free electrons,
scales as the inverse square of frequency. The total angular atmospheric
refraction crror at 200 Mi:c versus target altitude and elevation angle !
is plotted in Fig. 1-10,* The dashed portion of the curve represents
thc ionospheric contribution. The tropospheric errors can often be

' corrected to within a few percent of their residual value with the aid

of local index of refraction measurements. The atmosphere will also

cause errors in medsuring range and radial velocity which can be of

— 1

* See I't. V, Chapter I of Ref. 1-17, ?
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concern in some applications where high accuracy is required. (Curves
of range and velocity errors, and their decpendence on frequency will

be found in Chapter I, Part V of Ref. 1-17.)

Radar clutter, which consists of undesired radar returns which inter-
fere with the desired target return, can arise from a wide varicty of
sources including precipitation, ground reflections, sea reflections,
radar chaff, aurora, and even birds or large insects. In a nuclear
environment clutter can also arisc from dust clouds and weapon-induced
ionization. Clutter can often be much more of 4 constraint in the
choice of radar design parameters than either external noise or propa-
gation effects. 1In some applications it is not unusual fer the clutter

to exceed the signal by 30-50 dB or more.

In situations wherc the main beasn of the radar lies adjacent to or is
pointed down toward the ground or sca, clutter can be very large be-
cause of the large arca of the clutter which is itluminuted., Ground
and sca clutter 1s characterized by a quantity c? which is the cross
sectin per unit area of clutter illuminated. c® i3 related to the

terrain scattering cocefticient v by the formula

where o i1s the grazing angle (che complement of the incidence angle)

on the surface. C(lutter behavior is usually characterized by plots of
3 or vy 2a. & for various terrains or seca states. An example of the
variations of =% with grazing angle for various terrain types is shown

in ¥ig. 1=-17. Thouph % hos strong dependence on terrain type, its

dependence on frequency is weak.,  The return with horicontal polari-

zation 1s somewhat fowcer at low grazing angles,

Ial

Fig. 1-1s provides curves oi radar reriectaivity, in HZ/H?, versis

frequency for various rates and types of precipirtation.,  Pocause re-

tlection vrom rain and snow 1< in the Rayleigh scattering regime, precip-

ttation cchoes increasce s the tourth power of fregquency.

s v osin b (1-16)
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In situations where the clutter return is large and the target cross
section 1s low, a4 high order of clutter reduction will be necessary

to detect the target, The ability of a radar to sce targets in clutter
is sometimes referred teo as subeiurser Sisidiiisy (scvy.” The two
principal techaiques for removing clutter are based on its spatial

and velocity henavior. The only clutter which competes with a target

is that which is located in the same resolntion cell as the target

(to the extent, at lcast, that sidclobes of the resolution ceil can be

+

£ L. 34 it

ignoraed).  Since most clutter tends to be distributed over wide arcas,

signal-to-noise ratio can be increased by increasing radar resolution

I

in anglc, range. ==, The second technique makes use of the velocity
difference between targets and clutter., For example, the inhercnt

doppler spread from ground clutter may be very small compared to the

DERFTRERSE- U A

doppler shift produced by a closing arrcraft, This type of clutter

PO
i b

rejection is termed MTI (Moving Target Indication), The clut:er pre-
blem is particularly severe for an airborne radar which must look down

into the clutter, When MIY is performed from an aircraft, it is termed

T Fia s

AMTE {Airborne MTI). The advent of highly stable microwave components f
and advanced analog/digital signal processing now permits c¢lutter E
rejection well in excess of 40 db to be achieved, ;
|

1.8 SOME_COMAONLY USED RADAR ACROWYi1S :

ALW airborne carly warning

AMT airborne moving target indication

AM amplitude modulation

AGE automatic gain control

CRY cathode ray tube

COHO coherent oscillator

CIAR constant falsce aiarm rate

(1) contlinuous wave
* Petfinitions ot this quantity in the literature are not consistent,

Skolnih detines SCV oas the gaiu in signal-to-clutter ratiro resnlting
from the usce ot MU (Ret, 1-_).
57




DPCA displaced phase center antenna

ERP effective radiated power
ECM electronic counterineasurcs
FFT fast Fourier transform
FM frequency modulation
GCA ground-control approach
1F intcrmediate frequency
LO local oscillator
MT1 moving target indication
ol plan position indicator
PRF pulsc repetition frequency
RAM radar absorbing materials
RCS radar cross section
RADAR radio detection and ranging
RY: radic frequency
RET radio fregucncy interference
STC sensitivity time control
S01 space object identification
STALO stable oscillator !
SCV subclutter visibility g
ThS track-whilce-scan ™
é
g
k
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CHAPTER 2
INFRARED OPTICAL SYSTEMS

2.1, INTRODUCTION

The irtent of this chapter is to provide information that will allow the
conceptualization and analysis of the capability of infrared optical sis-
tems, To provide sufficient information for the detailed design of coptical
systems is well beyond the scope of this article, und for that pur-

pose, reference should be made tu publications such zs References 2-1 and
Z-2. In view of the intent, emphasis will tend toward definition of para-

meters in terms of system characteristics.

Wavelengths trom abeut 1 to 25 microns (i) will be of primary concern.

The primary type ot system will be pas<ive, although the means for extend-
ing analysis to laser systems will be covered. The general clements of an
optical sensor will be discussed, then optical target charac.eristies, and

finaily some typical component characteristioe,

2.2, INFRARED SYSTEM ELEMENTS

2.¢2.1. GENERAL

An o infrared sepsor svestom atilizes iatrared radiatiop to dotect, locate,
track or obtain signal charac.eristics inrormation.  The <ource of the
sadiation can be solf emjission such as the mwliation 1'row o bl iet enyine
or rochel plume, or thermal radiatron trea a wars obsoect, it ean e re-
Flected natural radiation such s sunshine or cavibshine: or 1t can b

retlected system geverated Ticht sach e o0 Leser heam,

\n optical sensor comprizcs four baszic cloments as o schemet oy shown in

Clenire C=lroasvstem of morors or o Jlenses oo ocollectiny radiation; one oOfF
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more detector elements for constrairing the field of view and converting the
light to an electrical signal; various enclosures, tubes and baffles for
rejecting unwanted radiation; and some means for restricting tne band of
wavelengths which result in output signals. In addition, there are auxil-
iary elemerts such as a means for converting the output to an easily ampli-
fied ac signai (phvsically scanning the field of view across the target

or chopping thie light beam are typical techniques), amplifiers and signal
pr.cessors, cooling for the detcctors and optical clements, a gimbal and
control systen for pointing the equipment, and possibly shielding if it

is to he used in a radiation (nuclear) environment.

2.2.2. COLLECTOR

The infrared radiation collection function may be performed by lenses,
mirrors or combinations of both, Correction plates may be used to com-
pensate for various aberrations. For collectors larger than about 6
inches diameter and for infrared of wavclengths longer than a few microns,

mirrors are used almost exclusively.

The primary descriptors of the collector are the entrance aperture or

pupil areo AP, the cffective foca! length of the system f  and the optical

eftficiency 5. The aperture *s normally specified by its area in squarce

centimeters or its diameter * {(in centimeters)., So long as (he target

beirg viewed is small compared to the resolution of the system, the spectral
1

power p, collected is the product of the incident spectral radiant power or

irradiance ”A (watts cm-zu—lj and the aperture areca.
VoL 2-1)
| Ay (2-1)
Often the optical collecting power of a system is cxpressed in terms of an
f-stop numbe © /¢ which is the ratio of the focal length to aperture

diameter.  This is uscful when dealing with sources more cxtensive than
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the resolution of the sensor. Such a source produces a flux at the sensor
aperture expressed as an irradiance per solid angle {watts steradian™'em 277,
which for writing simplicity is often referred to as a flick or f1l). The
convenience of this representation is that, in the absence of attenuatjcn,

the irradiance per solid angle due to the extended source is invariant along
a ray and is equal to the source spectral radiance NA' This constancy of
radiance (irradiance per solid angle) is maintained throughout the focusing
process—the irradiance per solid angl. at the detector cquals the source

radiance,

The detector element is illuminatzc over a solid angle of convergence de-
termined by the solid angle the pupil subterds as viewed from the detector.
If the angle is small enough that *the cone angle can be approximated by its

tangent, the solid angle of jillumination is

Q= A/fE o= g2 £/6)7, 2.2
P P (
and the irradiance at the detector is the product N‘Qp' Consequently, for
an extended source, the spectral power collected by a detector element of
area A, is
d

P. = N :\ :\ /fz‘ (=5

A ) p d ! i
All of the energy that enters the pupil does not reuch the detector. There
are losses duc to mirrors with less thon unity reflectance, lensces or {ilters
having absorption or partial rcflection, and obstructions in the optival
path., Obstructions can be secondary mirrors and their supports (so calicld
spiders) or Laffles designed to improve the rejection of spurious off-iaais

signals.  The various losses con be combined into a single effectve optical

transmissjon ctficirney .50 lo ger the tiue magnitude of optical power

incident on the detector, the spectral powers of Lquations (J=1) amd j--5;:

must be reduced by this efficiency.  Sometimes the etficiency 1< caocbined
70
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with the f stop number to give an effective f number, which is an overall

measure of its light collecting capability
(f/“’)e = (£/#)/Veq . (2-4)

In summary, the spectral power incident on the detector is:

PoTe T vk TRIRPY Kot ERIn ! YT T o

Point Source

Ul

P). = gor\p“.A; (2-5a) E

i3

Extended Source E

- : - f

PA = E°NkApAd/f . (2-5b) !

= N A2 (/) )7 (2-5¢) j
Another property of the light collection system of potential signiticance is .

self emission from optical elements that arc not 100% cfficient. A primary
concern for reflective optics systewms is thermal emission from the primary
and secondary mirrors wiiich necessarily fill the whole optical beam and,

&

hence, illuminate the detector over an angle It the radiance of a black-

body, the Planck function (sce Section 2,3,2,1), is represented by 2{1,7)
and the emissance (the ratio of actual-to-blackbody radiance) is expresscd
in terms of the mirror reflectance as l-p), the mirror spectral radiance is
PIT, ) (1-.-)) where T is the temperature of the mirror. ‘The spectral

power on u detector clement is

) - L on( 1_ - A 1l S
l 2 (L) (=) AN/ (2-6)

where cach reflective clement in the ficld of view maokes « contribution of
1]

similar form and ¢ is the optical efficicney between the radiating cle-

ment and the detector,  In genceral, elements are cooled sutficiently that

their contribution Jdoes not sienificantly degrade svstem operation.
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Transmissive optical elements radiate because they have some emissance.
For those elements, Equation (2-6) is simply modified by the replacement

of (l-px) by the emissance €y

The collector may also control system resolution. For a transparent cir-
cular aperture, diffraction results in the image of a point source being

a central disc surrounded by rings, the sc called Airy disc. For the tar-
get signal to correspond to the power given by Equation (2-5;, the majorv
fraction of the energy in the Airy disc must fall on a =ingle dctector
clement. Furthermore, if two targets are to be resolved, their Airy discs
must not overlap too much. The classical Ravleigh resolution criterion

is that the central point of one Airy disc must be displaced at lecast as
far as the first null in another. All this discussion assumes that optical
system aberrations are negligible. The study and elimination of aberra-
tions is an optical element design problem and those who are intevested in

.

design should refer to books such as References -1 and -2,

For a circular aperturc, the first diffraction null ring is displaced an

angle

5 = 1,22 1/d. (2-7

Thus, a 10 c¢m diameter aperturc system operating at 10w could resolve

.122 mrad. Furthermore, 345 of the cnergy is contained in a circle with a

i

radius corresponding to the angle ., which is a pnysical rad as -,

Six pervent is diffracted more than 3 times ;.

e e

1f c¢losely sposad ohieccte af orcatly different brightness must pe resolved,
cven the small amount of energy diffracted to Jarge angles may be intoler-

able. However, it can be further suppressed at the expense of broadening

the cventral disc.  The situation is identical to side lobe sUppression 1n

7¢



radars. Partial absorption of energy around the outer edge of the aperture

so the "edge'" is not sharp can provide the necessary tapered feed.

2.2.3. DETECTORS

A detector is simply a transducer for cenverting an optical signal into an
electrical one. Over the total optical band many different type devices
are used; however, at wavelengths greater than a micron , prinary ccncern is
with semiconductor diodes which are either photovoltaic or photoconductive,
From an overall system standpoint, all detectors can be described in simi-
lar terms. Consequently, although the discussion here will be limited to
semiconductor detectors, cquivalent performance descriptors can be obtaincd
for other detectors, and the system evaluation critcria to be developed

used for cthose otlher delectors as well.

Some of the parameters characterizing a detector are important for defining
overall systems operating capability; some are important primarily for de-

sign details (such as impedance match with following amplifier circuits).

Primary system important parameters are the effective area Ad(cmz)* and
D* (a measure of detectivity discussed below). Many optical systems
utilize a matrix of small detector elements or a lincar array of elements
.n the focal plan to subdivide the total ficld of view into resolvable
elements. For such systems, the detcctor element area defines the instan-

tancous single detector field of vicw 24

g = .-\d/fz. (2-8)

* in some of the following discussions the linear dimensions are required
scparately.  The detector width in the direction of a scan will be called
a and its length perpendicular to this will be called b. The corres-
ponding angular dimensions in terms of field of view are the ratio of the
physicol dimension to the focal length. Call these « and 3.
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It is this solid angle that must be comparable to or larger than the region
of the Airy disc containing most of the optical power in order that the
analysis being developed here is applicable without inclusion of a degrada-

tion factor due to loss of optical power.

Detectors are not noise free. Lven in the limit of theoretically perfect
detectors, the number of photons and conduction pairs are subject to statis-
tical fluctuations and hence, produce noise. Measures of the noise are
expressed in terms of the incident optical signal power necessary to produce
a detector output equal to the rms noise. The referenced optical power can
be monochromatic, in which case the descriptive parameters are called spec-
tral and subscripted X, or can be black body, irn which cuse the parameters
are called black body and subscripted BB. To have meaning, the reference
wavelength or black body temperature must be specified. For detailed sys-
tem evaluation, the descriptive paramcters should be averaged over the

optical band pass.

In the following devclopment of useful relationships, the descriptive para-
meters will not be subscripted, and, depending upon whether a system is to
be used in a monochromatic, blackbody or fixed band, the paramcter should

be interpreted as spectral, blackbody or effective.

The noise-equivalent-power  NEP' (watt) is the incident optical power nce-
essary to produce a signal equal to the rms noise. Unfortunately, the NLD
depends upon the optical chopping frequency (1f the signal 1s chopped to

produce an ac output), upon the clectrical bandwidth and upon the detector

arca. Because workers in the field like large numbers to indicate a valuable

device, the detectivity U is often used instead of the noise-equivalent -
I)O\»\'Cr .
e =1
D = 1/NEP (watt ).

(2-93
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Because the detectivity still depends upon the auxiliary parameters of
electrical bandwidth Af and detector area, a normalized detectivity
parameter D* is usually used. The hope is that this is primarily a
property of the detector material hecause, for a flat noise spectrum,

the equivalent optical noisc power varies as vof ' and, if the noise

is generated by the statistical variation of events in the detector element,

it is also proportional to Vi,.
a

Thus

D* = VA,TF D (em see M vare ™Yy (2-10)
and

\NEP = VAdAf /D*. (2-11)

1t can be scen that the minimum detectable optical signal, which is a few
times the noise power, becomes smaller as the detector and bandwidth be-

come smaller, if D* is an intrinsic property of the detector matcrial.

A parameter primariiy of theoretical interest is the responsivity guantum
efficiency RQL which is the ratio of the number of countable output
cvents to the number of incident photons. This depends upon 1osses due

to reflections at the detector surface, incomplete absorption of the radi-
ation in the detector and absorption events which do not result in modifi-
cations of the clectrical properties of the detector. The RQF s used

in deriving theoretival limits on the detector noise Jdescriptors,

For the detectors considered here, the important noisce setrces are Johnson
noiae, modulation {or i, €, seneration-recomhinatiion (G-, or :hot. John-
SOn holse 1s ddue to the randon metion ot charge carriers in re-ictive

The clecliiedal nolsc ampiltade verres on v, bat Uhe dueloctors boing,
discussed have an oatpit asplitude thot varies linearly with optice]
pescer. lience, the optical noise power varices with O f,
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elements. If the parallel impedance of the detector and the following
amplifier is I and the detector and amplifier input are at a common

temperature T,, the noise voltage at the detector output is

Vo = (4kT,Z af)!% . (2-12
. . ! . ~
The detector responsivity. R , which depends upon detection efficiency and
carrier lifetime, is defined as the ratio of the output voltage (for photo-
voltaic detectors) or output current (for photoconductive detectors) to the

incident optical power referred to an infinite or zevo load, respectively.

' _ V out I out P
R =P tn " P in (-1

For optimum operation of a detector in a photovoltaic mode, the detector

load resistance should be large compared to the detector intcrnal resistan o.

Thus, the impedance 7 is the detector irpedance :d and the Johnson noise

limited D* 1is

If, as is usually the case, the photrvoltaic responsivity is inversely pro-
portional to the detector arca (that is, the ratio between irradiance uand
. e

output voltage is independent of detector arear, b, fora rhotovoltaic

detecteor is nearly independent of detector arca as was desired 1n defining

In contrust, detectors operated at extremely low tuemperaturces to achicye
Jarge detectivity tend to have very large internal impedances and operate

in ithe photoconductive mode. In this case, I 1s approximately the load

impedance :1, and

i

*
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For photoconductive operation, R is independent of detector area, and D

becomes proportional to the square root of detector area. Thus, for this

mode, detector elements cannot be made cver smaller withou- degrading
*

D

Generation-recombinatiorn .aoise is statistical fluctuations in the generation

and recombination of carriers in semiconductors. Part of the current is due

to thermal excitation of carriers into conductor bands. This is a property

b i

of the material and is strongly temperature dependent. If it is suppressed

by cooling, the remaining G-R noise is due to current produced by back-

Gl inietad 6

ground photons. In that case, the noise is usually referred to as back- 4
* i
ground or photon noise and the resulting D* as Dblip' g
13
o
if the irradiarce l% due tc the background in the optical bandpass (Sec- 'Q
i
tion 2,2.4) is duc to photons of mean encrgy hv, the variance in the %
number of detected events is @
) HbAd (RQE) g

54 = e r——— (2-10)

i 25F nv ’ -

and the noise level (in terms of countable events) is the square root of

At rrvwen Tt e ST

tnis. In thesc same terms, the output duc to a signal input P is
S =P (RQE)/2 if hv, {(2-17) 1

It follows from the definition of NEP  that

T

o

qiDe . H A (RQL) i

(NEP) (RQE) b RE 18) :

' 2.f hy TN20F hu ’ (- / .
’ 1
4 Thic exproeaicon ceombined with Lquation (16-11) produces 1
{

. TR

D=l . (2-19; i

blip ~2 he ”h : i -
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1f the detector enclosure is sufficiently cold that the significant back-
ground is that entering the collector aperture and the detector observes

a background of radiance Nb’ the irradiance is

Hy = Ko (2-20)
and

* : (RQE)

Dy 5 3T e N (2-21)

blip N 2 hy g .\b .vp

2TRQE) (F/0)7

N T hy Nb

*
It can be scen that the larger (f/”)e, the greuter Dblip
background. 1t is also interesting to note that the only significant

for a given

property of the detector is the relative quantum efficiency.

oD

The value of given by Equation (2-22) 1is strictly applicable to

*
Ph1ip
photovoitalce detectors. Photoconductive detectors are sensitive to the
population of carriers in the <onduction band. This fluctuates due to
variations in recombination as well as in genzvation of carriers. tonse-

quently, the variance in lLquation (2-106) is doubled and 1g less tham

l)h] D

given in Bquation (2-223 by the factor 142,

Photevoltaic detectors are also subject to shot nnisce due to the discreet-
ness ol the electronic charge in the current flowing through the detector,
The noise o2t the output of the detector is statistical flactuations in the

number of electrons flowing in a resolved time eclement.

\ Sila b 1) 1 2-20
shot i / !
where g is the electronic charge and 1.0 i the dircct cariont,
LAY
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Modulation, or 1/f noisc is poorly understood. It is observed in some

detectors s an output voltage of magnitude

— A{.‘ 1/2 l
V=R Iy C(Ei:i‘d‘) (r)

where d is the detector thickness, C 1is an empirical constant and n is

n

an empirical exponent which typically lies betwecen 0.8 and 2.

Another detector parameter, which may affect system operation parameters,
is the detector time constant. Several definitions used lead to slightly
different values. One T_ is the time constant to respond to a step func-
tion change in irradiance—specificinlly, the time to achieve 63% of the
steadystate .o o, The importance of the time constant is that if the

time a detector looks at a target is iess than Tp, sensitivity is sacri-

ficed and resolution of dim targets near bright ones is compromised.

The time constant can depend upon detector temperature and background
radiance. Consequently, it must be known for the design operating para-
meters. Sensitive detectors operating at very low temperatures have high
resistivity and small total current. Conscquently, the apparent time
constant may Le dominated by the electronic circuits (specifically the
distributed capacitance) attached to the detector output, and specifica-
tion of the measurement system is necessary to correctly interpret a

measured 1

Other parameters important to hardware designers are the detector impedance
=, supply voltages or currents, spacings of elements in arravs and cross
talk, variations in responsivity between clcments and at different points
on a single clement, and operating temperature. Current manufacturing
techniques can produce elements smaller than 1077 ¢m in linear dimension
ard spacing. On the other extreme, some can be constructed with arcas of

several square centimeters.  Typically. the responsivity of different places
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on a single element will vary by at least 30% to 50% and in some cases by
factors of 10. Consequently, for precision measurements, it is desirable

to have the image of a target cover much of a detector elecment, to average
responsivity variations,

* "
The D of a detector cannot be less than the Dblip corresponding to the
radiance of a black body at the temperature of the detector. Therefore,
for high sensitivity applications, detectors will be cooled. Depending
upon the application, the necessary cooling may be slight, or cryogenic
cooling to liquid helium temperature may be necessary. For convenience,
many detectors ave fabricated directly on heat sinks designed for use with
cryogenic systems. In this case, the preamplifiers may also be integral
with the detectors so that the Johnson noisc temperature is the cryostat

temperature.

2.2.4. FILTERS

Optical filters help Jefine the mean operating wavelength ) (microns or u)
and optical bandwidth AX (p). Normally, semiconductor detectors require
a minimum photon energy to raise a carrier to a conduction band, but any
one photon can raise only one carricr. This results in a responsivity

that falis rapidly for wavelengths larger than some cutoff wavelength,

and maximum D* occurs for wavelengths just slightly shorter than the
cutoft. Consequently, a filter may be used to limit the short wavelength
cutoff of the optical band pass and the Jetector characteristic used to
determine the long wavelength cutoff. 1In other applications, the filter

may determine both liuits.

The optical power incident on the detector is just that portien of the

spectral pever within the band pass, P = P, 2h. Filters are typically

interference filters deposited on substrates of glassv-like substances or

pure germanium or silicon. With interterence filters, the band center
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and bandpass can be arbitrarily chosen, Furthermore, unwanted signals are
reflected out of the system or to regions where they can be absorbed with-

out unduly loading the detector cooling system.

Most filter substrates useful for wavelengths longer than a few micrcns are
not perfectly transmissive but are also slightly absorptive. It follows
that they are also slightly emissive and, because they £i1l the detector
ficld-of-view, must be cooled to avoid contributing to the '"background"
radiation. They may have to be in the detector cryostat. This situation
accentuates the necessity for rejecting unwanted radiation by reflection
rather than by absorption, which would increase the cryogenic load. In
infrared optical system ecvaluation, the contribution of filters to the

background must be considered.

2.2.5. BARREL AND BAFFLES

The optical elements of a sensor are normally supported in a barrel or tube
which is the main structural element. In addition to its structural role,
the barrel and adjuncts provide rejection of off-axis radiation. For
instance, the barrel may shield the primary mirror from direct illumina-
tion b the sun for scattering of such a bright source by slight surface
imperfections could seriously degrade system sensitivity. A potential
application requiring very good off-field rejection is observation of

space traffic from a sateilite platform such that the earth is near the
fine-of-sight of the optical system. The requived attenuation of earth
radiation may be many orders of magnitude just o few degrees outrside rhe

svatem foeld-of-view.

Baffling typically includes coating the barrel interior with very absorptive
material to suppress reflections and scattering, lining the tube with sharp
edged rings so that light scattered anywhere but at the rins edge car not

pmpinge on the primary mirvor, aperture stops to prevent radiation



diffracted by baffle edges or mirror supports from reaching the detectors,

etc. A good troatmont of this problem Ls given in Reference Zej,

A problem associated with baffling is scattering from the main optical
elements. If the bistatic reflectance of mirrors hus a significant value
at angles other than specular (angle of incidence equal to angle of reflec-
tion), radiation from outside the field of view can be scattered into the

field-of-view with no chance of further rejection.

Another precaution used in sensitive systems to minimize the effect of
scattering from the mirrors is cooling the tube and baffle sys:em to reduce

off-axis radiation from the local environment.

2.2.6  ENCLGSURE

The enclosure is the material that immediately surrounds the detector ele-
ments. Ideally, it fills all the solid angle around the detector except
the converging cone of radiaticen from the optical elements. Consequently,
it subtends nearly 4m steradians. To avoid enclosure radiation limiting
the sensitivity by background photon noise, the enclosure may nced cooling.
If the detectors are sensitive only at a few microns, a 300°K enclosure will
radiate little in their acceptance band and cooling will probably be un-
necess: ry.  On the otlier hand, £ the detectors are sunzitive at 10, they

rospond to the peak of a 300°K black body spectrum; conscyucntly, copsider-

able enclosure cooling is necessgary to assore muximun sensitivity, Ihe

enclosure temperature will be called T . A radiance can be obtaired for
<

TC by data yiven in the target section (Z.o5.2.1, Figurc T-4 and used

in Lguation {2-710' to obtain a D by replacing 2 by -0

ene p : N

fven if the enclosure emissivity is low, radiztion in the cavity ap,roaches

-~

> tho entrance cone

P

that of a black body at the enclosure temperature becaus

Ps o osmall fraction.of a sphere. Radiation -mitted by the cncloesurs

o

[



reflected and traverses the cavity many times before it is either re-
absorbed or escapes through the cavity entrance. A near equilibrium is

established between wall emission and absorption. At equilibrium, the
cavity radiation would be exactly the black body radiation at the enclo-
sure wall temperature. Consequently, for the enclosure, little error is

produced by using an emissivity of unity.

These factors combine to give an enclosure limited detectivity of

* - RQE
Denc - N/z hv p(Te A) AA(4ﬂ_Qp) > (2-25)

where A\ is the band over which the detectors are sensitive.

2.2.7  SCANNING SYSTEMS

Optical systems of the type discussed generally do not stare in a fixed
direction but rather, scan a region. There are several reasons. The field-
of-view to be monitored may exceed the instantanecous field-of-view of the
detector or detectors, or the number of targets may exceed the number of
detector elements. Location of a target zgainst a background is cased if
the scene is scanned. The target which appears as an increment super-

posed on the hackground can be identified by appropriate filtering and
thresitciding. Turthermore, locational precision can be finer than detector
clement size if the target is scanned and the signal-to-noise ratio is
irrge.  Dipally, scanning converts the target signature from a steady sig-

)l te g pulsed sipnsl that can be amplified by ac coupled electronivcs,

Senns can he generated by moving the image of the scene across the Jdetector

SRS Vovircular scan can be penerated by in~luding in the optica! path
coretetipg entieal elemont—nrizn. lens or mirror. If the clement is o
L otated mhout an wxie that Qe inclined to the optical axis- if
Tt s rorated about an o axis inclined to the mirrar poaraal.

N



Raster scans can be generated by rotating the optical system on a gimbal
system, including an oscillating mirror in the optical system or super-

posing two equal circular scans rotating in opposite directionms.

Raster scans are used for search and acquisition or tracking scveral targets
simultaneously. They may also be used with two detectors in a chevron for

terminal tracking. Circular scans or rosettes composed of the superposition
of circular scans of differe;t angular extent are used for individual target

tracking or homing systems,

The scan determines the time a target image remains on a detector, the

dwell time T4
fectly focussed point to traverse the detector, or, alternatively, the

This is normally defined as the time required for a per-

time the detector output exceeds 50% of the peak value. The dwell time.
in conjunction with the electronic amplifying and data processing para-
meters, contributes to determining.the signal-to-noise ratio, target rcso-

lution, locational precision and precision in target irradiance estimation.

The maximum possible precision in the estimation of target produced irradi-
ance is limited by statistical fluctuations in the number of detected

phrtnps.  In the nhaenve of nolde sourees (i.e:y the signul-to-noize ratio
is very large), the variance in the number of drrected photons very nearly

equals the number of detected photons. The standard deviation is

{
S \ hv

G

[P 1y REQ 12
—————~——) (2-26)

which. in terms of a tractional prccision, is

H

(\h\v\/ I) .

112
-0 T
‘4 REQ) . (2=2

The dwell tinme s divectly retared to the scan rate o,

,\4
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o/a = a/f q. (2-28)

Ta

Alternate scanning techniques are "staring" fields of view and coded recticles.
In a staring field, the number of detector elements equals the number of
resolution cells, and the scan is produced by the way the data is read from
these detectors. A typical example is a television type tube in which data

is accumulated on a matrix and periodically read by electron beams. Other
configurations for data accumulation and switched readout can be conceived.

For such a system, the effective dwell time is the time over which signal

photons are accumulated and integrated, and it can be as long as the period
between recadout times.

A coded reticle system moves a variable transmission reticle across the
focal plane in front of one or more extended detectors. The transmission
pattern on the reticle is such that the modulation of a signal depends upon
its location in the focal plane. Processing the detected output identifies
and locates the targets. Normally, processing involves the cross correlation
of the received signal with the coding sequence for each point on the focal
plane. One of the conceptually simplest arrangements is a rotating circular
disc divided into annular rings, each of which contains a different sequence
of transparent and opaque regions (corresponding to 1 and 0 in the coding
sequence). Cross correlation with the coding sequence is obtained by
propagating the detected signal down a delay line tapped at intervals equal
to the time for one of the coding bits to pass a target and connecting the
output from cach tap to a series of summing matrices—one for each annulus.
The inputs to a summing matrix are taken positive or negative according to
the coding sequence for that annulus. A pulse at a matrix output indicates
a turget in the corresponding annulus, and its timing indicates the angular

position within that annulus.

For a coded reticle scanning system, the dwell time is that for the complete

code sequence to traverse a target location, the optical efficicncy is
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reduced by the fraction of the reticle that is transparent, the detector

area is increased to the total area interconnected and the electrical
bandwidth is matched to the time for a single element of the code to

-

traverse a spot (rather than to the dwell time).

2.2.8. AMPLIFIERS

The range of possibilities for amplifiers is limited only by the electronic
designers ingenuity. Decpending upon the impedance of the detector, the
amplifier may be either a current or voltage amplifier. Often, for sensi-
tive systems that require cold detectors, the first amplifier stage is
integral with the detectors and, hence, is cold. Most optical systems are
designed so that the amplifiers can be ac coupled; optical choppers are

used with non-scanning systems.

Various parameters may be used to characterize amplifiers. One of the most
generally uscd parameters is the bandwidth Af. This determines the amount
of system amplified noise as given by Equation (2-11). The upper and

lower cutoff frequencies may be specified separately or, alternatively,

a center frequency may be given. The latter is most common for chopped

systems because it is matched to the chopping frequency.

The bpundpass shape can affect signal-to-noisc ratio some, so the concept
of gross bandwidth is useful for crude estimation of svstem performance,

but is inadequate for final, detailed effectiveness evaluation.

2.2.,9  SIGNAL PROCESSING

the amplitier is usually un integral part of the signal processer. 1In as
much as optical systems satisfy vav.ous functions, the relationship between
cloectrical bandpass . Voshyar s e beeen 31 H Ay RN [
ciectrican bandpass, band shape snd dwell! time are not fived. lor instance,

1Y the function is truocking, the bandpass may be chosen sufficiently wide
Fotiow detatls of the oprical rulse shape: whereas, it the funciion

i8S



is detection of faint objects, a narrower band may be chosen to optimize

the signal-to-system noise ratio.

If the noise power is uniformly distributed in frequency, the maximum signal-
to-noise ratio is obtained if the amplifier band pass is the same shape as
the spectrum of the expected signal. Stated another way, for a flat noise
spectrum, maximum signal-to-noise ratio is optained by cross correlation of

the detected signal with the expected noise-free signal cnvclope.

As examples, consider two alternative pulse shapes: a rectangular pulse
(such as is produced if the Airy disk is small compared to a detector) and

a single cycle of a cosine on a pedestal.

s 0<t«< T4 (2-29)

Form 1 f£(t)

Form 2 £(t)

.55 (1 + cosm t/Td) STyt < Ty (2-30)

Figure 2.2 shows these wave forms (freec of noise) befere and after proces-
sing by optimum cross correlators and simple exponmentials (in time), which

arc 6 db/joctave high-frequency rolloff filters. These filter outputs are:

Form 1 - cross correlator

!

e ey 1ot
(') = ree)y ry'ode (2-31)
'—
t Td
fForm 2 - cross correlator
t!
|
F{(t') = §;£~ ¢/~ f(t) [l + cos ﬂ(t'-t+Td)/Td)] dt (2-32)
t'—ZTd

lixponential

t‘
T et -—_1 '{‘ ry . ) -—
Flt') = = ~/ S(t) expl-(t'-t) /1] dt
The notse bondwidth  Af  of these three filters are 1/27 3/87 and 1/

d’ d

respectively.
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The filter gain has been modified in generating the data of Figure 2-2 to
xeep the noise constant. This requires an additional gain factor inversely
proportional to the square root of the bandwidth,

Figure 2-. shows that the peak amplitude is greatest tor the cross correla-
tors and is a function of the ratio of the pulse duration to the exponential
roll-off time constant. Also, the shorter time constants lcad to narrower
output pulses, and, hence, probably better tracking precision (if system
noise is not excessive).

Figure 2-3 shows the peak amplitude-to-mean noise ratio as a function of the
cxporential filter time constant. The data are normalized so the cross
correlated output of a rectangular pulse is unity. That pulse and signal
precessor combinaticn uses fuliy all photons; cunsequently, the output
signal-to-neise ratia equals the ratio of target power at the detector to

wNEPL o Gho amplitude factor given in Figure 2-3 can be interpreted as an

I
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electrical efficiency €o that reduc=s the effective power below the
actual input at the detector (Equations 2-5 and Z-25).

Figure 2-2 shows that the maximum efficiency for a cosine wave is 87%. The
use of an exponential filter drops the efficiency about 10% if T/Td is
0.8 (the point of minimum loss) or about 18% if T/Td is 0.4 (as might be
better for tracking purposes). Thus, the penalty is small for using a
simple exponential weighting {which is just a resistor-capacitor high

frequency roll-off circuit; instead of using an optimum cross correlator.

If the system objective is targct power mcasurcment precision, statistical
variations in the number of detected signal photons may be more significant
than system noise. A somewhat different efficiency pertains to this process
becausc the variance of the signal invelves a convolution of the signal with
the square of the filter function., Again the square wave, cross-correlation
is 10C% efficient. Relative to that, in the timit of negligiblie system
noise, the signal variance is greater by 10,3 or 3% for the cosipre wave
cross correlator; 6% for the square wave, F/Td = 0.8 casce;, and 21% for the

for the synare wave, ‘:/.‘d = (1.3 casc.

2.2.10. RADIATION EFFECTS

Untortuinately, many sentcomductor intrarced detectors are al-oc very etfriciont
charged nurticle detectors.  ‘Thus, if they are expesed to beti ravs, porl-
trops= trom nearby noatren activated woteriai, or gausa or bhet, bronastrhlonye

produced Compton clectrons, orroncous lavge-mapdilode palses vy e oonernted,

Consciuent iy, 1 sien detedtors are to be vsed i tne s tara b radeatas ol
cit near nuclenr detonstions, mitiiaatyon techoignes noen o e ade !

i
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much material. This shield should bHe low atomic numbay material such as

aluminur, carbon, organic plastics or beryllium to minimize the brems-

strahlung conversion ¢
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vhere the total noise due to I)T has been taken as the root-mean-squarc of
the intrinsic system noise and background noise.  Although Uguation
is more complex than Lquation

tem requirements in later scctions.

2.3. TARGETS
2.3.1. GENERAL

Infrared optical systems arce designed to ebserve oovaricty ef turget
specific characteristics of wany arce classificd: howeiery the generai Jhar-
acter of most signatures is basic.  The source ot the intrared radiastion
falis into thrce general classcs:  thermal, " rey hody™ radiation from

solid strfaces; thermelly or Choicails oxcite! madiatien e Jases sud

as oaet engine or rocket exhausts:; or roilevicd radiation Tho reflectad
radiatron may e from the sun, the corth ana Pts atuos;shere, o0 o faser

Pllominator.  Except 1or fascd sxstems, the onticel Panda)dts o< ueaits

reluotively wide and target radiamees st beointegrnted aoroas tho anag.

2.3.2. THERMAL EMISSIVE TARGLTS

Srgitad o ounaracteri <t s depend ot onin Gpon the tare o vadiat oo
ks i . ! A

Uir) Tar, el Charactoristios aach s cmrssanee or vod oot e et bt
stoape and arientation. In g much ot Cherrs et e Scieahore . Thio s

ot absorptace, rofloctance and transittanee st L ot o




It the material is sufficiently thick to be opaque, transmittance is zero
and

a+ p =1, (2-37)
1)

A
For an opaque surface, it can also be shown(’ that thc absorptunce and

cmissance are equal
(2-38})

wherc emissance is the ratio of power emitted to that cmittced by a black
body, This relationship holds either tor total hemispherically intecgrated

quantitics or any particulor angle relative to the surface normal.

2.3.2.1, Greybody Radiation
A surface radiates by virtue of its temperature. The spectral radiance
normal to the surface is

AN

N s 2, (2-39)
where Cy is the spectral emissance, ¢ = 2¢?h and ¢; = ch/k. ¢ s
the velovaty of light, h is Flanck's constant and &k is Boltzmann's
copstant.  Figure 2-4 is 1 normalized curve of bluctbody emissjon, By
ising the scaling given in the figure, the spectral vadiance normal to a
bhlack surface can bhe obtained for any tewmperature and wavelength,  This
hus been usced to generate the spectral irradiance at a sensor at various
Tanges trom o squarce meter of surface emitting at 300°K (Figure 2-5), 1t
(he surface is other than 300°K, the irradiance must he multiplicd by

the factors given in Figure 2-0,

The temperature of o target depends upon many tactors,  1hose fiying siowiy

in the atmosphere tend to adopt the ambicent air temperature; those §lving

* Superscripts in parenthesis denote references,
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fast exhibit ram air heating. Solar illumination of a grey body ( s in-
dependent of \) in space results in a temperature ncar 300°K; carthshine
illumination of a grey body nearby results in a temperature ncar 200°K.
Reentry heating of objects from space may raise the surfacc temperature

to several thousand degrees.

2.3.2.2 Emissance and Reflectance

Material emissivities vary widely so that for dectailed computations of

signal intensity and spectral content, data for specific surfaces is

nceded.  Much data is now available becausce thermal radiation balance

controls spacecraft temperuture. In general, clean metal surfaces have
5

cmissances of 0,01 to 0.1 in the LWIR {(Figure 2-7; with the cmissance soue-

what lcss at the long wavelength end ot the band.

Oxidation or anodization of mctal surfaces increases the LWIR emissance to
more than 505, Paints tend to have 80% to 9079 cmissance in the i WIR
irrespective of the emissance (or the cyuivalent, absorptance) in the
visihle, Most nlastics (aylar, teflon, phenolic, eted have small retflect-
ances and meai: absorbing thicknesses of several microns to sceveral milli-
meters.  Thus, thin plastic filims may show abrupt changes in emissuance

N 1

such as tiuat in Figure 2-7, hich layers, boweveor, will bave an ool ssdseg
approaching unjity, Somc special surfaces, such us Tabor surtfaces, have

large solar absorptances and small LWIR absorptances,

A Lambertian surtace has an emissance that varics as the cosine of the
cagle from the surfuce normal.  This resuits in a radiance that 1s in-
dependent of the angle; the enrface 1s cqually hright as viewed trom oll
angles. This 12 not true tor all surfaces and, particularl; for 1ow con-

ductivity materials, the ampular variation of emissance may depend upon

the polariodt.va wi T

Guedily 2000, umoarTerape

Ll Lomitiod padaatioL,
cmissance may be used; inoa feow cases, dotailed inteprations over the

surtace must be perforned.
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Figure 2«7, Compiled spectral reflectivities. A=evaporated aluminum,
25uin. on polished 6061-T6 aluminum. B=evaporated aluminum
(0.2}, on 1/4-mil Mylar crumpled and stretched, (locking at
aluminum). C=evaporated aluminum (0.2u) on 1/4-mil Mylar
crumpled and stretched (looking at Mylar).

2.3.2.3 Emissivity-Area Product

The most commonly uscd parameter for defining thermally emissive targeis

p
is the cmiss vity-area product, €A. It is useful by providing adequate P

information to choose system sensitivity, compute signal-to-noise ratio,

el at ~ o

ctc., without requiring details about target structure.

Many targets for which seif emission is the primary source of radiation
have an emissance near unity. For these the cmissivity-area product is
nearly the arca of the target as projected on a plane perpendicular to the

viewing dircction, Figure 2-3 gives the aspect dependent aren for some

e e ——— T

simple shanpes.

2.3.3  GASFNUS © DYATION

Jet and rocker o nes emit large volumes of gas that have Just undergonc

chemical react.ons and which may be traveling at a much different speed

97




VSTMIRY 4] °1 I HO TEWIEITING A1 e ger

Ll & e sl

alk

TAZSET  Siii]
i. Sphere

2. Sphere-coro

4.  Cylinder

5. Cylinder

j I
3. Sphere-cone l

6. Spnere segrient

7. Cylindar segment

o>

Cylinder segrent

Figure 2-%.,

OISTRIPTICN

i:
i
{

i
4

:

e o PN

Shapes of idealized targets.

B R s L et B o0l

r I kGl T RNGLR

| J

22
in
K
=
RN =
[
-

S Fit e

SR TE NN - Spgrees

Figure 2-8b. Projected area as a function of aspect angle.

0
Q




21 Fad ool CWTLmCL Y .
f et LSt n o e A

than the ambient air. These conditions may result in the excitation of
molecular species and their subsequent radiation. Although the objective
of an engine is to transform as much of the chemic:1 cnergy as possible
into translational energy, if only a few percent of the combustion cnergy
is radiated as infrared, the plume radiance is great. 7To generate a thrust
of 10° kgm (220,000 pounds} with a gas cxit velocity of 2 km/scc, which is
typical, requires the cjection of 300 kgm/sec of exhaust by virtue of the

equality

=y T, (2'-1())

. . . dM - . .
where v 1s the exit velocity, 3t S the exhaust muss flow, g 1is gravity
and T is the thrust. The energy of this exhuaust is 1000 Mw. Tf only 1%

of this is radiated, the power density is about 1 M 'ster,

Therc are several cxcitation mechanisms for the exhaust gas. Vibrational
energy may be frozen nto the tlow as jt exits the noztle or throat.  Many
croines arce operated fucl rich, and woxidized fucl undergoes "arfter burn-
ing' as it mixes with alr,  Particularly during final stazes of rocket
acceleration, cexhanst gas 1s neving fast coapared to the ambicent Gir, and

collistons witit the aic nay excite the ¢Xiaust molecules,

The speetral characteristics oi the radiarion depend upeon the composition

of the @ anonst o gas, which do wnds jn detail upen the vt conposition and

combsticen envirvonment . Most fucts contain hvdroco g and cavibon and most
oxidizeys contain oxyren. Thus. conmen species o the cdoest oare o end,
Gy Cuoand S The setitera e san Tnra s d aarnte e S0 voainte e
[ N I 1] :-;.
3
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Table 2-1, Wavelengths of some common exhaust emission bands longer

2.3.4.

than 2 microns.

Gas

OH

H,0:
o :
€0,:

Approximate Band Center {(microns)

2.15, 2.80, 2.94, 3.08, 3.25, 3.43, 3.63, 3.87, 4.14, 4.47
2.66, 2.74, 3.17, 6.27

2.345, 4.663

2.01, 2.06, 2.69, 2.77, 4.26, 4.68, 4.78, 4.82, 5.17, 15.0

REFLECTED JLLUMINATION

The power reflected by a target depends upon the sllunination, the tarzet

reflectivity and the scattering characteristics of the target. As has

been discussed in Section 2.3.2.

~

, target retrjectance can range Jroun.

nearly unity to a few percent. Metals such as are used to build aircraft

have large reflectance, most ablation type missile warhe. ds have small

reflectance. The reflectance will depend on the angle with respect to the

surface normal of both the illumination and viewiny vectors. 1t will in-

clude hoth specular and diftuse reflection and it may bhe polarizatien

sensitive, particularly for non-conducting materials.  Conductors have

some polarization sensitivity, but i1t occurs so ciosce to prazing

incidence that it Is normally a minor effect wioen integrated cever the

whole

2.3.4.1,

target.

ITlumination Sources

For systems autilizing reflected radieonce, sources of iJlumination arce

sunshine,

carthshine and lasers.  Sunshine and carthshine can be pat in

persnective by comparing the irradiance producced by them with that prodiced

by

sclt emiszion.  Figure Ze0 shows the relative magnitude far a tarsct
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Figure 2-9. Sensor irradiance for various target illuminations.

that scatters the incidenrt radiation isotropically (a nearly spherical
body)} and has an emissance of 0.9 and reflectance of 0.1. The earthshine
is that typical of a clear day. For such an object, scolar scatter can

predominate at wavelengths less than 3u.

The carthshine reflection is minor for absorptive targets. llowever, for
metailic targets the reflectance could be 0.95 and emissance 0.05. 7This
would result in the preponderance of irradiance in the 8 to 20u region

being duc to retlected carthshinc.

Filgures 2210 and 2-11 show the irradiance of a flat platce outside the
carth's sensible atmospherce due to the sun and carthshine. For overcast
conditions widch clouds at about 20,006 feet, the irradiance maxima near

9 and 11+ arc reduced by a factor of abcut 2. For targets at higher
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Ficure 2-11, A typical spectral emissive power curve for the therma)

radiation Teaving the earth.

{The 288“K blackbody curve

approximates the radiation from the earth's surface, and

f the 218°K plackbody curve epproximates the iadiation from
the atmosphere in those spectral regions where the atmos-
»

phere is opaque.)




altitudes, illuminaticn by earthshine is over a smaller solid angle. Figure
2-12 shows the geometric factor to convert the flat plate irradiance of
rigure 2-11 into the total radiatinn reflected by a sphere as a function

of altitude.

Irradiance at the sensor (neglecting intervening absorption) is directly

related to target irradiance H, 5 and effective scattering cross section

* N4

*
Hy, o
Ho = —2= > (2-41)
47 R
or if < is in units of meter? and R 1is in kilometers
-5 * 2
H = 8x107° H, .o /R°, (2-32)

For a iaser illuminator, it 1s better to deal with in-band irradiance,

rather than spectral radiance. The target irradiance can be given in

terms orf the laser power output P.(watts) and cither the arca Ah covered
Y

by the 1iluminator beam or the divergence angle of the beam (taken

2
here to be the full beam divergenceY. Thus

o= Jo '+ PoSAL = 1.2x10" 1 poR® w/onm? (2-13:

where \b 1s 1n units of squarc kilometers and R i 1n Kilcometers.

2.3.4.2. Effective Cross Sections

Lffective <ross soctions ror reflecting and scattering incident rediuation
are more comiplex to compute than those for self emission because oy the
hich correlation between the dircction of incidence on an clemental area

ot the target and the direction ot the retlecied encergy.
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Figure 2-12. Geometric factcr for planetary thermal radiation
incident on sphere versus altitude.
For lascr svstems, the monostuatic (coincident locations for the illumination
source and sensor) cross scetion 1s necded.  Ghis can be cxpressed as ¢ otwe
dinensional scattering matrix or, for bodies of reveiuntion, a one dinensionai
matrix. If the target 1s primarily a speonlar reflector, the first order

calculation of monostatic cross scctien consists of finding points where e

dircction of illumination parallels the surface noraal and verning the pro-

duct of = and the maximum and miniioum radil of corvature ar that point,

Targets with shapes such that tihelr surtfaces are generated partly by straieht
line segments {cones, cvliinders, plates, cted have dircctions ot high cross

scction or glint.,  This results {from the "maxizun radius of carvature” be-
cemlnge infirite.  Actually, in the glint recions, the power dersity js

Limtted by Jdiftraction 1or by surrace irrcgularitics:,

The effectaive monostatic cross seg ion ot a spicre of radius o 1s st
“ac. The vase Yor a cone cvarped on oeach end by oaosphericual sectior i shown
I igure J-l2 dassaming bospecalar reflectivity and ne surrace irresa-
Tar o, e drrrraction width o the vrint sty and thore are aldi-

tional lower intensity side labes outside this maia daie,
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Fiyure 2-12. Monostatic cross section of capped cone.

woliar reflection will be bistatic, taking place (if specular) where the
surtece nornd] biscects the anyao from iilaminator-te-target-to-sensor.
The snnosubtenas abont o degree so the effective cross section is an
average over a smill solid anple.  For arbitrarily shaped targets, the
seadticring matrix 1~ a function ot four angles, two defining the illumina-
tion and two the sensor directions.  bven for o bady of revolution, the

It VIN 1s a4 function of three angles.  Usually, the computation of bistatic
cressosectieons 1s accenplished by approximating the body by a series of
sinplar curfaces, often ot surtaces, with subsequent smoothing of the

caleatared data,

Listaciv gcomeiry canoemphasize polarization effects because the required
scatterine anple dictates dhe angle of incidence of ob<erved radiation—all

the redration cones Qrom regions of constant angle of incilence. It is

possthle to be dnesdent at UBroewster's” angle so that the signal is com-
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pletely polarized. (Most IF dctectors are not polarization sensitive and

so would not detect this cffect.)

Reflection of earthshine involves the illumination of the target over

nearly a hemisphere. Thus, the scattering matrix can be averaged over a
large solid angic for approximate analysis (assuming the earth is a ncarly
uniform source of irradiance), or it can be used in detail as with the
simple bistatic casc and a numerical intergration performed over the reflect-

ing surfacc.

In this application, the surface can be represented ny small flat platces,
or facets, with little error. 7The reflection at the edge cf one of the
facets will come from a slightly different point wherce the carthshine differs

only slightiy from that for the central ray through the facet,

v.3., OPTICAL SYSTEM CONSIDERATIONS

An optical sensor may fulfill a singlc or multiple system function such as
acquisition, tracking and discrimination, System design may depend upon
the functional requirement. Turthermore, design will depend upon whether
detector sensitivity is limited by intrinsic detector noise, Johnson
amplifier noise or backyground photon oise.  The system signal-to-noisce
rotio (Lquation 2&38) can be re-expressed in various limiting forms to

identify critical design parametcrs for various cases,

2.4.7. ACQUISITION SYSTEMS

The system functional description of acquisition svetems 1s in terms of 4
required tield ot view and a frame time 'I'f to scan the tield once,  The
ticld of view miar be characterized by a solid angle 70 a1 no information
about target I»ocation is known, or by an arca Af, i1 there is some crude

position dato available such as from a boost-phasc-track system.
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The relationships added by these parameters aie:

Q= Af/R2 (2-44)

and

S ¢ e
= (2-45)

where R is the desired acquisition range, n is the number of detector
elements and fc is loss Jdue to overlapping detector ficlds-of-view or
non-ideal scanning sequences (some portion of the field being scanped
twice, dead time to repoint the array, etce). TFrom an acquisition stand-

point Q/Tf 15 e fundanental than w/td.

*
For the condition that the intrinsic D is limiting, the scensitivity

cquation can be solved for the wminimum detectable irradiance

ho s Ti sy o- )(’1_1‘ )( B ) E (2-10)
. 1 A \ ¢

where d 1s the aperture diamctor.

[he three factors in parcrthesis pertain to systen requirements, ootical

svsten design and detsctor choroctoristic., For a given syvstem, the s

teois Tactor s fixeds Mand ]y, 1) Pis oJdesiened asoseatl oow possihle ang

ax tarze cind any wcjor variation wontl be drfficalt . The optical Ml ,
pass ds oadse st by opet ogroanbyovarra e e s Tohen s owide o e ol

The sersitivaty tho s decenes Dot cnon e anertare diet o, B

taoenoceal, thits dmpdles oo pesdenes s e e coe t at sen cay e

or depraxiaatels cube ot of Sencuy reint . danderrient iy, thore e Tl

ool L there ciriiier, T s ke o det oot e clenent s e
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the detectable radiance as do increases in [ ., It is only in these

L

X

.

4

»‘

)
R -

factors that there is much hore of advancing system sensitivity greatly.

If this sensitivity is expressed in terms of the power radiated by the
target (H, = PA/4HRL)' Equation (2-40) is transformed to

A
P 8/2 (5/\ N R)( £/n )( 1 1 (2-47)

— N = - \— . 2-47
A,MLN N Tf €9 d 44 /n—f,-c n )Lc

This is the form appropriate to having crude data about target location.
Furthermore, under thesc conditions, tae allowable time per frame is nearly

proportional to the detection range (7.-., the target must bhe seen while

traversing a given fraction of the range o the sensor). In thisg limic,
P\ nin «R'? rather than R”  us is often the casc. .
M 1

Once of the interce-ting deductions is that it makes no difference from a
target detection standpoint whether the n detector elements are larpe
and scan slowly with the large 1, Oy arc small and scan rapidly.  On the

other hund, this trade-off does affect tracking precision.

Many scnsitive optical systems arce Johason noisc limited. In this limit,

the maximum irradiance 1s

L e 1 ES )1 315
e L g () kR L 2-48)
) min a~( ™) (rg A JA)( T2 RY T ( /
v, P vod TE o
In this Jimjit, the f/% is unimportant as is the number of Jdetector cle

ments, and the only explicit dependence upon scan rate is the dwell time
T Once again, however, many detectors may be required to simultancousiy

achieve precision and a long dwell time.
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A final interesting limit is background limited operation. For this,

2 = IS N; [hv 1 1 1
.= =K s/n ==\ ] : )(- = . )
My min = b, (/ «/Tf )( DRE d [\ =) ] (2-49)

C

Once again, after the system requirements are established, the designer

has only limited design choices, primarily d and n.

2.4.2. TRACKING SYSTEMS

In general, marginal signal strength is not one of the problems with track-
ing systems because the target must have been acquired previously. If

there is hand over from one sensor to another, the tracker will be designated
to a very small field of view. Consequently, within this field of view the
required valuc of ;-T'/Tf is very small and reacquisition is readily achiev-
able. Moreover, in many cases, tracking is merecly another mode of operation
of the acquisition sensor.

The field-of-view during the tracking mode must be small enough to isolate
the particular target being tracked and yet large enough to accommodate any

potential target maneuver during signal fades, obscuration, or trackeservo
response-time.

In most optical tracking apptications, a locational precision better than
the detector element field-of-view is desired. This results from physical
limitations on detector size, usc of acquisition sensors that need a rela-
tively large ficld of view to achieve a reasonable dwell time, etc. With
good S/N, measurement precision can be smaller than resolution. Optical

detectors arc intrinsically squarc-law, power detectors; the detcctor out-
put voltage or current is proportional to the signal power. Usually, the

dominant noisc source-—G-R noisc, .Johnson-noisc or background photon
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noise—results in a gaussian or near gaussiar distribution at the detector
output. Consequently, the available a' is related to the angular sub-

tense of the detector o by
a' = a/(S/N). (2-50)

(This contrasts with the radar case. There the noise source is gaussian at
the input to the preamplifier, or detector, where the signal is proportional
to the wave field-strength. In that case, subdivision of the resolution cell
is by only ¥S/N.)

In general, for obtaining good tracking precision, the sume principles apply
as for obtaining good acquisition signaj-to-noise, plus a desire for small
detector ficlds-ot-view. However, cacept fur the Jolinson noisc limited
casc, small detectors are required for good signal-to-noisc ratice anyway.
It should be nnted that after acquisition, the signal-to-noise ratio is
probably of the order of 10 or greater before handover to the tracker. If
the same scnsor is used tor tracking, the effective dwell time probably can
he increased at least a hundredfold over the acquisition dwell time. Thus,
the signal-to-nojse ratio should excecd 20 db, and the theoretically
achievable precision be smaller than g hundredth of the basic detector
resolution.  In most cases, this implies adequate precision without switch-

ing detector cicinent sirce.

z.4.3, MEASUREMENT PRECISION

[t should he noted that the S/N discussed so far has been the ratio of
the mean-detected-signal to neiscenithout-signol. This is incemplete for
deseribing the expe toed flactuation in measured = ioanal strength. Many
proposed sensitive o stoms opersie with few detected signal photons.
Conscyuently, there iz o statisticol variability in the meaber of siinal

rhetons,

10

I .|



“y

From the standpoint of uncertainties in measured peak amplitude, the signal
irradiance behaves like a stcady background. Consequently, to obtain a
measure of signal-to-rms fluctuation in signal-plus-noise, one can use

Equatien (2-35) with the replacement of Nb,k by Nb,A + HX/N

AT , N N T
> e ¢, H 0 P2 2(6/m)2 M A /) e
s+n e A % _ D*2 RQE

1

5.5. NATURAL INFRARED BACKGROUND

The natural infrared background is important because it constrains pctential
opcrating wavelength bands and achievable system sensitivity. Rackground
sources to be presented are (1) those seen from near the ground, (2) those
seen by an airborne system, (3) the carth limb as seen looking from outside

the sensible atmosphere, (4) auroral emissions, and (5) stellar.

2.5.1. GROUND LEVEL SKY BRIGHTNESS

The sky brightness as seen from near the ground is dominated by scattering
of solar radiation at wavelengths less than 3u  and by atmospheric emis-
sion at longer wavelengths., Figure lJeld shows the radiance as a

function of sight path clevation angic.

The radiance depends upon many factors—solar zenith angle (Figure 2=15:,
clevation angle, moisture content, cloud cover, atmospheric temperaturce,
=2, A good summary of data is included in Reference Z=1, Fijures Z-11
and  2=15 show the effect of water vapor bands at 1.1, 1.4, 1.9 and 2.7
as well as of €0, ot 2.7 absorbing the solar scattered radiation.
A particular wavelength may seem desirable for a svstem because the boohe

ground is dim, but i¢ this dimness is due to absorption, its desirability

is guestionable. It depends upon the relative ranges to the target and
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Figure 2-14, Spectral radiance of the clear daytime sky.

the truc sourcc of the backgrcund. If the target is close cnough, its

signal may be attenuated only a little and the background a lot.

In the emission region, emission bands are evidenced in peaks in Figure
2=1u  at 6.3u.(z20) 15u(COz) and 9.6p(03). If the sky is overcast th

LWIR is a continuum as secen in lFigure 2-17,

2.5.2. AIRGLOW FOR AIRBORNE SENSORS

. 2-4) . . , . .
Murcray, =2 2t ) have flown a scrics of LWIR radiomecters and inter-

c

ferrometers on balloons in both temperate and arctic locations, Measured

spectra, for scveral flights (Figurce Z-18), show a luw radiance window
between 10.5. and 13, bounded at short wavelengths by an ozone hand
and at long wavelengths by CO;. The peak in the middle of the window
IINO:  radiation and 1t is bounded with narrow lewer backeround regions.
Relatively low background slots ualso occur from 8 to Y and from 5 to
Spectra 1 and 6, Figure  C-]18, were obtained shortly after sunrise, and

others werce predawn.
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Figure 2-15, Spectral radiance of a clear zenith sky as a function of sun
position; A = sun elevation 77°, temperature 30°C; B = sun
elevation 41°, temperature 25.5°C; C = sun elevation 15°,
temperature 26.5°C,
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Figure 2-16, The spectral radiance of a clear nighttime sky for several
angles of elevation above the horizon (Elk Park Station, Colo.)




1600
80l
600 |- ’\\/ Summer
Winter
- 400
- =~ Winter
a
¥ 200 F U\
“
E
, |
100
R
= g0 |
g /
¢ e L /
5 /
5 0 - /
5 /
é s
& w0t | ;
w i
o~ | [I
10 A1 l L 1 1 -
1 2 4 6 8 10 20

WAVELENGTH 1.}

Figure 2-17. Spectral radiance of overcast skies in winter and summer.

Data from a filter radiometer with a 0.039 ster field-of-view at an ele-
vation angle of 45° and with filter bandpasses shown in Figure 2-19 are
shown in Figurc 2-20. The filters were chosen to explore the 10.5: to
13u band in more detail. The radiances shown in Figure 2-20 are typi-

cal of those obt.ined on a number of balloon flights. The abrupt decline
above 30,000 ft was duc to rising above a thin cloud layer. The general
decline in radiancc falls off approximately as rapidly as the air density—

about a factor of 3 in 20,000 ft.

bata on the time variation of radiance are available only for the highest
altitudes where the balloons floated. An example, Figure 2-21, shows
fluctuations of a factor of 10 within a few minutes. If the variation

were this great at lower altitudes, one would cxpect to have seen a greater
ceatter of poinls aboul thie smooli curve ol radiance 2 aititude, bul vven
the flight-to-flight scatter of radiance is not that great at 10,000 to
60,000 ft. The large fluctuations may be associated with dawn. In short,
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Figure ¢-i5. Spectral radiance near 40,00C ft. at 45° elevation.
if the radiance profile of Figure 2-19 is usced as representative data, it
would be prudent to dassume that a radiance three times greater would not
be unlikely.
In another experiment, Turner ==3) flew a spatially scanning filter radio-
eter at 92,000 ft. Six filters jsolated bands from 9 to 22.75:, and the
elevation was changed to view difierent portions of the sky. Data from a
tlight made at Holloman AFB (Fiiwre I-22) shows rudionce approsximateiy an

order of magnitide greater than reported by Murceray.
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Figure 2-21. Time variation of radiance.
2.5.3. EARTH LIMB

Meagsirements of the carth limb are difficult because the radiance decreases
rapidly with increases in tangent hc.ght {altitude of the sight path at its
point of closest approach to the earth) which necessitates extremely good
off-axis rejection. However, there have been several efforts to compute

the radiance. This is complex at altitudes above about 70 km because many
of the radidators are ininor species for which the atmospheric concentration

is not well known and excitation is not necessarily through kinetic col-
lisions. Important processes are resonant absorption of carthshine infrared,
fluorescence with solar UV or visible, vibraluminescence with solar or
auroral cxciied major atmospheric species and chemiluminescence.  The

~n
~vin

putation that appears to agrec Lestl with Lhe Limited experimental data
{ 2=C)

arce thosc of Degues . Some tyvpical results arc shown in Figure 223
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obtain radiance in w/cm® ster ).

These computations included only minor species (7, H,0, Os and NO.
Other computations have indicated there may be significant radiation by
CHe  at 6.55u and  7.60k, by N0 at 4.54, 7.781 and 16.98u and by
NO© at 4,27, but the computations involving these species have not pro-

duced agreement with the cxperimental data on €3 and (0:; radiation and

, can not vet be taken to be auantitatively correct. %
|
:_ The computed data can be compared with data from the flight ot a rocket-

-

IO

hoarne cireular-variable-tilter spectrometer into an auroral brtukupt“' }

The snectrometer was viewing the zenith. ‘The most notable featurces in the
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spectrum up to about 100 km were the 9.6u O3 and 15y CO> bands (Figures
2-24 and 2-25). These bands should not be aurorally excited so this

data should be representative of quiet conditions also. A comparison of

the experimental and computed data are shown in Table 2-2, The agreement
for the CO, data indicates that the calculational procedures are adequate
for that gas. The underestimation of the 93 data indicates that the
concentration or excitation are underestimated. Without a field validation,
currently it is probably unwise to ascribe a precision of better than an

order of magnitude to such computaticns.

Data obtained with vertical viewing from a given altitude can be used to
estimate limb viewing radiance for that tangent altitude. For an optically
thin medium in which the emission can be taken as having a local scale
height HS (small compavred to the geometric radius re), the ratio of

limb viewing to vertical radiance is

VT, (2-52)

(CO; 1is not optically thin in the center of the (C€0; band for horizontal

viewing unless the tangent height 1s above about 110 km.)

Table 2-2. Comparison of computed and .iasured radiances

Altitude o.6u - 0, band 15.; -~ €0, band T
km Computed _  Measured ~  Computed ~ Measured 4
80 5x10" 2 3107 ° 2.5<1077 9-10""
100 2-10 -° 1.3<107° 1.12107° 4-10""
120 8-1071° 4-10" ¢
NOTE: PRadiances are total band radiance in w/cm’ ster
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Figure 2-24, 15-um (0, emission data.

s p

2 I
@ .}l :
A ;
= )
L | ) ;
3 i
& {
- COF ‘
[
< v
x i
had .s ’ L | -
O 11
8'10r J ‘

» =

‘ -ll 4 A 4 1 d

0 45 80 36 60 65 70 75 o6 os 96 ee oo
ALTITUDE IN KILOMETLRS

Figure 2-25. 9.6-um 0, emission data.
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2.5.4. AURORAL DISTURBANCES

There have been studies of possible chemical reactions and excitation
mechanisms in aurora (2-8) . The only LWIR intensified by the auroral
model used were the 10.4 and 13.9u lines of CO2 excited by vibralumi-
nescence with electron excited N;. For tangent heights above 110 km, the
limb viewing raliance in these aurorally excited lines is calculated to be
less than 10 ° w/cm® ster for an IBC-III aurora. Thus, it is not signifi-

cant compared to the normally excited radiation in the LWIR.

Once again, caution must be used in the application of this computed
data because the model used is similar to that in OSC which underestimated

by orders of magnitude the natural 9,6. 0, and 152 €O Dbands.

2.5.5. CELESTIAL BACKGROUND

2-
For completeness the celestial background data of Walker and Price (2-9)

are included here. All-sky maps of sources observed at about 4, 11 and

20y are shown in Figures 2-26, 2-27, and 2-28, The detector sensitivity
was of the order of 10 '°® w/em® u at du, 3x10 '® w/em” 5 at llu  and
1.5<107 % w/em?® u at 20u. A plot of the cumulative number density of stars
as a tunction of irradiance is shown in Figurc 2-29 and the data have been

fit with thc approximations

Ne = 4,3x10°2 11,7 *2 csc (|b]+10°)

Npy = 2.1x107° )72 esc ((b[+4%)

H

Nao

6.2x10“ 153" %% csc (|b]+1.5%)

wherce Nx is the number of sources per square degree at wavelenpgth =,
with irradiances grecater than ”x (in units of 107 '" w/em? 1) aut a

galactic latitude h, As is apparent from the maps thc sources are

non-unitformly distributed.
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Figure 2-26. All-sky map of sources observed in the 4.2-,.m spectral region,
The coordinates are right ascension in hours and declination
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Figure 2-26. Ail-sky map of sources observed in the 15,3-.m spectral region,
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Figure 2-29. Mean source density versus spectral irradiance.
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Distribution of the color temperature of objects based upon the irradiance
ratio in two bands is shown in Figure 230, The dotted histograms are
the actual data, the solid histograms are estimates of the actual distri-

butions corrected for observational selection.
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Figure 2-30. Color temperature distributions. The numbers 2188, 512, 902,
and 238 are the area (nn. of sources) under the appropriate
curve.

».6. DETECTOR DATA

There is a continuing advance in the state of the art of sensitive detectors.
These advances include increased sensitivity, smaller detectors, larger
arrays, and grcater uniformity. Consequently, for current information one
should contact the wanufacturers. Material is given herc only as guidance
as to what matcrials arc available for operation at various wavelengths

and what may be expected with respect to sensitivity.
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The characteristics of some infrared detectors are shown in Figure 2-31,

It should be added that Si:As detectors are now available that cover

about the same spectral range as Ge:Cd and have the added advantage of

lower index of refraction (less reflection loss) and greater linear

absorption coefficient (detectors can be made thinner and smaller in

frontal area).

The data of Figure 2-31 are for operation against a 295°K background. Many
cryogenically cooled detectors are operated in the background limited
condition. Consequently, if the background were recuced to 100°K, the
iimit at 10u would be raised by a factor of 100, and that at 20p would

be raised 10. For many space applications the background is even less and
even greater sensitivities may be achieved,
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CHAPTER 3

NUCLEAR PHYSICS AND NUCLEAR WEAPONS

3.1 INTRODUCTION

The detonation of an explosive, either chemical or nuclear, is charac-
terized by the release of a large quantity of energy into a restricted
volume during a short time interval. T7The quantity of energy released
is called the yield of the explosion, and is usually denoted by the
symbol Y or W. “The basic unit of yield used in the discussion of
weapon ¢ffects is the energy released by the detonation of onc ton of

TNT. ‘This unit is taken to be 10® calories, or 4.18x10'¢ ergs.

The yield of nuclear weapons is so much greater than that of chemical
cxplosions involving comparable masses, however, that it is convenient
to introduce larger units. The units generally used are the kiloton
(KT), the yicld of a onc-thousand-ton TNT explosion, and the megaton
(MT3, the yicld of a one-miltion-ton TNT cvxplosion.  Thus,

1 KI'= 4.18%10'% erg and 1 MT = 1.18x10%% crg. The first nuclear
weapon: produced by the United States during Wosld War 11 had vicelds
of about 20 KT'. This value is frequently v ferred to as "a nominal

vield'r, Modern weupons have a very broad range of yields,

The energy in an explosion is liberated as a consequence of reactions
that result in the formation of species more stable than thesce origin-
ally present ia the bomb materials. oo chemical explosion the
reqactions are aromic o molecular, and result oin the formation ol new
mo locadar L‘!H_u'il'\' with o noet roloace of T ATA In nuclear Weanon,
nuclear reactions occeur, hoth fis<ion :nd fusion reactions actijnge to

produce enerpys Molecular binding encrgicas e typreally of the
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order of 10 eV, while nuclear binding energies arc of the order of
10 MeV, so that one might expect yields from nuclear weapons to he
about a million times greater than those from chemical weapons of the

same mass, and such is indeed the case.

The energy rcleased in a reaction initially appears as ex~itatjon and
kinctic energy of the reaction products. Since chemical binding
energies are typically of the order of 10 eV, it follows thi¢ the vx¢i-
tation encrgies of the reaction products will also ke of this order.
Therefore, rudiation from excited species produced in chemical reiactions
will comprisc only photon cnergics of a few eV and thus will lic in the
ultraviolet, visible, and infrared portions of the spectrum, Nuclear
binding energics arce of the order of 10 MeV, however, so the products
of nuclear recact!-n. may have excitatjon energics of this crder, It
follows that ri-lfurion from vxcited reoaction products produced in o
nuclear detonintion has energies of several MeV, This radiation tikos
the form of gamma rays, neutrons, beta particles, and neutrinos, ‘The
nature and extent of the effocts produced by the nuclear radiation are
quite Jdifferent {from those produced by the low-cnergy radiation char-
acteristic of chemical explosions, and give ride to a host of new, and

in omany cases unespected, phenomena,

unly a small fraction of the yield from either type of weapon appenrs
as the reaction product radiation dis-ussed above, The hullk of the
energy released §s rapldly converted to internal energy of the weapon
Jebria, o For o chembcal explosions, the internal encrpy 14 ahout

P0t cal gttt correspopd ing Lo temperatures of o few thousand degrees,
The tempernture incrcase s accompanied by i corresponding Jovrcase jn
preszure, and the bomb materials eapand violontly to produce the
eaplosion,  For chemjeal eaplosives the eanans o velocitros are o few
Kilometers por osceond, which 1n the speed of sound oy pases at g few
thousand degrees and carresponds to conversion of 4 sotstant Pl Yraction

ul the yreld to debris binetre encepy . Inring the cxpansion some 1 rae

tion ol the yield will also Aappear s thermad radiation,  bor chomioal
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explosions this fraction will be small because of the relatively low
temperaturc, and for the same reason the radiation will lie principally

in the visible portion of the spectrum,

In a nuclear explosion tho yield is much greater, and the internal
cenergies, pressures, and expansion velocities are correspondingly
higher. Similarly a substantial fraction of tho yield is emitted as
thermal rudsation with photon energies of the order of keV. For
example, consider the detonation of a 1-MT device with o muss of

1000 kg. Then the intornal onergy is 10% cal gm-!, For such high energy
densitics, howover, most of the enorgy is originnlly stored in the radi-
ution field, rather than in the internal energy of the vaporized bomb
muaterials, 1f we axsume thut the dimensions of the device nre of the
order of o meter, it can cuxsly be shown that the Llackbody tewmperature
correspomling to the cnergy density in the ficld ix of the order of a
foew keV,  Much oi this enerpy, say about half, will he radiated awny

aw seV photons, 1€ most of the remainder of the yleold §« converted to
debris kinetic energy, the corresponding expansion veloclity Is several

thousand kilometors per sceond,

In addition to the prompt gammia vays and neutvons, the x rays, and the
debris Linetye enerpy, substantial intensitios of delnyed gammas and
hetas are radlated at much Jater times 1 part of the weapon yleld fs
from Cinsdon, The yield In forms other than x rays and Jdebrys hinetic

enerpy typleally comprises 5 to 10 percent of the total,

In the following sections of this chapter a short discussion of nuclear

strovture amd Ivaet descriptions of the operition of fidsion and fusion

weapans are piven, the mechanism. re<ponsible for radiation of the varions

forms of energy are discassed, and some data pertadning to spectral divtri-

botion, intensity, and time dependence of the radiation are presonted,
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3.2 NUCLEAR FORCES_AND NUCLEAR STRUCTURE

Atomic nuclei consist of neutrons and protons {(generically called nucleons)
bound together by nuclear forces to form the nucleus, In spite of the

fact that electrons and neutrinos are emitted by nuclei in the proccess of
beta decay, these particles are not present within the nucleus, but arc
created in the decay process. In this secticn we give a short qualitative
description of those aspects of nuclear forces most important from the
standpoint of gaining a superficial understanding of the design and operi-
tion of nuclear devices. For detuiled quantitative discussions of nuclear
forces, the reader is retferred to any of the severual excellent texts on

-

nuclear physics that cover this subject, c.g., Refs. 3-1, 3-2, 3-3,

Both atomic and nuclear systems are essentially quantwi mechanical in
nature, and accordingly are characterized by discrete scts of available
energy levels and angular momentum states. llowever, nuclear forces are
much stronger and of much shorter range than the contlomb forces primarily
responsible for atomic binding., ‘Therefore, nuclei are much sialler than
atoms, and arc much more tightly bound. We have alrecady noted that nuc-
lear binding energies are about 10% times greater than atomic binding
ehergies,  The ratio of the atomic and nuclear length scales i1s about
10%, typreal atomic radii being about 10°% em while typical nuclear

dimensions are of the order of 1071 ¢m,

An dmportant Characrteristic ol the interaction amony nucleons is the
property of "saturation'”.  The saturation of nuclenr forces is discussed

in many nuelear physics texthooks, and will not be considered in detail
here. bor onr purposes jt as sufticiont to note that one consequence of
saturation is that the binding enerpy per nacleon in a nucleus is approxi-
miately independent ot the total namber of nucleons presceat therein, and has
the value of abont S Mebl per nucleon,  The failore of the independence

to hold ceactly is very jmportant, however, and tt ois just thais failure
that mkes possibice the redciase of large quantities of encryy 1n nuclear

cxplostona,
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A nucleus can be characterized by two numbers, which give the number
of protens and the total number of nucleons in the nucleus. These arc
called the atomic number and the mass number or atomic weight, and are
denoted by Z and A, respectively. Thus for hydrogen Z = 1, A = 1, for
helium Z = 2,’A = 4, and for the most commonly occurring isotope of
uranium Z = 92, A = 238, Isotopes of a particular element are nuclei
with the same 7 but different A. Many elements have several different
stable or long-lived unstable isotopes. A frequently used notation to
denote a particular nuclcus is ZXA. So, for example, the previcusly
mentioned isotope of uranium is ¢,U23%, often written simply as U®?%%,

since inclusion of both the chemical symbol and the atomic number is
redundant.

In Fig. 3-1 measurements of binding energies of various nuclei in the
range 2 = A < 250 are shown. The actual data points exhibit consider-
able scatter with respect to this smoothed curve, but the general shape
of the curve is qualitatively correct. Although the binding energy per
nucleon is slowly varying for intermediate values of Z, it is much

lower than 8 MeV/nucleon for the very light eiemc.ts, most notably
deuteriun (117), tritium (1) and He}. For nuclei with large mass

numbers the binding energies fall about an MeV per nucleon below thosc
for intermediate mass number nuclei. It is the fact that the binding
energies tend to be low for Jlow and high mass numbers that makes possible

the production of vast amounts of energy by the fusion of light nuclei

and the fission of heavy nuclei.

That the binding energy curve should display the qualitative fcatures
shovn in FFig. 3-1 can easily be understood. First we note without
claboration that the observed saturation of nuclear forces is interpreted
to imply that 4 bound nucleon interacts only with its immediate neighbors
rather than with all of the other nucleons present in the nuclcus. Thus
the forces saturate in a sufficiently large nucleus becausce the addition

ot more nucleons does not appreciuably enhance the binding of the nucleons
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already present, whicii have a full complement of neighbors with which to
interact. This remark is not valid for nucleons near the nuclear surface,
where therc is a deficiency of partners with which to interact. The
effect is analogous to surface tension at the surface of a body of liquid.
The surface correction is of minor importance for large nuclei, but is
all-important for very light nuclei, where all of the nucleons are near
the surface, and hence arc not being subjected to saturated forces. It

is this surface effect that accounts for the decrease in average bind-

ing energy at low mass numbers.

For heavy nuclei the surface cffect is of little importance, and the
decrease in binding cnergy with increasing mass number stems frem an
entirely different reason. In the preceding discussion we have neglected
the eftects of the coulomb repulsicn among the protons in the nucleus.
‘The nucleur forces as we hiave used the term refer only to the strong,
short-range, saturable forces between nucleons and arce related to the
coupling between nuclcons through the n-meson field. The coulomb

forces arce of much longer range, but they are also much weaker than the
nuclear forces, and play a relatively minor role in determining the

structure of light nuclei.

Ihe voulomb forces do net saturate, however, & prowon thercfore 'uter-
acts with all the other protons in the nucleus, so tit2 repulsive paten-
tial it experiences increases approximately Jinearly with I wnd the

total coulomb energy of all the protonz inciaases roughly as 27,

Bevause of their saturation the nuclear forces produce o total attractive
cnergy that increases approximately onl: Jincurly with AL Honce the
relitive mportance of the coulomb forcos gnereases with increasing A,
The increasinmely impeortant role played vy coulomb repulsion is re-

sponsible tur the decrease in average binding energy with increasing A,

The coulomiy forces alse lead (o the neutron excesy observed to oconr in

heavy nuclei. tn light nuclei, where th. voulomb forces are negliyaible,
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the number of protons and neutrons present in stable nuclei are observed
to be nearly equal. This means that the nature of the nuclear forces is
such that when a heavier nucleus is formed by the addition of nucleons

to a nucleus, the most stable configuration is attained when the addition
is such as to maintain the approximate equality of the number of neu-

trons and protons.

If a light nucleus is formed with a large disparity betwecen the number
of neutrons and protcns, the disparity wiil be reduced either by the
emission of nucleons of the type in excess or, in some cases, by the
process of beta decay. For heavy nuclei, the effect of the coulomb
forces is to render the most stablc those configurations that contain
an excess of neutrons over protons. The neutron excess increases with
increasing Z as the coulomb effects increase in importance. Thus U*3®

contains 146 neutrons, but only 92 protons.

s — de e s v g o

3.3 NUCLEAR FISSION

Because of their lower binding energies, heavy nuclei are unstable
against spontaneous fission into lighter nuclei. Thus referring to

U?*® is about

Fig. 3-1, we see that the binding energy per nucleon for
7.0 MeV, while for A = 119 the corresponding value is about 8.5 Me\/
nucleon, Hence, symmetrical fission of U?3® should yield about 0.9 MeV/
nucleon, or a total of about 215 MeV. 1In spite of the large amount of
energy available for releasc in the spontaneous fission of U2*® the
process is very slow. The lifetime of an isolated U??® nucleus is
greater than 10° yecars. FEven this lifetime is determined by the ruate

of alpha decay, i.e., the process 92U43% > S Th? 3%+ i1c"+d.3 MeV, rather

than by the rate of symmetric or near-symmetric fission.

The stability of nuclei against spontancous fission in spite of the
large energy available for the process resuils from the fact that for

fission to occur, a potential barrier must be penetrated. The process

is similar to that of alpha decay as described by the well-known theory
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of Gamow (Ref. 3-1); indeed, alpha decay of heavy nuclei may be regarded
as a case of highly asymmetrical fission. In this section we present a
semi-quantitative discussion of the fission process. Anyone inter-
ested in details should consult the excellent review article of

Wheeler (Ref. 3-4) for more complete information and a more exten-
sive bibliography.

Even though heavy nuclei are so stable with regard to spontaneous fission,
i.e., fission in the absence of an external perturbation, the possibility
of fast fission still exists and may be realized if the nucleus is per-
turbed in such a way that it gains enough energy to overcome the potential
barrier. One mechanism for providing the required energy is neutron
capture, and that is the process of interest in the present context. We
have already noted that the mean binding energy per nucleon in a uranium
nucleus is of the order of 7.6 Mc'/. Therefore, we might expect that the
addition of another neutron would provide several MeV available to sup-
ply the energy required for fast fission. This is indeed the casc;
neutron-induced fission was first observed by Hahn and Strassmann late

in 1938, and is the basis for the design of fission weapons and nuclear
reactors,

The addition of a neutron to a U?’® nucleus yields about 7 MeV of bind-
ing energy. The height of the potential barvier in uranium is about

6 MeV, so fission can be, and is, induced by the capturc of slow ncutrons.
One might expect that this would also be true of U**?, but this is not

the case hecause of a peculiarity of nuclear forces that we have not

yet mentioned. When a nucleon interacts with a nucleus, the interaction
is stronger if the nucleus contains an odd number of nuclcons of the

type with which the intcraction is occurring. Since U??° contains 143
neutrons (odd) while U%3® contains 146 (even), slow ncutrons jnteract
more strongly with G’ **% than with 67", The excitation cacrgy of the
compound nucleus formed by adding a ncutron to U??% is only about 5 McV,

or about an Me\' below the fission threshhold. Therefore U238 does not
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undergo fission under bombardment by slow neutrens, but will fission
when bombarded with neutrons having kinetic encrgies of the order of
an MeV or higher. In this connection we mention that the mass 239

isotope of plutonium, s,Pu?®?

, also contains an odd number of neutrons,
and fissions under bumbardment with slow neutrons. U?*%, y2?%, and
Pu??? are the materials of greatest practical importance from the

standpoint of nuclear weapons design.

Wwhen a nucleus fissions, it breaks into two lighter nuclei having
approximately equal mass numbers. Tihe most probable mode of fission

is somewhat asymmetrical, however, and the fission fragment mass dis-
tribution curve has the characteristic double-hunped form shown in Fig.
3.2, where the distributions for U?°® undergoing fission induced by
slow neutrons((thermal) and fast neutrons (14 MeV) are shown. The
integral of cach of the curves in Fig. 3-2 is 200 percent, a convention
adopted to reflect the fact that cach flssion yiclds two daughter

nuclei,

Since the ratio of neutrons to protons in stahble (or metastable) nuclei

increascs with increasing Z, the fission products have an overabundsnce .

of neutrons. So great is the neutron excess, in fact, that during the
fission process several free neutrons arce emitted in addition to the
heavy fission fragments. The number of ncutrons released per fission

increases approximately linearly with the kinetic energy of the bhom-

,235

barding neutron. For 1 , on the average ubout 2.4 neutrons arc

rcleased in fission induced by thermal ncutrons, whercas the corres-

ponding neutron yield is about 4.5 per fission for reactions induced

by 15 McV primary neutrons. The Pu®?? neutron fission yiclds for

thermal and 15 MeV neutron primaries are about 3 and 5, respectively.
For U7'% the number of prompt ncutrons per fission 1s about 2.5 ncur
threshold (-1 MeV) and about 1.5 for 15 MeV primacy ncutvons,  The
mean number of prompt neutrons js denoted by v, additional daty on
this quantity arc given o Ret, 5.5 The number of prompt peutrons
in o particular cvent depends on the masnes of the fission fragments,

as discussed in Ret', 50,
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The overabundance of neutrons in the fission product nuclei is only
partially corrected by the emission of prompt neutrons during the fission

process. The daughter nuclei still have a higher ratio of neutrons to

2.

protons than stable isotopes of the same atomic weight., After fission

and the emission of the prompt neutrons, the subsequent approach to a

:

stable neutron-to-proton ratio is effected primarily through the process j
of beta decay. (A few cases of delayed neutron emission also occur and E

[E
are discussed below.) Since the beta-active species are neutron-rich, %

virtually 'all of the betas emitted are negative. Thus a single beta

decay has the effect of increasing the number of protons by onc and

£

decreasing the number of neutrons by one, while leaving the mass number

constant. It is these transitions that account for the delayed betas

PN

emitted by fission fragments. The probability is high that the Jaughter

.ndcleUS resulting from beta decay is born in an excited state. When this

occurs, the excitation cnergy is radiated away in the form of gamma rays,

v (TR

The crude estimates made above pave 215 MeV as the energy vield trom a
fission reaction. The actual mean yield for fission of U?*® by slow

neutrons is more nearly 200 MeV, The energy partition, as given by

Wheeler (Ref, 3-4) i5 as follows:

kinetic cnergy of fissjon fragments 168 Mev

prompt gammas ~“ 5

prompt ncutrons S

delayed gammas w5

delayed betas 6

neutrinos 10

alpha particles .04

delayed neutrons 0,008

Total o 199 MeV

'
' In addition to the energy relecased by fission, some gamma ravs are also
i radiated as g result of the (n,v) reacticn Jdiscussed above., Details of

the time dependence, spectra, ctc. of the various radiations are discussed

in following scctions,
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5.4 HUCLEAR FUSION

For light nuclei, the possibility of fusion to form heavier nuclei with
the release of énergy exists. The fusion reactions with which we are

concerned herec are:

Hel+n+3.3 McV
H¥+H'+4.0 MoV
He ' +n+17.6 MeV
11341 > He"+Zn+11.3 MeV

n+Li® > He*+H'+14.8 MeV

¥

H2+n?

12+

|
v

+

1l

where the vields of the various reactions are those deduced from the

nuclear binding energies given by Wapstra (Ref. 3-7). With the excep-

tion of the last one, all of these reactions involve two charged parti-

cles in the initial state, and thereforc a substantial kinetic energy

of the recacting particles is reyuired to overcome the coulomb barrier

between them. The last reaction cannot be self-sustaining by itself, “i

however, since it does not replace the neutrons consumed in the reaction.

1o estimate the height of the coulomb barrier to be overcome, we assume
that for separations greater than some value @ the coulomb forces
dominate the nuclear forces. Therefore the interacting particles must
have sufficient reiative kinetic cnergy to surmount a coulomb potential
barrier whose height is of order ¢°/a where ¢ 1is the electronic charge.
Deuterons are very loosely bound and conscquently have a radius consider-
ably larger than the range of the nuclear forces. Although the radius
of the deuteron is an ill-defined concept, it is sufficient for our
purposrs to take it to be +6x10-'> ¢cm, and the value of a to he twice
the radius, or 10-'% cm.  Then ¢%/a ~ 150 koV, and for reactions to
occur at their maximum ratc, the kinctic cnergy of the particles must

be of this order or greater.

The cneroy released 1n o Tusion reaction initially appeors as Kinctic

cnerey of the reaction praducts, residuar oexcitation of the nrodoct




nuclei being negligible for most considerations. The final states of
all the reactions listed above have only two particles and therefore
the energy yield is divided between these two particles in inverse
proportion to their mavses, since by momentum conservation both par-
ticles have the same momentum. Thus the 17,6 MeV released in the
third reacticn appears initially as 14.1 MeV of ncutron kinetic energy
and 3.5 MeV of He kinetic energy. The neutrons released in this and
others of the reactions listed may also interact with Li®, if it is

present, to produce an additional yield of 4.8 Me\ per neutron.

Tc compare the specific energy yield, i.e., the vield per unit mass of
reactants of fusion and fission reactions, we recall that about 200 MeV
is relcased in the fission of U??%, so the yield is about 0.85 MeV per
nucleon. As an example of a fusion device, consider a system consisting
of pure deuterium (H?), and assume that a self-sustaining chain reaction
can be made to occur. The branching ratio for formation of 11° and H¢'l
in the collision of two deuterons is near unity (Ref. 3-8) and therefore
the rates of the first two reactions are neavly equal. The concentration
of H? is determined hy the interplay between the second and third reac-
tions. The concentration of H® will rupidly approach a value such that
the production and loss rates are nearly equal. Thereafter the I1°
concentration follows that of Ii as the latter is depleted by further
reactions., Of cvery five deuterons initially present, we expect that two
will be consumed in the first reaction, two in the sccond, and one in the
third (by reacting with the H® produced in the second). Thus an initial
mass of 10 units produces a yield of about 25 MeV, or 2.5 MeV per nucleon,
and'the specific yield ot deuterium fusion is about three times as large

as tlhat estimated above for U or Pu fission,

3.5 CONCEPTUAL DESIGN OF NUCLEAR WEAPONS

3.5.1 FISSION WEAPONS

The possibility of o sclf-sustaining chain of t1:wion Teactions aiohi

a collection of 1issionable nuclel stems from the tacst, meationed above,
that tor cvery ncutron absorbed to produce fission several additioral
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neutrons are emitted, Thus there is a multiplication in the number

of necutrons z2vailable to trigger fission, and one might expect the

rate of fission to increase cxponentially., On the other hand, scveral
other ncutron loss mechanisms compete with fission, and this tends to
decrease the muitiplication factor., If the multipiication factor fails
helow unity, the reactions are not sclf-sustaining, and both the neutron
tlux and the rate of fission tend cxponentially to zero., If the multi-
plication factor exceeds unity, the ncutron flux and fission rate, and
thus the rate of release of cnergy, incroase exponentially with time,
and an explosion vecurs. I the multiplication factor s unity, necu-
trons arc replaced at the same rate they are lost, the ncutron flux and
Uission rate remain constant, and energy is releoasced at a constant rate,
The latter situation is that which obtains in a nuclear reactor, where
controls arc introduced to maintain the neutron multiplication factor

YIS RN
naad uniil.

P
v

In designing o chain reacting device, cither a reactor or a wcapon,
tiv- cariouns neutron loss wechanisms net leading to tfission must be taken

into acceount, ihe loss mechantsms o interest are:

1, Lscape of nautrons through the walls of the deviee,

Ja Neutron capture not resulting in fission,

e Inelastic scattering, which in the case of isotopes with o non-
Toro Viesion energy throsnold, eue,, 1P iy roduce the encrpy

of an initially energetie neutroin below the threshold,

Thee s Joss aechaniss, escape, fmplies that there s a eritical mass
ol ti~donable matertal such that if the mass available 15 Jess than
the vrrtical wmans, o clain resction caniot ocenr, o Cample, sapposc
Tt the only reaction betseen neutrons and pueied 1~ nettron captnre

Peadin s tisson, I the cross sceetion for this process a2 anl

Cheonue lear density a0 N fo” T, the fission mean tree puth i
1
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on the average it will be absorbed und result in fission {f R>>/ , but

if Ay>>R, most of the noutrons cscape and the chain recactjon is doamped

because of the noutron loss, The average kinetic energy of the ncuirons
released in the fission of U?® is about 2 MeV (Ref. 3-4j. lor u-*”

N . 5%10%%* em™’, and the fission cross section for 2 MeV neutrons (Ref.

3-5) is ¢,= 1.3 barn (1 barn = 10°%" ¢m?), Hence %y - 15 cm, s0 one

Ull')

would expect a sphere of with R>15 ¢m to be supercritical,

In the above argmment we nave neglected the role of clastic scatrering in
trapping the ncutrons, The scattering cross section is greater than the
fission cross section, $0 on the averape o neutren is scattered several

times before producing fission, The scattering is nearly isotropic, so

the neutrons perform a random wilh, After n scatterings they have traveled

a total distance n/_, hut are only displaced a distance n"’ﬂq from their

3
point of origin., ‘the number of svatterings bofore ahsorption s n = f{/ .
The ncutron will be absorbed bhefore escaping if R - n'“’ﬂ\ = ngT: =

. =12 . . . = T .
LF(US/GY) 2 Yor 2 Mel neutrons, Jq/:f - 2.7, s the radjus of o

barcly critical sphere of U’ *" is reduced to about 9 ¢m and the ceritical

mass to about 50 kg.

The second neutron loss mechanism, capture not resulting in tission, also
effectively decreases the neutron multiplication factor, ‘The vapture
process of greatest importance is the (n,y1 reaction, . ., a4 reaction
wliere a neutron is captured to form an excited nuclcus which then radj-
ates jts excitatiom energy away in the form of gamma ravs. For example,
the cross section fur U777 (i, 0 U777 iy about 0,1 barn as compared with
the fission cress scotion of o1 barn for 1 My neutrons.  ‘thus about ten

percent of the neutrons are lost in the  (n,7}) Treaction,

The third Toss mechanise tending to decrcase the effective neutron
multiplication factor is inelastic scattering,  in the case of U777
and  Pu’ ', dnciastic seattering has little effect, for twe reasons.

First, the dnclastic vross soctions are small compared to the fission
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cross scctions, so only a small fraction of the neutrons are degraded in
energy by inclastic collisions before being captured in a fission reaction.
Second, since the fission threshold energy is zero for these isotcpes,

even thosc neutrons that do get degraded can still trigger fission, and

will do so unless captured in an (n,y) reaction.

The offect of inelastic scattering on U2*® is quite different from that
on 0?5 and Pu???, The inelastic cross sections for McV neutrons on
U2®® ure much larger than the fission cross section, while at the same
time U2?® has an effective fission threshold encrgy somewhat above

1 MeV. Thus MeV neutrons introduced into U??®®

almost certainly fall
below threshold before producing a fission, and a self-sustaining chain
reaction in pure U®*® s impossible regardless of the mass and dimen-
sions of the material. This fact is of the utmost importance, since more
than 9° percent of natural uranium occurs in the isotopic form U”?*, and
Pu??? s so rarc in naturc that the only practical method of obtaining

a sizeable quantity is by neutron bombardment of U?3*, which produces
Pu?®? through the reaction chain U?*®(n,y) UZ3%(:2-) Np2*° (37) DPu®??,

Each neutvon produces 2.6 additional neutrons when it is captured in a

fission rcaction, but is Jnst itself in the process, so the net gain

is 1.6 neutrons per fission, and losses by escape and capture lower this
still farther, say to aboat 1.5. If 1 1is the time of flight of a
neuiron between production and cuapture, thercfore, its average rate of
producing neutrons is 1.57 1, Thus, the variation of the neutron density,

n, is governed by the differential equation

dn 3
' Jg =" (3-1)

For an init.al neutron density np. the solution is

1 1.50t 1
non.c b oonge

£
O




.o

The velocity of MeV neutrons is about 10%cm cec™!., If the density of U??3

-3

nuclei is N ~6%x10%% c¢m™’ and the fission cross section is of ~1.5%x107%"cm?,

the time of flight T 1is

1

chv

T <107 sec (3-3)

Thus the time for the neutron density to increase by a factor of e is
~107% sec, and the time for complete fission of a supercritical mass of

U2%%, assuming only 2 MeV neutrons are present, is of the order of a

microsecond. Becausc of the exponential nature of the energy reclease,
however, most of the energy is triggered by the last few generations
of neutrons, ~.e2., in the last few intervals of length 71, so the bulk

of the energy is released in a few shakes (1 shake = 1078 sec).

o TR AR it 3 e

From the foregoing discussion it is cleur that a self-sustaining fission

chain reaction is possible in principle. Before such a recaction can be

F-N

attained, however, a number of practical engineering difficulties must

U2 or Pu???, must first be
y23s

be overcome. Substantial quantities of

does
U238

obtained. Nonc of these is readily available in nature.

occur in considerable abundance, but must be separated from the

e TRl e

U235

with which it occurs. This is a formidable task, since constitutes

T TIEL

only 0.7% of naturally occurring uraniun. One of the major accomplish-

ments of the Manhattan P'roject was devising procedures for separating

oY Dol by

U735 U238

from in sufficient quantity for constructing the first nuclear

. . < - . ol
weapons, and for building reactors in which Pu???

U?3b‘

could be produced by
the absorption of fission neutrons by , as discussed above. At that

time the word tuballoy (Tu) was coined for naturally occurring uranium,
5

and oralley (Oy)  was used to denote uranium in which the U¢ content
had been enriched.  These words still have some currency, particularly

in the nuclear weapons conmmunity.,

Once a critical mass of fissionable material has been acquired, a second

practical problem presents itselt.  The reactions wiil net be self-

sustaining upless o sapeveritical mass is assembled, but once assembled,
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an explosion can be triggered by a stray neutron. Since free neutrons
abound in nature and are difficult to shield because of their electrical
neutrality, the critical mass cannot be assembled until the actual moment

when the explosion is desired.

An important consideration in the problem of accompiishing critical
assembly is the fact that the critical mass depends on the density of
fissionable nuclei. An increase in the density decreases the critical

mass. This follows from the fact that the probability that a neutron

LTRSS TR A, LD i e S S e R S

escapes trom a sample of material havirg a given mass decreases with
increasing density of the material, If L is a length characterizing
the dimensions of a sample of mass M, the nuclear density varies as
ML-?, so the mean free path varies as M-'L3, The distance that

the neutron must traverse in escaping increases onrly linearly with L,
so the cscape probability for a given mass decreases with decreasing L,

i.e., with increasing density. It follows that at higher densities

e et . " T — e ¥ 0Tty o

the c¢ritical mass is lower.

Two methods of accomplishing critical assembly are commonly discussed.
In onc method, two subcritical masses are brought together to form a
critical mass. As soon as the assembly becomes critical, however, the
rclcase of cnergy begins, and the assembly tends to blow itself apart
before fission of a large fraction of the nuclei can cccur. Therefore,
the subcritical pieces must be brought together very rapidly. This is
done by explosively firing one of the masses from u device similar to

a gun barrel in such a way that it collides with the other mass and the

combination becomes supercritical

The sccond nakes use of the fact that the critical mass decreases with

? increasing density.  Thus o slightly suberitical mass becomes critical
; when sufficiently compressed.  The compression 1s effected by detonation
o of a4 whemical cxplosive. For caamplie, o spuericai shoil of high explo-
sive could be placed around a sphere of 073" op pué'? By judicions
: choice of the exact contiguration aad the manner in wivich the explosive
151
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is ignited, a strong imploding shock wave can be produced in the fission-
able material. The compression produced by the shock can be sufficient

to make the system go critical, and a nuclear explosion occurs.

Both methods of accomplishing critical assembly are¢ very simplc conceptu-
allv, but it is clear that great care and sophistication must he cxercised
in their actual design if the devices are going to be both satfc and
efficient. Onc practical problem was mentioned above, namely the tendency
of the fissionable material to expand and become suberitical hefore much

of the cnergy potentially available is released.

A second problem is prevention of the loss of peutrons from the systen,
Neutron loss decreases the net multiplication factor « us discussed

above, thus increasing the time required for the nuclcar burn to occur

and complicating the problem of mitigating the cffects of disassunbly,
Indced, measurcment of a4 provides o uscful diapnostic tool for Jeter-
mining the cfficiency of various devices, The loss of nentrons s
minimized hy surrounding the tissionable material with a shichl to scatter
neutrons attempting to escape back into the reaction vegron,  This shi 1d,

calivd the tamper, is frequentis made of v9*?

”?3%

and may add to the yoedd of
the device by virtue of fission by fust neatrons,

To gain some idea of the otfficicncios avtually rtoinad o omatear
wWCUPONs, we note our previous cstimte of crrtival mass indicated that
a harcly critical assembly would be about 9 cw in vadins,  The nuclear
density was assumed to be 571077 em™ ', so the critical mass contains a
total of about 107° nuclei. I we assume that all of these were o
fission with a vield of 200 Mcev, the total yicld would be about 5-100
crg, or pearly aomeyaton, It follows that the fassron efficiceney of A
1 FI weapon s at mest ol the order of o tenth o o percent, unle s the
critical mass is 1cduced substantiadly below 50 bp by compressien npon

mmpiosion.
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3.5.2 FUSION WEAPONS

The possibility of initiaving self-sustaining fission reactions hinges
on the fact that gome isotopes have large fission cross sections for
slow rcutrons, so the recaction can be triggered with a relatively
minor energy input. The large cross section for slow neutrons is in
turn dependent upon the fact that neutrons are electrically neutral,
s0 even low-energy ncutrons can casily penetrate the nucleus and enter

the region where the strong, short-range nuclear forces come into play.

In contrast to the neutron-induced fission vcactions, the rate of
fusion rcactions is impeded by the coulomb barrier discussed in

Section 3,1, Because of the coulomb barrier the average cnergy of the
fusion reactants must be high before the rapid release of energy by
fusion can occur. A high overage energy implies a high ceffective
temperaturc--hence the term thermonucicar tv describe devices that
release energy by nuclcar reactions only after having been raised to a
very high temperature, The temperature reguired is considerably lower
than the 100 keV one might guess from the coulumb barrier argument,
both because of the flact that the cross sections fall off{ rather slowly
with decrecusing energy and because only i small {raction of the parricles
in the high energy tail of the encerpy distribution nced be cnergetic

cnough to react.

To estlmate the temperature required for significant cnergy relecase by
fusion, we First note that once the reactions have been initiated, they
st procecd rapidiy cnongh to overbalance energy loss by the sy stem,
since otherwise the temperaturce will full, the yeaction rate will de-
crease sccordingly, and soon the reactions will effectively cease to

ocer,  The rate g at which reactions oceur is

qoe vy Ny fem”’ %cc-’) T
where Ny oond 8, are the particle densitics of the reactimts and <ovy

Iv3
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is the mean value of the product of the reaction cross section and
the relative velocity taken over an appropriate distribution. If

the energy release per fusion is Q(keV), the rate of energy generation

1s

d - ,
:l.% = {ov) N1N2Q (keV cm™¥sec™ ) (3-5)
where &€ denotes the energy density within the reaction volume.

Next we assume rather arbitrarily that energy losses dictate that ¢
be doubled in a time At of the order of a shake. The criterion for

reaction of a large fraction of the potential reactants is then

de .
— 4t > € (3-6)

dt

or, assuming NN, N, and an equilibrium distribution at temperature

T so that =« « ; NKT,
O vy NQit > 3/2 kT (3-7)

As an average energy release por fusion, assume Q ~ 10 MeV = 10%keV,
and take N - 5x1027 c¢m™?, corrcsponding to the density of liguid
hvdrogen. Then if 'l'k denotes the temperaturc expressed in kel, the

criterion 1is

vy > 3%10- 107 (3-8)
In deriving this cxpression we have ignored the {act that some of the
cnergy is converted to thermal radiation. A proper accounting of

encrgy would 12ad To the requirenent of somewhat higher temperaturces

than thosc 1nterred from this Ccriterion.
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The rate constants (ov) for the fusion of deuterium and tritium (DT)
and for two dcuterons in pure denterium (D) are shown in Pigure 3-3
for equilibrium energy distributions, At low temperatures the rate for
the DT reaction is nearly two orders of magnitude greater than that for
DD because of a resonance in the DT reaction at about 100 keV, Accord-
ing to the previously written criterion, rhe critical temperatures for
initiating self-sustaining recactions arc about 2,5 and 25 kel tor I
and DD, respectively.

Even temperatures of the order of o keV are not caslily attainable.
However, as pointed out above, temperuatures of this order are achicved
in nuclear detonations, which opens the possibility of igniting »
thermonuclear device with a fission device, This is the method used in

thermoruclear weapons, where a fission device is detonated to heat a

mass of light clements to temperaturces sufficiently high for a self-
sustaining thermonuclear reaction to eccur., In some cascs, where the
presence of fissfon tragments may be considered unimportant, the

entire device may be encased with p??®

0 additional encrpy is liberated
in the fission of U?'* by the fagr neutrons produced in the fusion

reactions.

3.6 UEAPO: QUTPUTS

A distinction nmust be drawn between the form in which the energy trom [
a nuclear detonation is originally relecascd in the various reactions
and the form that it has assumed by the time it has escaped the immedy-
ate vicinity of the burst point and has begun to interact with the
surrounding medium,  In both fizsion and fusion reactions, mast of the N
encrgy initially appears as Kinetic eneryy of the reaction product s,
The ranges of the reaction products are so short, however, that they
rapidly lose their energy in coliisions with other components of the
wiarhead and 1ts assoctated paraphernad i, and thelr eneryy 15 spon

in heating the entire complex,
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The details of fission fragment cnergy distributions, ete., are there-
fore of ljttle interest in the present contest. we note that the cnergy
per nucleon of the fragments js slightly less than an MeV, corresponding

to a velocity of .10% cm soc ', The initial charge on the fragments is

15 - 20e. but this is rupidly reduced by recombination as the explosion

iy
proceeds.  Recent data on tae properties of fission fragments are con- %
tained in Refs. 3-2 and in 3-9 through 3-12, %
3.6.1 FROMPT NEUTRONS i

Lar 1.

ot

We have mentioned that the prompt neutrons released in fission have a mean

iy

energy of about two MeV., According to Terrell (Refercnce 3-15), the aver-

| r————

age Knetic cnergy L, of the prompt ncutrons is given by

Ly, = 0.7540,65(vs*l)  (McV) (3-9)

e e o e 8 R (T R T

where as before vp  iw the multiplicity of prompt necutrons from the

reaction. For U7 and Pru??®, this formula gives mean kinetic cnergics

of 1.95 and 2,02 MeV, respectively, and o total of about 5 MeV/fission in
neutron kinctice encergy.,

Fusion reactions liberate neutrons with initial cnergies ranging from
somewhiat helow an MeV to 14.1 MeV., In contrast to fissjon reactions, a
Large fraction of the encrgy is carried by the prompt acutrons. As with
the fission neutrons, however, the intensity and spectrum of the neutron
flux escaping to grent distances depends critically on weapon Jesign,
Generatly spenking, one would expect the encergy distribution to range
from low cncerpics to 14 MeV, The energy yleld in nentrons could be of
the order of o terth of a percent of the total for fissjon veapons aml o

) Few tenths of the total for fusion weapons,  In the former case the peuatron

, enersiies would e atomost o few MeV, and g the Tatter would extend up to

t 14 MoV, More precise determinations of the neatron yield for specific

' devives can be made by field measurements or calceulated by c¢laborate

miachine vodes that contain deseriptions of device disassembly and neutron

transport,
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3.6.2 PROMPT GAMMAS

Most of the nuclei produced in fission reactions are left in excited states
that radiate prompt gammas, The gammas produced in this way are of little
interest, however, since almost all of them are absorbed in the explosion

debris and virtually none escape to great distances. The prompt gamma data

shown in Figures 3-13 and 3-14 are included here only for completeness.

The prompt gammas that escape the debris are actually those produced by

inclastic scattering of neutrons. To escape, the gammas must be produced
within about one absorption mean frece path, or about one cm, of the debris
surface. The cross scction for inelastic scattering is of the order of a

barn and the debris density is -10%%cm” 3

, so the probability that an 2scap-
ing neutron produces a gamma within one gamma mean free path of the surface
is ~107!, and the escaping flux of prompt gammas is about one tenth that of
the prompt ncutrons. The gammas produced have energies of the order of an
MeV. Thus, MeV and 10-MeV neutrons convert about ten and one percent of
their cnergy to gammas, respectively. The prompt gamma energy vield inferred
from these estimates and those of the preceding secticn range from hundredrhs
to tenths of a percent of the total yield, the value depending on details o
the design of the device. Prompt gammas provide a useful diagnostic tool in
ficld measurcments for assessing the performance of nuclear devices, and

produce the clectromagnetic pulse observed in some high-altitude detonations.

3.6.3 PROMPT ALPHAS

when fission of U??°

occurs after capturc of a slow neutron, an energetic
alpha particie is emitted in aboeut one out of every five hundred cvents,

The energy distribution of the alphas peaks at about 15 Me', with maxi-

mum encrgies extending as high as 29 MeV.  The total encrgy involved in
alpha decay Is guite small, G alphss are not oxtracrdinarily penectrating,
so they are generally neelected in weapons eftfects calculations.
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3.6.4 DEBRIS KINETIC ENERGY AND
THERMAL X RAYS

Most of tiie cnergy produced in the elementary nuclear reactions dis-
cu.sed above appears initially as kinetic energy of reaction products
and is promptly lost in collisions with atoms in the surroundings of
the warhead. Thesc include the remains of the chemical explosive used
to initiate the nuclcar reactions, the associated clectronic equipment,
the structure of the missile, tower, balloon or other device carrier,
and any other material in the immediate vicinity of the burst point at

the time of detonation.

The energy is released and deposited in a very short time, sav a few
shakes. During this interval some of the energy is transferred to

the clectromagnetic fiela in the form of thermal radiation. By the
time the vnergetic reaction products have shared their cnergy with the
particles of the surrounding structure the avcrage velocity of all the
partivlies is at nost ~10% ¢m sec”! for typical yields and masses, and
is actually considerably less because much of the energy is now in the
clectromagnetic field in the form of thermul radiation. With these
velocitices very little motion of the mass of debris can ocenr in a few
shakes, At this stage the radiation is trapped in the interior by the

opaque surrounding debris.

Mter a few shakes the confipuration resembles an enclosure filled with
a very hot gas in or near equilibrium with the radiation field. The
radiation ficld ditfuses through the outer layers of the enclosing
material, the radiation front cventually rcaching the surface, at which
tim: o sizeble fraction of the total yield is radiated away as a pulsce
ol thermal x rays.  The time interval occupiced by the radiation, the
spectrad distribution of the x rays, and the total encrgy radiated cway
in the pulsc all depend on the yield to mass ratio of the weapon und its

stwrromndings, and on other detarl Coweapon design and configuration,

157

3

s g

S it o ) e

SEE TR - aor e S N NS PR

o e ez b 3
- . 9

o B eeem s . o e




. -

During the time the radiation field remains trapped by the debris the
whole mass of debris experiences an outwurd acceleration as & result

of the pressure being exerted on it, an important component of which is
radiation pressure. By the time the x rays have been radiated away, the
entire debris cloud is expanding with a velocity of 107 to 10° ¢m sec™!,

the exact value again depending on weapen design ard configuration.

for many purposes it is convenient to have available a model of a typical
weapon. We present such a model below, but iciterat: that ail of the

values quoted are subject to wide variation. The model 1is:

Nebris kinetic energy 50%

X-ray vield 45%

Delayed radiation 5%

Debris expansion velocity a/mpM? o167-10% em osec”?
X-ray radiation time <10°° sec

X-ray spectrum 1 keV blackbody

Prompt neutrons 107 - 1%

Prompt gammas 10045 - 107t

where Y is the total yicld of the weapon and M is the total mass par-
ticipating in the expansion. Some results of more detailed estimates for

specific cases have been given by Brode (Ref. 3-10).

3.6.5 DELAYED BETAS

Fission fragments are exczssively rich in neutrons, as noted in Section
3.3, Consequently they are unstable against beta decay, and typically
underpo several # decavs before arriving 2t 2 stahle configuration.
The daughter nuclei produced by = decay are seldom formed in their
the radiation of one

ISR IN

ground stiates, so assoctated with cach 5 Jdedday is
or more Yy rays and in a few rarce instances, a neutron, ‘This radiation
is termed delayed becanse it persists to very late times after faission.
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The persistence of the delayed radiacion stems from the weakness of
the beta interaction and the correspondingly long lifetimes against
B decay. he lifetimes for the emission of gammas and neutrons are
so short by comparison that their radiation can be considered to follow
the 3 decay instantaneously. Thys the entire time scale of the delayed

radiation is determined by the rate of 2 decay.

Several betas are radiated by a typical f{ission fragment before a
stable configuration of the product nucleus is reached. Accompanying
every beta radiated is a neutrino, which on the average carrics some-
what more energy than the beta. Since the interaction of neutrinos
with matter is so extremely weak, however, they produce no easily ob-

servable effects and are not further considered here.

To characterize completely the & radiation from the entire ensemble of
fission fragments, one requires the energy distribution of the bhetas
as a function of time. These spectral-temporal distributicns can in
principle be determined cither cxperimentally, theoretically, or by
some synthetic method hased upon a mixture of theory und experimental
data. All three procedurcs have been employed, and all give results

that are at least qualitatively consistent with one ancther.

The earliest attack on the problem was that cof Way and Wigner et 3-131,
who assumed a Jistrihution of fission fragments, summed over the various
Jdecay chains, and arrived at a determination of both beta and cimma
activity. Tt was in their work that the variation of radiated gamina

-
power as t-l" was first observed. A\ similar, but simpler, calculation
was performed by Griffin Ret. 3-191 who caleulated the radiation from
a single decay chain with preperties chosen to tit cxperimental dat for
US?® fission. By appropriate variation of the parameters characterizing
the chain, he was then able to perrori i lcuiations for other tission-
able nuclel. Other s=ynthetic calculations have been pertformed by o

number ot workers. mong these freguently quoted arc Perkins and King

165

i
%’g
b

f
|

PP,

g ey
- iy iy

et - §

—— g



.u

(Ref. 3-24), Knabe and Putnam (Ref. 3-25), and Heller ct al. {(Ref. 3-27).
Experimental data on beta intensities and spectra have been provided

by Seyfarth (Ref. 3-17), West (Ref. 3-20), Alzmann (Ref. 3-21),
Armbruster and Meister (Ref. 3-22), Kutcher and Wyman (Ref. 3-23),

Low and Bjornerstedt (Ref. 3-26), Carter et al. (Ref. 3-28) and

Tsoulfanidis et al. (Ref. 3-29).

As the ©# decay progresses, the nuclei approach more stable configura-
tions. Consequently the rate of * emission decrcases, and the cenergy
of the emitted betas also decrecases. These tendencies arce shown in
Fig. 3-6 (Ref. 3-29). The mean { encrgy is of the order of an “Mel.
Initially it is about 2 MeVl, falls to somewhat less than an Me\ by

1000 sec, and continues to decrcase thereafter.,

It is frequentiy usefm! to have analytical fits te the datn. A
considerable spread rewains among the various determinations of
decay rates, howcver, so such fits cannot be made unambiguously.
Furthermore, in practical applications great precision is scldom re-
quired because of other uncertairtics. Accordingly, it scems that
the most important consideration in abtaining fits is that they
should be analytically simple, rather than that they provide an
extremely accurate fit to one of the several disparate sets of

data,

To obtailn analytical cexpressions for the rate of c¢isission ot betas for
U“*®, we have chosen to rely on the results of Tsoulfanidis et al. {Ret. 3-20-
and of sevfarth (Ref. 3-17). According to the tormer, the total number of
betas per fission is 5.510.3, while the lutter gives 6.0:0.2 from his experi-
nental Jdata, and quotes a theoretical value of 6.140.1 . Sevfarth

further asscerts that the initial rate of emission 1s 0,.32¢0,1 betas

fissjon/sec and 1< constant within the interval ¢ to 0.2 sco. A con-

parisen of sevfarth's results with those of otner workers is shown

in Fig, 3-70 Tsoultunidis et al. sive the data shown in Table 3-1.

164




TESTTETANCTERUUND WSS L e e m v et e o - - A ke Wrme A b e aen .- —_—
- a .

12
i
l

q
1
i
H
i

- o

]O-z;- 10-16s

T 60-72s

—3m

ot e e e e o TR 25 T TR

=~ 15y

Betas per MeV-Sec-Fission

10~

107
0.1 1.0 10.0

: Fnerqgy (MeV)
]
" Figure 3-6. Beta spectrum from fission of U-

by a pulse of thermal neutrons
(Ref. 3-29),

L L A . P : P



Time (sec) NB(B/sec/fission) E,(MeV/sec/fission) Eh(Mev)

12 4.2x10°2 7.77<10"2 1.85
56 8.15x10-? 1.06x%10°2 1.30
204 2.28x10"? 2.52x10°2 1.10
960 5.11»10-% 4.66%10"" 0.91
3750 1.35%10-" 9.80x10"¢ 0.73

Table 3-1. Beta decay rates trom fission of U'’* by »
ulse of thermal neutrons as measured by
soulfanidis et al. (fef. 3.29),

The data for QP in ftable 5-1 can bhe it to an aceurdcy of better than
A X N
ten pereent by the expression NP = D,5(l+t) ., This also provides a

good representation of Seyfarth's data during the interval 1-10' sec,

As an approxlimate fit of sufficient accuriacy for our purposes, we shall

assume for fission of u?'?

. 0,33 t < (1,5 woc
g " D.5(1et)™ 0,6 <t < 16 ) bhetus/fission/ e (17 V)
-1.2
2t} t -0

Tho expression for t » 107 sec wax chosen to agree with Seytfurth's data

N -1, .
and because It glives the familiar t dependence. The total numborp

of betas obtained by integrating the expression for N,

Infinity is 5.9, 4n good agreoment with the rosults of both Seytapeth

from sero to

and Tsoul fanidis et nl, N plot of this eaxpression topethor with ox-
perimental data of Seyfarth and Tsoulfantdis, ot al, §s shown in iy,

T =

L
To get a fit to b, the rate at which energy bs carrfed of £ by the betas,

weouse thie data of Tsonlfanidi s ot al, pliven dn Lable 200 The duty

in the interval 12060 sec are £t with abont ten percent accuracy by
. : . 1,0 , . . ’
the expression 1w ,ul(le) oA analopy owith the Vit oo &

0
we assume this formada vemiins valid to times an short as 0,0 wee,
and that 1 ds constant In the intervial 0-0,0 %¢¢,  Cont ity then

regquires that 1= 1,0 In this Interval,
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L

To arrive at a formula for EQ for times greater than 1000 scc, we assume

. -{1+ nd R
the forn EB = At ( E). The parameters A and ¢ are determined by
» (D'
the requirements that E8 be continuous at 10% sec and that E.dt = 6.9 MeV
o ¥

the total beta energy quoted by Tsoulfanidis, et al. With these assump-

tions, we find A = 6.3, € = 0.5. Accordingly, we adopt as a fit for

EB for U*?® fission products

‘1.0 t < 0.5 sec S

B, = 11.65(1+0)7 17 0.5 < t < 107 MoV tission‘sec (IF 3% (-1 L
(13.7{1'5 t > 10 3{

A comparison of the results from these formulas and the data of ;
Tsoulfanidis et al.1s shown in Fig. 3-3. i
i

’{

For a description of fission products from other fissionable isotopes, %
we Limply scale the formulas assumed for UT°°. In the case of im’ %, 5
the total number of betas per fission reported by Seviarth is 5.0, .;
as vomparcd with his corresponding value of 6.0 for U7*%, so the ratio i

. . e 218 o e e e e e, s 36
of total betas is Pu???/u%?%= 0,93, fhe initial emission rate for Pu’?®

given hy Seyfarth is 0,21, as opposed to 0.32 betas/fi<sion/scec for
23>, for a ratio of 0.8 for the initial activity. Since the first fow

tenths of a sccond are of relatively @inor importance, we adopt for

],“{:39
0,3 t ~ 0.5 sec. ’
Noo= nLo15014t 0.5t < pn? betas ' fis<ion/see (la "5 {31200
' -1.2 3
1. Nt t 1o
and
$“.‘.’ t 0.5 sev
. . 1.2 ' Lo . Ny .
] = IO+ ) to I eV ssion sceu Lvur 3, Cae ) S
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For U23% we take the ratio of total activity of U%*® and U“?% from the
work of Griffin as reported by Keith and Shelton (Ref. 3-31). For U??®
fission by a Godiva spectrum, ( ..., similar to a fission spectrum), the
ratio of U4®® to U%*5 for the total number of betas is 1.15. Scaling

the U?®° results by this factor, we obtain for U??®

! ‘0.38 t < 0.5 sec )
:‘:.‘3 =)o.57(1s)"t 0.5 <t < 10° betas/fission/sec (y?3#) (3-14)
;5002 t > 10°
and
' $1.15 t < 0.5 sec I
. - ’) k)
t, = 11.0s(1et) -2 g5 < ¢ <100 MeV/fission/scc  (U<1%) (3-15)
[).g7c25 t > 10° $

3.6.6 DELAYED GAMMAS

Delayed gammas are emitted by the fission fragment nuclei created in

any fission reaction. The delayed gammas account for about 5 MeV per
fission, or about 2.5 percent of the fission energy yield. Several gammas
are radiated by a typical fragment nucleus. The rudiation of gammas

is a consequence of the beta activity of the fission fragments, and

the beta activity in turn results from the large neutron cxcess of

the fragments, as discussed in Section 3.3. Unlike the prompt gammas,

the delayed gammas arc radiated long after the explosion has occurred,

so their intensity and spectrum are those characteristic of the nuclear
reactions involved, and are not altered by transport through a dense

surrounding medium,

The experimental data for U235 fission by slow neutrons have been re-
viewed extensively by Holden et al. (Ref. 3-13, an extensive bibliography
is containcd thercin). Data on the rate of radiation from 10°% to 107

sec are rceviewed in this article. In Figs. 3-9 and 3-10 the data for times

of 1077 scc to 10° sec are shown (see FFig. 3-4 for carlicer times).
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Figure 3-10. Gamma energy release rate vs. time
from fission of U?3*,
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‘ . Criffin's results (Ref. 3-19) for several nuclei are shown in Fig. 3-11,
fq;gwherc phey;pre compared with the mcasurements of Fisher and Engle (Ref.
M N3-30).\ Griffin also gives results for U?®® that are in substantial

VUi Apreement with-the measurements discussed by Holden.
t 238

Froh Figs, 3-9, 10, 11 it 1is aprarent that U radiates considerably

mdre'gémmas than either U*®% or Pu??®?, ‘the variatvion with time of the
.netlfgpc'of r@diation by fragr .ats produced in the various reacticns
is considerably aifferent for the reactions considered. Fits to
Griffin's calculations indicate that the gamma energy radiation rate
at tines ﬁreater than one sec varies as (1+t) "1 90, (1+t) 8% and
(1+et) '3

for U27%, Pu???, and U?°°, respectively.

The mean cnergy of the gammas emitted is about onc Mel', but varies
with time and tends to decrease with increasing time, as one might
expect. The average pamma energy as rveported by several investigators
is shown in Fig. 3-12. Siqce the photon energy varies with time, the
emitted photon flux cannot be inferred directly from the variation
with time of the cnergy. However, some measured values are shown in

-

Fig. 3-13.

s S

frc

nt

For simple analytical calculations the U2¥> data of Holden et ai. are g
fit with sufficient accuracy by the following formulas: i
ti
i
0.8 t < 0.1 scc I i
% = ¥V {14y 105 -1 < E AV £ aen F < ;.:
E o= 0,801+t 10 <t < 107 sog MaV S fissions sec {(53-10) 5
’ A 1.8 3 ¢
R t » 107 sec !
, ;
. . . . . .. - {
'or compari=an several calculated points are shown in Figs. 3-9, 10, {

b
- Integration of these Tormulas gives 7.2 MeV/fission for the total !
energy tudiated as gawmas,  From Fig. 3-11 it appears that the gamma ]
vay vield frow U9 ¢ vomewhat hicher, anld that from Pu??® somewhat !
lower, than the U7 value, - ‘
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Figure 3-11. Calculated gamma rates (Ref. 3-19) - ompared
with measurements of tisher % frqle (Rof. 3-30).
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3.6.7 [GELAYED NEUTRONS

A small quantity of enerygy is radiated by the fission fragments in the
form of delayed neutrons. Some characteristics of the delayed neutron

emission are given in Table 3-2, which is taken from Ref. 3-4.

Emitter Half life (sec) L {kev) Neatrons per tission
n ye3s Py

Kr®? : 54.5 250 | 0.06 0.02
xel?? i 21.8 560 0.35 0.i8
Kr | 6.0 430 0.31 0.14
2.23 620 0.67 0.21

0.50 320 0.21 0.0

0.04 0.02

1.65 0.63

-
a

Table 3-2, Delayed neutron emission.

It should be noted that the 'alf lives quoted are not the lifetimes
i against neutron emission of the necutron active emitters. Rather, the
half life is detzrmined by the '.fetime apainst beta decoy of the

emitter's mother nucleus.
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" CHAPTER 4
THE TRANSPORT AND DEPOSITION OF IONIZING RADIATION

4,1 Introduction

In Chapter 3 we discussed the ionizing radiation relcased in a nuclear
detonation. In this chapter we discuss the interaction of that radia-
tion with the atmospherc. The radiation to be discussed includes

X rays, Y ravs, ncutrons, 2 particles and cnergetic debris particles.

The intcraction problem comprises twe parts:

1, Transport - given a source of iconizing radiaticen, what is

the spectral intensity at some point removed from the source?

2. Deposition - having solved the transport problem for some
source to find the spectral intensity at o point, we ask how
much energy 1s deposited in o volune element surrounding that

point,  Although these are logically distinct questions, they

arce closely related and are wo<t conveniently treated togeth - r,

and will be so treated in this chapter,

In discassing this problem we must ke o distincetion at the outset
hetween dhsorption and scattering processes,  In an ahsorpiron process
the primary particle or photen i~ actinal by absoprbed and removeld from
the heap, Tts total cneryy appears g binet i and oxcrtation enereyy
of the roaction prodect -0 v b orptoon provesse s are o anteresd
the photoclectrie aisorption of o ravs and the nacloar absorption of

neat e, o scatteriny precess, howover, the prvaars Jose o o

bl ey ol

DI <X e il s =il

- v e m ¢ ————
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part of its cnergy in the interaction and procceds with diminished
energy (and generally along an altered trajectory) to undergo further

interactions, which may be cither absorption or additional scattering.

In the remainder of this chapter we discuss the various processes of
interest and the corresponding transport and cnergy deposition. The
results of the d. usition, “.¢., the partition of the energy among the

various degrees of frecdom of the target gas, arce sketched in d.o.).

4.2 The Photoelectric Effect

Of all the processes occurring, the simplest 1< the photoclectric ub-
surption of x-ray phoisns. 1In this a photon i3 absorbed by an atom or
molecule and the absorption is accompanicd by the ejection of an ¢lec-
tron, The clectron has kinetic energy cqual to the encrgy, hv, of
the absorbed photon less the cacrgy revuired to cject the clectron
and any additional excitation cnergy of the torget atom or nolecale.
lFor photon cnergies below about 25 keV, photoclectric ubsorption is
the dominant cffect. At higher cnergics Compton scattering, which is

discussed in the next section, must be taken into account,

For photon cnergices above threshold { ~ 500 ¢V), by tar the most prob-
able ey nt is the cicction of one of the innermost (8 shell) clectrons
of an aton.  The ¢iestion of the c¢lectron Teaves a vacaney an the k

shell. This will be filled by a transition of one of the outer clec-
trons to the K shell.  The transition can bo accompanied by the cris-
<ion of a photon, hat g mtch more comon ocourrence i the e of

an \nper o clectron, Inoanr the prababa bty of pheton e ssaen o ol

albout one pereent, o the photoclctrae abeorotyon prodoces teo se¢
andary clectyon s, one Wil i ! 1 B [ and o the other we
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Photoeclcetric absorption can be characterized in terms of a cross

scction, or equivalently, a mass absorption cocfficient, For our

purposes, the latter is morc useful., The absorption coefficient for

air as given by a compilation of data by Gilmore (Refercnce 4-1) is

shown in Figure 4-1. An analytical fit valid in the range 1-10 keV

has been given by Wright (Reference 4-2).

4560 870 (10 < £ < 3.2 keV)
13 EY
M oF cm? g,m-l {d-1)
1890 500

(3.2 < IF < 10 kev)
i? EY

where b = hv  is the photon energy in keV and the discontinuity at
3.2 kel corresponds to the K-odge of Argon.  The K-edges of Nitropen
and Oxygen arce at 410 and 531 ¢V respectively, and are reflected in

the discontinuities in u_ at these cnergics in Figure J-1.

To calculate the transport and cnergy deposition of x-rvay photons we
note that the cffect of ubsorption is simply to attenuate the x rays

exponentially.,  “hus if a poeint source of spectral intensity Svo is

ocated st the origin, the intensity at o distance R {rom the source

| I
4 I
oy o= o2 oap] i o) {i-2)
S o
) and the encrpy depoited per unit s g+
A ]
' Ji S i
- Soeepl-n oo [
R O
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The total energies and intensities ai~ fcund by integrating thesc

expressions over V.

Of particular interest is the case where S is a blackbody distribu-
tion at temperature T. For this case it 1s convernient to introduce

tihe dimensionless variable

hy
kT

in terms of which the blackhody, or Planck spectrum is

3
Sy = So l'- "‘)\z"— = SQBX
¢ R |

I3
whcre-/ S\ dx = Sy, and Sxo and S; Pave the dimensions of cnergy.
X¢ )

¢
A plot of the universal Planck function B‘ 15 shown in Figure .4-2.

substitution of Equation .1-5 into Pguations 1-2 and -5 and performance

of the requived numerical integration over X vields the results chown

in Figure -3 and i-4 for blackbody spectra of 1, 2, 4 and 8 keV., the
results shown in these figures aiso include an approximate treatment
of Comnton scattering, as discussed in the next section.  The abscissa
cn othese graphs is the total mass per anit avca of air traversed In
arriving at the point R, ..., /'i:,v:lr. The enerpy deposition per

G

unit mass 15 obtarned by multiplying the ieft-hand ordinate by

S5/ R where  ® 1s the distance from the source (o oo and S-0 s
the total cperpy radioted 1o the desired ansts, Yhe o rerpy o por ount
vebume T s antataed frees 1hie npeon e tplicatror by - Ny TR

and vhe enerpy por target atos os ebtarned by owmaltplyy o the enery,

poerount o omnse by the e v of o atom,

(4-4)
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The crossing of the deposition curves is easily understood from the
above equations., Near the source the intensity is unattenuated and

the deposition is just pronortional to the absorption coefficient,

which is larger at the lower photon energies characteristic of the

lower temperatures. At greater distances the intensities are attenuated
exponentially, the lower energies being more strongly attenuated, so
that eventually the larger absorption coefficient is more than compen-
sated by the greater attenuation, and the curves cross. One should

note also that becausc of the energy dependence of the absorption co-
efficient, the spectrum is harder at increasing distance, since the

soft photons are absorbed preferentially.

It is frequently usefuiil to have an approximate analytical cxpression
for the cnergy deposition. Such an cxpression has been provided by
Bethe (Refcrence 4-3) for large distances froin the source. The general

expression for the deposition is

l\

ddl-v = -—So ]'JxJB(C‘:';.\‘:O "Id" \!X (1 _6)
P amR? o ’
For simplicity we assume that
) 73 .
PR S (em? g™ 1) (-7

Y)Y (k) ?

wond define the mass per unit arca M
R -
M o= f pdr (gm cm 7 {(i-8)
0
and the quantity §
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Clearly 7 1is the number of mean free paths from the source to the %

point R for photons with ecnergy kT.

In terms of these quantities Equation J-5 hecomes

dE_ 15S,A oI

= —— dx (1-10)
S GRS

At large distances the main contribution is from hard photons for which

X - -X .
x >> 1, so we can replace (e'-1) ! by e to obtain

p(i;v = 1520 fc-l'\f"\_ )(J.\ (4-11)
475R2 (k1) ?

0

The integrand has a sharp maximum at

- oTaM 14
. B ey 1k _ 3AM . ,
xo = {3) = L 3} (i-12)

The intcgral can be cvaluated approximately by the method of steepest

o S
- X - P .
descents.  Its value is J —;l ¢ ( 3 ), so thet Lyuation =11 bevomes

AU 158858 [ [ 5AM ]1 8 N R AN I (i-13)
edl 1SR4k 2 Y - (x1) 3 B .i\i] |

This formuia provides a good approximation ( ~ 10 accuracy) for = In

the range 10-100. At shorter ranges it i1s in error because of the cerror
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at low photon energies of the approximatc form for M, (Equation 4-7)

and at longer ranges because of neglect of the Compton cffect.

Finally we mention that at small distances from an intensec source the E
possibility of stripping all of the electrons from an atom must hc §
taken into account. In the preceding discussion we have tacitly as- é
rumed that the air was only mildly perturbed by the x-ray deposition, é
At sufficiently high intensities, however, this approximation brecaks E
dowvn, and stripping may occur. This possibility has been discussed in 'é
detail by Landshotf (Reference 1-4). j
4.3 The Compton Lffect !
Compton scattering is the scattering of a photon by an electron., In

the case of scattering by free electrons, the interaction cun be re- :
garded simply as the elastic scattering of two particles. If the g
clectron i1s at rest, initially monoenergetic photons scattered at a

given angle have a definite energy that is determined by the require-

ments ot energy and momentun conscrvation, i

Scattering can also occur from clccetrons bound in an atom. in gencral
the fact that the clectrons arc not free must be taken 11to account,
Hlowever, Compton scattering in air plays a negligikle role compared
with photoclectric absorption at photon encrgics below 25 kel At
these cnergies 1t is not a bad approximation to treat the electrons

as free, and the validity of the approximation improves rapidly with

increasing cnergy.

5 The cffect of a Compten scattering is to produce an cjected electron
and photon with lower energy traveling in a directien different trom
vt the ariginal shotan, Clearly an aconrate treatment oi energetic

X ray or j-ray transport entails a complicated caleulatica in which soaf

terine angles, tractional energy losses, ote. are taken into account.  In
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the next section, methods for performing such detailed calculations are
discussed. In the remainder of this section we deal with crude methods

of calculating some of the gross features of transport and deposition

of Y rays and energetic x rays.

An effective Compton absorption coefficient can be defined as follows:
Let y_ (ecm? gm ') be the total scattering coefficient and suppose the
mean energy lost per ceollision is Ahv. Then the fractional energy lost
is Ahv/hv, so we define the cffective Compton energy absorption co-
efficient to be

ucA = hv uc (1-14)

The scattering crefficicnt and the effective absorption coefficient as
calculated in this way by Veigele et cl. (Reference 4-5) are shown in
Figure 1-5, where they are compared with the photoelectric absorption

coefficient of Figure 4-1,

The effective absorption coefficient provides a suitable measure of
energy deposition for a given local spectral intensity. To obtain the
local intensity, however, the transport cquations must be solved. The
difficulty is that while energy is absorbed, the photons are not. Thus,
if one calculates intensities on the basis of an exponential photon

absorption, he will underestimate the intensity at large distances

from the source.

A uscful approximatc method of treating this problem is by means of the
so-called buildup factor. In this approximation, the intcnsity is as-
cumed to be attenuated cxponentially by scattcering, but the intensity
caleulated from this assumplion is multiplicd by a correction factor -

the buildup factor - to account for the fact that gammas are not
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Figure 4-5. Compton absorption coefficient.
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is the number of
photons emitted per unit energy interval, the numc. ¢ arriving per unit

destroyed in the scattering process. Thus, if N,
{7 n

area per unit energy at distance R is taken to be

N )
: _ BN
N(E,R) = =0 g e He BN

(4-15)
4R

where M is the mass per unit area traversed in arriving at R and

B(I:,M) is the buildup factor. Values of the buildup tfactor as calcu-

i ke e T

lated by Goldstein and Wilkins (Reference 1-6) and reported by Bennett

(Reference 4-7) are shown in Figure {-6. The number of mean free paths

Tk

s
£k

Jabelling the curves is the numicer of scattering mean free paths. It

¥ vy

is apparent that the buildup is an important factor, pamicularly at
. Al
great distancces.

wim

4.4 Detailed Numerical Calculations of Gamma-Ray and Neutron Transport i

’
As menticned in the preceding section, a proper trcatment of the trans- b
port problem in situations where scattering is occurring requires a ’
detailed numerical calculation. In this section we briefly outline
some of the numerical mcthods that have been developed to handle this
problem. No results of such calculations are presented here,  The
rcader is referred to the literature for details of the calculations
and the results obtained. A\ general discussion of the subject is con-

tained irn koeferences -8, 9, 10, 11

Calculations of neutron and Yy-ray transport huve much in common, since

they both involve the interplay between absorption and scattering pro-
cesses,  The following Jdiscussion is sufficiently vencral to cobrace

both types of primaries. The starting point for the discussion of

- b d
transport is Lthe linecarized Boltzmann cguation. let (v, &7, B, t)
R . e
denote the flux of particles (either gamrmas ar neutrons) at point ¢
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