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ABSTRACT

Digital encoding of speech tc allow more efficient
transmission at low data rates involves the decomposition
of the speech waveform into various parameters which are
related to the physical structure of the speech production
process. In this thesis, linear predictive coding s used
to produce a set of ccefficients for the characteristic
polynomial of sucessive 25 msec. segments of the voice
track, in the z-domain. The location of the poles in the
z-plane and the excitation pitch period are then shifted
and the signal reformulated to cause changes of the overall
frequency characteristics of the speech waveform, while
maintaining the perceived sounds and information content.
The resulting audio tapes confirm the theory and

conjectures of the thesis.
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I. INTRODUCTION

Digital processing of speech signals has become
important and necessary with the introduction of high-speed
digital devices into every phase of communication: place to
place; man to machine; and machine to man.

Digital signals have a number of inherent advantages
over analog sigrials. Digital signals may be coded for
security or for noise immunity. A digital! voice signal may
be transmitted by the same equipment used for data and it
may be multiplexed with that data. One of the primary
disadvantages of the digital transmission of voice is the
large bandwidth required with some digital technigues.

When analog techniques, such as single side-band amp!litude
modulation, produce bandwidths of S5KHz and the best digital
system bandwidth was 6ukhz, there was a verv strong
tendency tc stay with the analog techniaues.

However, recent advances in digital signal processing
have made the digital transmission of voice highly
efficient. Until recently digital transmission of speech
was possible only by sampling the voice waveform at a
sufficiently high rate and then performing an
analog-to-digital conversion of each sample. A sufficient
number of bits were transmitted for each sample which was
sent to reconstruct the waveform at the reciever. The

voice waveform must be sampled at aproximately 8,000




samples per second to avoid the loss of clarity. Each of
the samples must then be converted to a 6-10 bit number for
transmission. The overall data rate using these methods had
a lower limit in the neighborhood of 48,000 bits per
second.

Recent developments have allowed the voice pattern to
be broken down into more basic parameters which are clesely
associated with the physical production of speech. These
parameters vary rather slowly and can be transmitted at a
lower rate. Data rates as low as 1200 bits per second have
been achieved through the use of these techniques.

These methods are numerical representations of the
physical production of speech, and therefore It is easier
to alter the characteristics of speech by altering the
associated parameters then by trying to alter the waveform
directly.

This thesis reviews various digital speech processing

techniques for use in a speech modification system. Linear
predictive coding (LPC) was chosen for implementation and
therefore the theory and practice of this techniaue are
explained in detail. The desired modification of the

speech waveform by shifting the poles of its characteristic

polynomial, and the regeneration of the altered waveform \
are discussed and the implementation techniques explaired.

The IBM 360 computer was used for simulating the techniaues

developed. This simulation is covered in detail and the

computer programs, with results, are provided.




11. SPEECH PRODUCTION AND CHARACTEPISTICS

Any digital system for altering speech characteristics
must be based on knowladge of those characteristics and the

physical structure which determines them.

A. SPEECH CHARACTERIST!CS

A1l speech can be brcken down into a set of distinctive
sounds called phonemes. In the case of American Englisn,
there are generally considered to be 42 distinct phonemes
which are classified into vowels, diphthongs, semivcwels

and consonants. Spoken communication is accomplished

through various combinations of these sounds and the
accurate reproduction of each is a major criteria in
judging voice processing systems. Phonemes are generated
at a rate of about ten per second. Each phoneme is
classified as voiced if vocal cord vibration is the source
of the sound or unvoiced it the sound is produced by other
means. |f the characteristics of a phoneme change from the

start to finish, the phoneme is called noncontinuart. Thecse

phonemes which are stationary are called continuant.
The lowest frequency present in a given vciced sound is f

called the pitch frequency. There are peaks in the spectral

representation of a speech sound that are above the gitch

frequency which are called formants and are numbered

consecutively with increasing frequency. Although two

10




speakers may produce the same phoneme, the pitch and
formant frequencies may be different. However, general
relationships may be established between pitch and formant
frequencies which are relatively constant from speaker to
speaker, producing the same phoneme. |f information is to
be retained by a speech processing system, it must be able
to reproduce at output, the pitch and formant frequency

relationship which was present at the input.

B. PHYSICAL SPEECH PRODUCTIOM STRUCTURE

The vocal tract is a resonant tube with the vocal cords
at one end and the lips at the other. The vocal tract acts
as a frequency selective filter which has a transfer
function that depends on how it is shaped at any given

time.

(A) VOICED (B) UNVOICED
FIGURE 1. SOUND PRODUCTION

The input to the vocal tract is caused by either the
vibration of the vocal cords at the lower end (figure l.a)

or by the turbulence of air being forced through a
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constriction at any of a number of locations along the

vocal tract (figure 1l.b). The vocal tract acts as a filter

with a pulsed input from the vocal cords when producing

voiced sounds such as 'a' or 'o'. During sounds caused by
the forcing of air through a constriction, fricative sounds
like 's' or 'f', the vocal tract acts as a resonant cavity
which will have certain characteristic response
frequencies. Typical waveforms for voiced and unvoiced

sounds are shown in figure 2.

oara A AR VY

VOICED

UNVOICED
FIGURE 2. TYPICAL WAVEFORMS

Certain characteristics of the vocal tract are changed
severai times per second to produce different sounds while
others such as overall length and the diameter range limits
are fixed for a given speaker. A detailed lcok at each of
the types of sounds will insure that the digital processor
used has the same flexibility as the actual speaker.
Vowels, voiced continuant sounds, are produced when

the vocal cords vibrate causing pulses of air at the bottom




of the vocal tract. The shape of the vocal tract remains
fixed during vowel production, acting as a stationary
filter to respond to the forcing function.

The production of diphthongs and semivowels Is similar
to that of vowels except that the shape of the vocal tract
Is smoothly changed during voicing. Diphthongs and
semivowels are noncontinuant, voiced sounds.

The phonemes classified as consonants may actually be
further divided Into subcatagories of voiced fricatives,
unvoiced fricatives, stops and nasals. Fricatives are
caused by the steady flow of air through a constriction in
the vocal tract which causes turbulant air motion and a
seemingly random air pressure pattern. Fricatives are
voiced or unvoiced depending on whether the vocal cords are
producing pressure pulses at the same time. Stops or
plosives are caused by completely closing the vocal tract
and then suddenly opening it to quickly start sound
production. A stop is classified as voiced or unvoiced
depending on the nature of the sound that follows the
opening of the vocal tract. Nasals are voiced sounds which
are formed when the vocal tract is closed and air is
allowed to pass through the nasal cavity. This acts as a
feed forward path for the sound and a corresponding change

is caused in the total vocal tract response.

C. INFORMATION COMTENT

One of the primary goals of speech processing is the

13
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development of efficient codes for transmitting or storing
speech and still allowing it to be reconstructed without
excessive loss of information. The source coding theorem
states that through the proper choice of coding we can code
a source into a bit sequence arbhitrarily close in length to
the entropy of that source. However, efficient codes are
difficult to find for even simple binary sources, let alone
a continuous speech source. An estimation of the entropy of
a typical speech source provides a useful guage for
measuring the data rate performance of any system.

I f 'excessive loss of information' occurs only when we
don't receive the correct one of the 42 phonemes, the
information content of one second of speech is
approximately (assuming 10 phonemes are produced per
second):

42
H = 10 Zp(pg (-1og P(p,))
i=l
where P(p:) is the probability of the ith phoneme. Assuming

further that each phoneme is equally likely,

H =10 x 42 x 1/42 x log 42 = 54 bits per second
If the actual probability of each phoneme was used, i.e.
they are not equally likely, the value of entropy would be

significantly lower.

| f 'excessive loss of information' also includes




failure to identify the speaker and failure to indicate the
speaker's emotional state the information content is
higher. However if we assume that identification of the

ﬁ speaker (one of about two billion) is only reauired once
per minute and that the speaker's emotional state (say one
of ten) can only change once per second the entropy is

still only 58 bits.

‘ H(speaker) = 1/60 x 10 x 1/10 x (-log(l/10 )) = 0.5

H(emotion) = 1C x 1/10 x (-log (1/10)) = 3.3
H(phoneme) = 54 bits per second
H(total) = 58 bits per second

Clearly the theoretical limit is not being pushed by the

current state of the art in speech coding.




I11. DIGITAL SPEECH PPOCESSING TECHMINUES

Digital speech processing techniques may be placed Into
three general categories based on the assumptions used in
their development. The first category is that of waveform
techniques where the only primary assumption is that the
signal which is being processed is frequency limited to no
more than half of the sampling freauency. The second
category of spectral methods adds the assumption that the
frequency domain characteristics of the speech wavaform
vary slowly. Finally, the voice tract parameter techniques
assume that the physical voice production system can be

~odeled digitally.

A. WAVEFORM METHODS

vYlaveform techriques have the characteristic of
operating equally well on any low-pass filtered waveform
and all are generally based on the familar pulse code
modulation. The basic requirements of a waveform
quantization method is that the waveform be sampled at
greater than twice the highest frequency oresent and that
the samplaes be quantized into a digital code for
transmission. Although this technique is very straight
forward, it also reaquires a high data rate. A waveform

sampled 9600 times per second with each sample quantized to

256 levels would require 76,800 bits per second for

v




transmission. A number of variations (differential

modulation and adaptive differential modulation) have been
used to reduce the required data rate but have failed to

cut the required data rate by more than about half.

B. SPECTRAL TECHNIQUES

1. Short Term Frequency Analysis

These methods deal with the short-term freauency
properties of the speech signal. An early spectral method
was the channel vocoder. The fransmitting processor of the
channel vocoder consists of a bank of narrow-band analcg
filters. The energy passed by each filter is measured and
transmitted to the receiver site. It is also determined
whether the input speech was voiced or unvoiced and that
determination is transmitted. In the receiver an
excitation signal, determined by the veoicing decision, was
fed into a bank of narrow-band filters, each of which had
an adjustable gain determined by the received energy
measurements.

The same technique can be implemented in an all
digital method by replacing the bank of analog filters with
digital filters or by performing a discrete Fourier
transformation (DFT) on a frame of input samples. The use
of the DFT is usually preferred because of ccmputational
efficiency and the availability of high-speed DFT array
processors. Normaliy each input frame is windowed to

reduce the noise which can be caused by a sharp cut off at
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the end of a frame. When this method is used to reduce the
data rate required for digital transmission, the total DFT
of each frame is not transmitted because the total DFT
would require the same number of bits as the frame of
samples (assuming both are quantized to the same number of
levels). Reduction in the data rate can be accomplished by
skippirg frames and assuming ttey are duplicates of the
preceedin; frame during reconstruction. The number of
samples in the frame is also half the number of frequencies
resolved by the DFT, therefore the frame length for
analysis is choosen as a compromize between accuracy of
voice reproduction and the desire for a low data rate.

This method of speech processing wculd lend itself

well to altering the frequency characteristics of voice

signals but it reaquires a relativelv high data trapsmission
rate and therefore was not desirable for speech nrocessing
in conjunction with place to place communications or with
digitally stored speech.

2. Homomorphic Processing

Another method which involves freauency domain
processing is homomorphic processing. |t is based on the
following three principles:

(1) Speech is the convolution of an excitation
function and the transfer function of the vocal
tract.

(2) Convelution in the time domain is equivalent to
multiplication in the frequency domain.

(3) The Fourier transform is a linear

transformation, i.e.
18 ‘m“




F(x(t)+y(t)) = F(x(t)) + F(y(t)) = X(w) + Y(w)

A method of separating a speech waveform back into these
components would help us analyze the speech. Homomorphic
processing centers around the efficient deconvolution of
these signals.

First the input signal is windowed and transformed
via the DFT, to produce the frequency domain representation
of the input speech. The time convoluticn of two signals is

equivalent to multiplication in the frequency domain.

However knowing the product of two waveforms does little
toward gaining kncwledge of the multiplicands unless
further information is given. The multiplication of the
two values at a given frequency is eauivalent to adding the
logarithms of each. The log is taken of each of the values
in the frequency domain representation of the signal which
is then equal to the sum of the the log of the frequency
domain representation of the excitation function plus the
the log of the frequency domain representation of the vocal
tract function. However, it is easier to tell the
difference between the vocal tract excitation functions in
the time domain, so the inverse DFT is taken of the log of
the frequency domain function. The function produced is
called the cepstrum of the signal. Because taking the
inverse DFT is a linear function, and the frequency domain H
function was the sum of two component functions, the time

domain cepstrum must also be the sum of the cepstrum of the

19
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excitation function and the cepstrum of the vocal tract

function. Figure 3 illustrates the relationship between
the steps of homomorphic deconvolution of signals.

Examination of the cepstrum between 2.5 and 20
msec. may reveal a peak that is considerably above the
background noise level. If a peak is there, the segment is
determined to be voiced with the peak occuring at the pitch
period. The vocal tract is not long enough to sustain any
vibrations for more than 20 msec. after a pulsed input.

I f there is no peak the segment is considered unvoiced.

The cepstrum of the excitation function may be subtracted
from the total cepstrum and the remainder considered an
estimate of the cepstrum of the vocal tract transfer
function. After working backwards to magnitude (vs. log of
magnitude) in the frequency dcmain, the filter coefficients
may be determined.

It would be relatively straight forward to alter
both the excitation function and the vocal tract transfer
function after the tctal cepstrum is broken into its
additive components. However, homomornhic processing was
not being widely used for voice communication and this
technique was dropped in favor of a more widely used
system. As array fast Fourier transform processors become
faster and less expensive, homomorphic speech processing

may become the dominant speech communication *“echniaue.

21
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C. VOICE TRACT PARAMETER TECHNIQUES IN THE TIME DCMAIN

The primary characteristic of this catagory is the
clcse tie between the digital process and the physical
structure being modeled. Although homomorphic processing
uses the deconvolution of the vocal tract function and the
excitation function as a primary tool, the homomorphic
process does require transformations to and from the
frequency domain and therefore is not included in this
catagory. The primary member of this catagory is the linear
prediction coding (LPC) process which has shown itself to
be among the best and most versitile of the various speech
processing techniques.

1. The Speech Model

The speech model assumed and used for LPC is that

of a time-varving digital filter which is excited by a
wide-band functicn, either a pulsed input or random noise.
This is illustrated in figure 4. The recursive filter used
to model the vocal tract is all-pole and has slowly time
varying (pseudo-stationary) coefficients. The filter's

2-domain transfer function is

A A Tty oS, A AT O r0s T

-—
4

—

e

or
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p .
Y(z) = U(z) + (Za:z")Y(z)
(=1

or in the discrete time-domain

Y(nT) = U(nT)-*iia;Y((n-i)T)
i=l
From the time domain equation it is clear that the current
output Y(nT) is uniquely specified in terms of the current

input and the past p cutput values.

TIME VARYING
DIGITAL
e EILTER i
VOICED
PHYSICAL MODEL
TIME VARYING|
DIGITAL
; ——FILTER o
UNVOICED
FIGURE 4. SPEECH MOQDEL
23
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The vocal tract is not always best modeled by an all-pole
filter, and particularly nasal sounds would probably be
best modeled by a filter which also included zeros. However
there is considerable difficulty in rapidly estimating both
coles and zeros of a transfer function when only a short
segment of the output is available for analysis. However,
experience has shown that high quality voice production is
possible by using an all-pole filter of adequate order.

The order of the filter required is closely related
to the length of the vocal tract. To adequately represent
the lower frequency response of the vocal tract, the filter
must include recursive delay equal to the delay encountered
by sound waves traveling from the vocal cords to the lips
and returning to the glottis.

velocity of sound = 344 m/sec
length of vocal tract = 17 cm

2 x 0,17 = 0.988 msec
344

At a sampling rate of 1l0kHz at least 10 past values would
need to be included for an accurate model.

The excitation function for vciced sounds in
modeled by a train of pulses at the glottis. Clearly these
pulses can not be a perfect set of impulses, but rather
must have a finite width and are likely to have a definite
shape. Rather than construct a separate filter to change
the impulses into the correct shape, additional poles are

added to the mecdel so that the combined transfer function

24

i i i e s -

g




may be calculated at once. Normally two additions poles are
adequate for the pulse shape model.

2. Linear Predictive Techniques

Linear predictive analysis is based on the division
of speech modeling into modeling of the excitation function
and modeling of the vocal tract transfer function. The
vocal tract is modeled by computing each sample as a
weighted linear combination of previous samples. Linear
predictive coding of speech is accomplished by filtering a
sampled speech waveform through a filter which i3 the
inverse of the filter which models the vocal tract. If the
filter used is the inverse of a good model oF the vocal
tract, the output will be a good approximation of the
excitation function. The various properties of the
excitation function, along with thke coefficients used in
the veccal tract filter are measvred and transmitted as

shown in figure §S.

INVERSE : \
Stny upede [EMTE PiNcHon I
FILTER MEASUREMENT >CODED
I ~ (SIGNAL
A:/

FIGURE 5. ENCODING PROCESS
The received measurements are used in the deceding
processor to reccnstruct the excitation function and the
filter. The process of reconstructing the speech waveform

is shown in Figure 6.

25
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FIGURE 6. DECODING PROCESS

E The primary advantage in the use of linear

predictive coding of speech is the reduction in the data

rate required for transmission or storage. LPC systems have
beén developed which require data.rates from 3000 to 4800
bits per second for high quality voice communication and
rates as low as 1200 bits per sacond have been reported for
lower quality but understandable speech production. Highly
efficient algorithms have been developed for the encoding
and decoding of speech using the LPC technique. When
hardware implemented with special purpose, short word
length microprocessors, the computations reauired for
two-way communication have been done in 65% of real time.

LPC was chosen as the method to be used for

accomplishing the desired voice characteristic
modifications. A adetailed description of the theory and

modeling assumptions follows.

26




IV. LINEAR PREDICTION THEORY

Linear prediction s an extension of least squares
estimation. In the case of one-dimensional linear
prediction, It |s more commonly labeled as time serles
analysis wher. used by statisticlans for analysis of

everything from population to the stock market,

A. THEORY
It |s assumed that each sample of the discrete time
series, s(kT), as shown In flgure 7 may be approximated by

a linear combination of past samples of the time serles.

m

s(kT) -S;—a: s((k=1)T)

—
| =1

where s(kT) s the estimated sample value, a, s the
coefflclent of the sample | steps past and m s the order
of the approximation (and as we will see later the order of

the z-domain filter of the model).

sKT)

E e

[
¢

FIGURE 7. DISCRETE TIME SERIES

27




For a portion of the discrete time series (N samples where

N>m), a least squares approximation of the weighting |
coefficlents, a., may be calculated. The estimate at each
point
m
S(kT) = a. s((k=1)T)

i=1

Is subtracted from the actual sample value and the error

for each estimate, e(kT) is given.

e(kT) = s(kT) = S(kT)
1 <{k<m
m
e(kT) = s(kT) - zz:a; s((k=i)T)
I=1
1<{k<m

To minimize the error (in a least squares sense) the error
Is squared and summed over all points in the region of
Interest to obtain an overall error, E.
N N m
E =Ze2(kT) =Z s(kT)-Z[a: s((k-i)T)]2
k=1 k=1 =1 :
The derivative of E with respect to each of the
coefficients, é;, s taken and set equél to zero in order

to locate the minimum of E. This yields the following m

equations.




4

N m m 1
JE = 0 = Z [2 (s(kT)- a.s((k-l)T))Q_(s(kT)-Za.s((k-l)T))]
da. ' da. ;
4 k=1 =1 4 | =1
18] Limw
however
a [s(kr)]- 0
daj
and
; -1)T)| = ; *
éda[alsuk ) )] 0 U A
: = s((k=])T), I = j
therefore
N m
JE = 0 = Zz[swr)-za;s((k-:m](-1) s((k=j)T)
da. k=1 [ =1
8 i1LJ4Am

removing the constant multiplier

N

N m
0 = S(kT)s((k=j)T) - zz: ZE:‘a=s((k-I)T)s((k-J)T)

k=1 k=1 =1
l1LJ4&m
changing the order of summation

{ N m N

Z s(kT)s((k=j)T) = Za; Y s((k=1)T)s((k=])T)

—
k=1 | =] k=1
LL] Lnm
Given all of the samples within the summations over N,

the above set of m equations In the m unknowns, a,, can be

solved. |f only the samples




s(kT) 1 LksN
are given, the set of equations above can not be solved
because of the requirement to know the samples

s((1-j)T) 1 $] £{m
However by windowing the samples so that all samples
outside the region of Interest are zero

s(kT) =0 k £ 0 and k > N
the summations over N In the set of equations above may be
replaced by the autocorrelation of the windowed samples,
s'(kT).
N~
R(j) = Z{: s'(kT)s'((k+j)T)

k=1
0L Lm

This assumption may be made because the number of samples,
N, Is normally much greater than the order, m, of the set
of equations. Therefore relatively few samples are lost.
The window function used will not significantly alter the
samples in the center of the frame, and therefore the
resulting coefficients will be a correct approximation for
that segment. The set of linear equations may now be
written
m
R(j) = a, R(i-j)

i=1
1L]sm

These equations may now be solved for the linear predictive




coeffliclents, a,, B B W
If the system being studied Is stationary or we are

only considering a pseudo-stationary segment of the system

output, and If the order of the model [s sufficlently close
to the order of the real system, future values of the }
variable may be calculated recursively from previous

values. In the followling section we will see how this

-

theory Is applled to speech modeling and reconstruction.

B. LINEAR PREDICTIVE CODING FOR VOICE ANALYSIS
The digital model used for speech synthesis is shown in
figure 8. The discrete time excitation function is e(nT)

and the synthesized speech output s s(nT).

VOCA
ENTY {Ricr LSO
FILTER

FIGURE 8. SPEECH SYNTHESIS MODEL

THe vocal tract filter Is assumed to be all-pole and

therefore can be represented by the z-domain equation

m
H(z) = S(z2) = T
E(2) m
TT (z=-p.) :
i=1

Multiplying out the denominator and dividing both numerator

and denominator by z™ yields.




H(z) = §(z) = Lt
m .
E(z2) 1- 2, 2"

=

This z-domain equation [s converted to a discrete time

domain equation as follows

m

-e

S(z) ( 1- azi ) = E(z)

I=1

m
S(z) = E(z) + a'.z°: $(z2)

=1

m
s(nT) = e(nT) +ZE: a,s((n=1)T)

I=l
If the excitation function e(nT) equals zero for a given
sample, then this equation is similar to the first equation
in the previous section on the theory of linear prediction.
The coefficients of the z-domain filter transfer function
are equivalent to the linear prediction wieghting
coefficients.

Analysis of the sampled speech waveform is used to
calculate the prediction coefficients which are then used
in an inverse filter to determine the excitation function
from the input speech. This inverse filter may be

represented as




it i

or as

m

E(nT) = S(nT) - a, s((n=1)T)
=1

and Is construted as shown in figure 9.

s(NT) + @ ENT)

Z Q, s((n-i)T)

{

FIGURE 9. INVERSE FILTER

The input speech has been broken into vocal tract
characteristics determined by the prediction coefficients
and excitation signal characteristics which remain to be
determined. During the encoding process the output of the
Inverse filter may also be considered an error signal
because It is the difference between the actual speech
sample and the predicted speech sample.

During voiced speech the vocal tract fllter in figure 9
acts as a model for the total transfer function which 'Is
due to the glottal pulse shape, the actual vocal tract

shape and the output reflection at the lips. |dealy during
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voliced speech all of these effects are removed by the
Inverse fllter and the error function Is a train of
Impulses at the plitch frequency.

During unvoliced speech the physical excltation function
Is a pseudo-random alr pressure variation caused by
turbulence at a constriction somewhere along the vocal
tract. This wide-band source is filtered by the portion of
the vocal tract between the constriction and the lips. This
portion of the vocal tract will resonate at certian
characteristic frequencies but normally the number of peaks
in the frequency domain response will be fewer than for
voiced sounds because of the shorter segment of the vocal
tract in use. During encoding of unvoiced speech the output
of the Inverse filter is pseudo-random because the inverse
filter can't predict the output due to the random input.

The speech model is not complete with just the
determination of the coefficients of the vocal tract
filter. During speech reconstruction it is necessary to
know:

(1) Which excitatlon signal, pulses or noise, to

use.

(2) Excitation pulse period for voiced sounds.

(3) The galn multiplication factor.
Although these quantities are not necessarily determined
using linear prediction theory, they are none the less
required for a working speech encoding/decoding system.

During encoding, the marked difference in the error
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signal for voliced and unvoiced speech can be used as the
basis for the volced/unvoiced decision. The energy of the
error signal for voiced speech should be rather small In
comparison to the energy of the Input samples. On the other
hand, during unvoiced speech the prediction Is poor and

most of the energy remains after filterling. The ratio of

the average energy or root-mean-square value of the speech
samples to the similar quantity of the error signal can be
used to make the voiced/unvoiced decission. This ratio is
compared to an empirically determined threshold and the
segment is considered voiced whenever the ratio is greater
than the threshold.
The gain used during reconstruction Is the amplitude
multiplier of the excitation signal at the input of the
I vocal tract filter. The gain used during unvoiced speech
may be simply the root-mean-square of the error signal. i
This gain coefficient iIs multiplied by the output of a |
random number generator which produces normally distributed

numbers with a root-mean-square value of unity.

The galn of voiced speech may also be determined from

the root-mean-square value of the error signal. However

during reconstruction of voiced speech the entire energy of

the excitation signal Is concentrated in a series of
Impulses which should have the same root-mean-square value.
The root-mean-square value of a series of discrete-time
impulses with amplitude, a, and a period, p, intervals is

£ approximated by

. . B




N

iy
rms = |N

I =1
rms ¥ [1 N 1/2
N P a
6 N>>p
-1/2
rms ¥ a p

The output of a unit Impulse generator should then be
multiplied by

1/72
G =rms p

to Insure that the same energy Is input to the vocal tract
filter as was output by the filter during encoding. The
above method for calculating the galin needed during
reconstruction (s based on the assumption that the
prediction error for voliced speech is caused entirely by
the physical excitation function of the speaker. However
the prediction error may be increased because the vocal
tract was changing shape rapidly during the analysis frame
or because of background noise at the microphone which
would not be removed by the inverse filter. Either of these
would cause an unwanted gain increase during
reconstruction. A typical voiced speech waveform and the

error signal generated from it are shown in figure 10.
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VOICED SPEECH
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B) ERROR SIGNAL
WAVEFORM

FIGURE 10.

The reliable determination of the oitch period of
volced speech Is a problem for which the ideal solution Is
still undeternined. The periodic increase in the amplitude
of the error signal at the pitch period Is shown In figure
10(b) and suggests the use of the error signal! in pitch
period determination. A number of algorithms exist for
determination of the pitch period which generally involve

various combinations cf the following processas.

(1) Raising the error signal to a given power,
(2) Low=pass filtering of the error signal,

(3) Windowing the error signal.
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(4) Calculating the autocorrelation function of the
filtered error signal.

(5) Picking the peaks of the autocorrelaticn $
function.

Experience has shown that pltch determination Is

computationally as difficult as the LPC parameter




determiration and the literature on the subject i{llustrates

the trade-off between hardware, software, computation time

and relfability from method to method.

C. LPC COMMUNICATION SYSTEMS
A review of existing LPC communication hardware is

useful because any method which alters formant arnd pitch

characteristics of speech will be most successful If [t is

compatable with these systems.

Currently off-the-shelf microprocessors are not fast
enough to handle the algorithms described in real-time.
However special purpose units which are desigred alorg
computer lines, do meet the real-time criteria. On the
surface the word 'computer' might not seam to fit these
speclal purpose machines, but a closer look will reveal
that each has components which are the same as those of
computer: stored programming, memory, input, ocutput, an
arithmetic loglic unit (ALU), an insfruction set, and
control components. Two processors which were developed
MIT's Lincoln Laboratory will be used to illustrate the
state of the art in LPC voice terminals and certain
similarities in thelr architecture will be evident. The

first processor is the more flexible of the two and is

designed to handle a wider varity of algorithms. The second

vias developed about a year later and was designed
specifically for LPC algorithms with cnly minor changes.

The first processor to be covered is the Lincoln




Digital Voice Terminal (LCVT) which was cdesigned and
constructed at the Llncoln'Laboratory during the 1973-75
time frame. This processor Is capable of carryiag out 18
million basic instructions per second with a 16-bit by
16-bit multiplication taking four times as long. The
execution time for each instruction 1s 165 nsec. which
seems to conflict with the instruction rate. This is
resolved by the pipelining of the three portions of each
bDasic instruction: fetch, decode, and execute. The
processor has separate memories for data and the program.
The data memcry capacity is 512 16-bit worcs and the
program memory contains 1024 16=-oit instructions. The
pipeline Instruction processing requires that the buses to
and from the ALU be seperate and each Is unidirectional.
Flgure 11 shows the data paths of the LDVT (none of the
control or timing lines are shown). There are fcur active
registers: the P register which is the program counter with
multiplexed inputs from the address portion of the
instruction, the ALU, the sum of the X register and the

address portion of the instruction, and itself incremented

by one; the X register which is used for indexing memory
addresses; the A register which is the accumulator; and the
3 register which is actually a pair of registers used for

input and output.
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FIGURE 11. LDVT DATA FLOW

The ALU of the LDVT as shown separateiy in figure 12,
has two sections: a standard programmable ALU which
performs logical, addition anc compare operations; and a
16-bit by 16-bit multiplier array which provides a 32-bit
result in just 4 cycles. Either of these may be used with
any input, however due to their common input and output
only one may be used at a time.

It is signiflcént to note some of the requirements
brought on by the pipelining of the instructions. The
device does not have a main bus over which data flows in
both directions. Generally all data flow is unidirectional

and In the case of the ALU input buffer registers are




needed to hold the data for the [nstructlion being executed
while the next instruction may have already read a value
from memory and put this on the ALU Input line. In additlion
to LPC algorithms at 2400, 360J and 4800 bits per second,
the LOVT has been programmed for adaptive predictive coding
at 3000 blits per second and as a channel vocoder at 2400

bits per second.
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\LU Array )
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Source Vemory
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FIGURE 12. LDVT ALU
The seccnd speech processor |s the Linear Predictive
Coding Microprocessor (LPCM) which Is disigned strictly as
a low cost LPC terminal. The basic cycle time for this
machine [s 150 nsec. The data memory has 2K 1l0-bit words of
which 1.5K Is ROM and J.5K is RAM., The program memory

contains 1K of 48-bit words. The LPCM s almost free of
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Instruction decoding, with the only exception being the ALU
operation. Flgure 13 shows the Instruction format and In
flgure 14 It Is evident that parts of the instruction
register are being input as control functions. Flgure 15 Is
a block diagram of the LPCM and shows the two buses and the
large number of registers needed to control the data flow.
While these machines have varying degrees of
adaptability, It does not appear that elther could handle
the additional computations described In the following
sections without major hardware modifications. However, a
speclial purpose LPC code converter which could bce used in
conjurction with an exlisting terminal could probably be
developed which would operate In real-time and not load the

existing processor.
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Constant or address index for use
— by the CPE

Halt when set

Use saved carry bit during this instr
Save carry bit from output of CPE

Set interrupt lockout
Release interrupt lockout

Control of Jjump instructions
and tests

Supply address for CPE B latch

Not used

Supply address for CPE A latch

FORMAT

INSTRUCTION

Strobe selected register to receive

output of CPE

Select CPE input line

LPCM

13.

Control routing of ALU output in CPE

Instruction for ALU
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FIGURE 14. LPCM CENTRAL PROCESSOR
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V. ADJUSTMENT OF VOCAL TRACT PARAMETERS USING LPC

One refarence to voice characteristic modification was
found by the author [Atal and Hauneur, 1971]. Al though
scaling of pitch, formant frequency and formant bandwidth
was stated to have been accomplished, no description of the
work was gliven, Other literature did provide useful
Information on formant frequencies and pitch periods which
are typical for various speakers. It should be noted that
there is a considerably larger variation, from speaker to
speaker, in pitch period than In formant frequencies, As an
example, two speakers, saying the same phoneme could easily
have pitch periods that varied by a factor of two, yet have
only a 10-20 per cent variation In formant frequencies,
Diffarent physical structure (vocal cords and the vocal
tract) produce these speech characteristics (pitch period
and formant frequencies, respectively) and therefore their
variation from speaker to speaker is only partially
correlated.

The coded information produced from input voice by the
LPC processor Is very closely related to the physical
structure that Is producing the sound. On output, speech Is

reconstructed from the gain, pitch period and

voice/unvoliced parameters as well as the vocal tract
prediction coefficients., The gain and pitch period can be

varied as they stand but the varifation of the pradiction I
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coefficlents |s somewhat more compllicated. The goal of

varyling these coefflcients before reconstruction Is to have
the output volice have different pltch period and formant
frequencies while retaining a natural sound and retaining
the same Information, l.e. the same sequence of phonemes
and voice Inflection.

Voice characteristics are associated with certain
parameters of the LPC code. Flirst, formant frequencies and
bandwidths are associated with the LPC coefficlients. The
amplitude of the output voice Is associated with both the
galn coefficient and the formant bandwidths. The
relationship between output amplitude and the formant
bandwidth Is due to the increased energy In the impulse
response of a narrow bandwidth (high Q) transfer function.
This is noted physically by the fact that speakers with
highly resonant voices may speak louder for the same amount
of energy expended. The pitch period is controled by the
pltch perlod coefflcient only. Finally, the voice/unvoiced
decission would normally not be changed. The exception
would be If one was reconstructing whispered speech (the

vocal cords are stationary) from normal speech.

A. ADJUSTMENT OF FORMANT FREQUENCY AND BANDWIDTH

The vocal tract model we are using has all real
coefflicients In the z-domain polynomial. Following directly
from this Is the fact that all poles must fall elther on

the real axis of the z-plane or in complex conjugate palrs.




Each of the complex conjugate palrs Is associated with one
formant (resonator) of the speech model. The vocal tract
transfer function Is the product of these resonator
transfer functlons which are each of the following form

1

H (2) = =2TCBW) T, -1 -G4T(BwW) T, -2
f 1-2e Cos(2TF Tglz + e z

where F [s the center frequency of the formant, f , and BW
is the bandwidth of the formant. The pole locations
associated with this transfer function are

. T = xsly
This pair of poles must be moved in order to alter the
frequency and bandwidth of this resonant section of the

vocal tract model, but this must be done carefully so that

the poles remain inside the z-plane unit circle. If the

desired modification of the input speech is to reduce the
bandwidth (increase Q) of the formants, the poles must be
moved closer to the unit circle. If the distance from the
center is multiplied by a constant factor, there Is a
danger of moving poles outside the unit circle and thereby
causing Instability during reconstruction. However,'the

magni tude of the pole (s always less than one and mayv be

raised to any positive power without danger of crossing the
unit clrcle, It Is shown as follows that raising the
magnitude to a factor [s equivalent to multiplying the

formant bandwidth by that same factor.

The transfer function with the complex conjugate poles

above Is:
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A
H(z2) = -1 2 2 =2
l=2x z + (x +y ) 2

However with the pole locations In polar form
X = A cos 8 Y = Asin®
and makling use of

> 2
cos B+sin 8=1

the eaquations becomes
1

H(z) = -1 2 -2
1-2A cosd z +A b4

Setting the terms of the characteristic aquations equal we
get

=270 (BW) T
2A cos® = 2e cos(2TF Ty)

and

2 “4TT (BW) Ts
A = e

when solved for A and 8 glive

=27 (BW) Ts
A = ¢
8 = 2TF T

and Inversely
F =0 /2TT;
BW: = (=In A ) / 2T T,
If new formant characteristics, F' and BW', are desired

where

F' = JF

and




BW' = OKBW

they may be implemented by moving the poles of the

characteristic equation so that
8 ' = 76

InA' =(XInA

and

which reduced to
A' =A
This method of implementing the pole shifts guarantees
that no unstable poles will be created and is used in the
following section in the realization of a LPC voice

modification system.

8. GAIN ADJUSTMENT

The filter coefficients reconstructed from the
relocated poles above may not have the same zero frequency
gain characteristic as the filter used for inverse
filtering during encoding. This situation can be
I1lustrated graphically by the two vocal tract transmission

characteristics shown in figure 16.

) G (f)
. vr
BEFORE PROCESSING AFTER PROCESSING

(A) B)
FIGURE 16. FORMANT GAIN
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Although the formant frequencies in 15(b) are lower than

the corresponding frequencies In 1l6(a) as was desired, the
overall galn was also changed. This would cause the
reconstructaed speech to be much softer than desired.

A sclution to this problem was to adjust the excitation
function gain used during reconstruction. This adjustment
factor would be equal to the ratio of the zero frequency
gains of the original and modified vocal tract filters. The

vocal tract has the following z-domain transfer function.

H(z) = p

The above squation can be evaluated at

JTT £/ €
zZ = e :

to obtain the gain at frequency f; Evaluating the above
transfer function at f=0 yields the following equations.
'31

and

1
G(d) = P
1+ z:a.

]

I=1

This equation can be easily evaluated for both the
coefficlents of the vocal tract transfer function
calculated from the input sequence and the coefficients
calculated from the altered pole locations. The gain

multiplication factor is then multiplied by the energy
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measured In the error signal to get the excitation galin to

be used during reconstruction.

C. PITCH PERIOD ADJUSTMENT

The adjustment of the measured pitch period may almost
go without explanation except to note that If the pitch
period is Increased and all other coefficients remain
unchanged, the output speech would be softer. This is due
to the reduced erergy (impulses less often) being Input to
the vocal tract filter and the resulting lower energy in

the output speech.




VI, COMPUTER SIMULATION OF PITCH AMD FORMANT MODIFICATION

The process of plitch and formant modification was
carried out on the IBM 360 computer with the input and
output being accomplished on a hybrid system consisting of
a COMCPR 5000 analog comouter and an XDS 9300 digital
computer, The Interface between the XDS 9300 and the [3M
360 was seven track digital magnetic tape. All work was
done on five second segments to allow sufficient length for
analysis while not using excessive computer processing

time.

A, VOICE IMPUT AND DIGITAL SAMPLING

The Input voice was recorded on a standard single tract
audio tape recorder at 7 1/2 inches per second (ips).
Recording was done with a high quality microphone in a
quiet but not sound-oroof room. This digitizing was done at
hal f speed tc allow the digital comnuter to write the data
onto tape without missing any data. This recording was
played back at 3 3/4 ins with the output directed to an
amplifier of the analos computer. The voice was amplified
to a level approoriate for the analog computer (a +100 volt
machine), The amolifier output was passed through two
forth-order analog filters set at 2350 Hz and 2400 Hz cut
off freaquencies. The output of the filters was then put

Into a sampla and hold circuit at the input of a 1lu-bit




analog to dliglital converter, The 14 bits produced were

] raad by the XDS 9300 and placed In the most signiflicant

bits of the 24 bit XDS 9300 computer word. This process |s

Illustrated In floure 17,

LOW SAMPLE ANALOG TO
D | PASS HOLD DIGITAL O's

T
24 BIT WORD

y

FIGURE 17. DATA ACQUISITION

The sampling rate used was 5000 Hz. However the volce
recording was playad back at half spead and there“ore the
aeaqulivalant lownass flltar cut off and the equivalent

sampl ing rate wera about 4750 and 10,000 Hz respectively,

B. XDS 9300 OPERATION

The operation of the XDS 9300 during the [nput phase
was simply to read the data avallabl~ at the output of the
analog to digftal convartar and place this data In an
array, When an array of 1024 samples was fllled It was
written onto a saven track magnetic tape, This was done
contlinuously so that no data was lost batween blocks., The
volce sagment as It exlisted on the seven track tape

consistad of 50 blocks of 1024 samples. Each sample was
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recorded In a Integer format ranging from +8388607 to

-8388607 (+(2*+23)-1), This tape was then used as the Input

to the IBM 360.

C. IBM 360 INPUT PREPARATION

When the 24-bit word, seven track tape created by the
XDS 9300 was read by the [8M 360, the machine
representation of the values was not correct. This was due

to the addition of the elzht bits shown in fizure 18,

24-Bit XDS 9300 Word

%gﬁségomrd Read by 0 //AO%O %O

Corrected IBM 360 Word 000 OV//

FIGURE 18.

The data conversion program (Appendix A.l1) was used to read
the data from the seven track tape and move the bits of
each value as required. The program did not make the
conversion from ones complement representation (XDS 9300)
to twos complement reoresentation (IBM 360) because any
error caused would be well below the li4-bit quantization
error, At this point the data was converted to floating
point reprasentation with values batween +100,0 and the
average value of each sequence was calculated and
subtracted from each data point. This insured that the

fnput was a zero mean function, Each data sequence was

-~y
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written Into a separate flle of a standard nine track [3M

360 tape for ease of further handling.

D. SCOPE OF SIMULATION PROGRAM

The goal of this research was to demonstrate the
feaslibility of volce modification and as a result only
certaln areas were studied, Specifically, all programming
was done with the standard IBM 360 floatling-polnt
arithmetic, making no allowance for the effects which would
be caused by the shorter word length and Integer
representation used In most voice processing systems,
Further study of that area Is warranted and would be
especlally critical in the determination of the pole
location, which Is covered later,

The system degradation by background noise in the Input
speech was not studlied except to note that the
voiced/unvoiced decliion threshold would need to be adiusted
for a noise environment,

Although the programs were wrltten to allow variatlion
in the order of the prediction, number of samples per frame
and sampling Interval, these were not varied, A 1l2th order
voice tract filter was used throughout and proved to be
satisfaczory. The analysis frame length was 25.6 msec,
(256 samples) and also remained unchanged. |In any future
use of these programs with a different frame length,
attention would be required by the input format to insure

that the analysis frame length s an Integral multiole of
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the input record length.

Finally, in the following description of the programs
the term 'LPC coefficlents' will refer to the coefficlients
of the vocal tract model filter. The term 'LPC parameters'
will refer to the entire set of parameters needed to
reconstruct the output speech, i.e. the LPC parameters
consist of the LPC coefficients, the galn parameter, the

pitch perliod and the voicing indicator.

E. LPC ENCODING

The first step of the encoding process was to determine
the filter coefficients. These coefficients were used in
the inverse filter for determination of the error signal.
The root mean square values of the input and error signals
were compared to determine if the frame was voiced or
unvoiced. Finally the pitch period was determined for
voiced frames. This program is listed in Appendix A.2.

1. LPC Coefficient Determination

Determination of the LPC coefficients was done with
the autocorrelation method in the subroutine named AUTO.
First, the input data, s(n), was windowed by one of four
available windows producing a temporary array, t(n), of the
windowed data.

t(n) = W(n) x s(n)
The discrete autocorrelation of the temporary array was
calculated for the discrete displacements of zero to the

predictor order, p.
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R(j) = (i) t(i+j)

=1
0L &P
The next step was the solution of the following matrix
equation.
)
EZ: RCIE=G1) aj = R(T)
i=l

lLt&p

The auto correlation matrix in always positive definate,
symetric and all values along a given diagonal are equal.

A particularly efflicient method of solution is available.
This method is attributed to Durbin |Makhoul, 1975| and is
implemented in subroutine COEFF. ODurbin's algorithm is
recursive and calculates the predictor coefficients for the
Kth order from the coefficients for the (k-1)th order. The
jth coefficient for the kth order predictor is aj(k). The

recursion formulas follow.

EC(Q0) = R(O0)
i=1
aj(k) = [R(j) = zz:a;(j°1) R(j-i)]/E(k-l)
i=1
b I -
a.(k) = a.(k=1) - a (k) a .(k=1)
J J 3 K=]
I 83 & (k=)
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2
E(k) = (l-ak(k) )} E(k=1)

E(k) Iis the prediction order error resulting from limiting
the predictor order to k.

During the programming of COEFF the subroutine TEST
was written to perform and print the results of the matrix
multiplication. During the initial testing of the program
various window functions were used in AUTO, however the
prediction order error did not change significantly with
the window function used.

Certain researchers have noted that a lower order
filter may be used during unvoiced speech. |f this is
desired, the coefficients for the lower order filters could
be stored during the recursive steps of the algorithm above
and later, when the frame is determined to be unvoiced, the
lower order filter coefficients would be available without
further calculation.

The coefficients, a., used in the main program are
the coefficients of the characteristic polynomial of the
filter with @ assumed to be unity.

1

H(z) =

.
-
!

z: a.z
I

i=0
Therefore the negitive of the values calculated in COEFF

were returned to the main program.




2. Error Signal Determination

The error signal, e(n), is determined by
subtracting the predicted sample value, S(n) from the
actual value, s(n).

e(n) = s(n) - S(n)

P
s(n) --E: a. s(n=-1)
i=1]
)
e(n) = s(n) + E: a, ${n~1)
f=1

This operation is carried out by subroutine ERR. In order
to make a correct error determination at the begining of
each frame, a number of samples equal to the order of the
predictor were saved from the end of the previous frame.
This eliminated additional error signal energy caused by
poor begining of frame prediction and reduced the
possibility of an incorrect voicing decision. Another
possible solution to this problem would be just not
analyzing the error for the first few samples of each frame
and making the appropriate changes in the following
routines that use the error signal.

3. Volcing Decislion

A comparison of input signal energy and the error
signal energy was used to determine if a particular frame
is voiced or unvoiced. Although the root mean square value

of each set of data is actually proportional to the square
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root of the energy in the signal, the root mean square
value was used in this comparison. Whenever the root mean
square value of the input signal divided by the root mean
square value of the error signal was greater than a
threshold value, the frame was determined to be voiced and
the voicing indicator was set to one. Otherwise the voicing
indicator was set to zero.

L., Pitch Period Determination

The error signal was used in subroutine PITCH for
determination of the pitch period of each voiced frame.
First the error signal was passed through a recursive 5th
order Butterworth filter with an 800Hz cut off, to smooth
the signal. Extra samples of the error signal and filtered
error signal were saved from frame to frame (zeroed during
unvoiced frames) to insure a correct filtered error signal
at the begining of each frame. The degradation of the
system if this was not done was negligible but plots of the
filtered error signal would have shown discontinuities at
the begining of each frame if this had not been done. The
frame was windowed to eliminate end effects and the
autocorrelation function of the filtered error signal is
calculated. The portion of the autocorrelation function
from 12 to 180 samples was searched for peak values and the
pitch period set equal to the location of this peak.

Figure 19 shows a typical autocorrelation function and the
portion of the curve searched for the peak value. The peak

picking algorithm checked to insure that the value chosen
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was not on the downslope of the center peak and was not a

minor peak with a larger peak at a longer pitch period.

Ry (i)

REGION SEARCHED
FIGURE 19.

Although this pitch determination algorithm worked
satisfactorily in this program it is probably not as

accurate and flexible as certain other, more complicated

techniques available. |t was used only for pitch periods

from about 3 to 9 msec., but was satisfactory for them.

F. LPC PARAMETER MODIFICATION

The purpose of the program was to demonstrate the
modification of voice characteristics. The system was
designed so that only the LPC parameters were needed to
make the desired modifications. No other measurements of
the input speech are needed. O0f the parameters calculated
from the input speech, only the voicing indicator remained
unchanged. The LPC coefficients are varied as required by
the desired formant frequency and bandwidth changes

require. The pitch period is varied separately and the gain
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is adjusted to correct for changes caused by formant
§ bandwidth modification.

1. LPC Coefficlient Modification

The modification of the LPC coefficients is
accomplished by three subroutines: POLES, ALT, and NEWCF.
Subroutine POLES calculates the z-plane pole locations from
the LPC coefficients. Subroutine ALT changes the locations
of the poles according to the various scale factors
specified by the main program. The new predictor
coefficients are calculated by subroutine NEWCF.

The predictor coefficlients, a,, are provided to

subroutine POLES to get the p order z-domain polynomial

k which is factored into its component roots, the z-plane
i poles of the vocal tract filter. This factorization is
done with library routine ZRPOLY which was sufficiently

accurate and produced complex conjugate pairs which were
exact complex conjugates. This simplified the problem
which came up later, of separating the real poles and the
complex conjugate pairs so that the proper scaling factor
could be applied to each. The input polynomial had all
real coefficients and therefore all the roots are real of
in complex conjugate pairs. These poles are placed in a
complex array and returned to the main program.

The subroutine ALT was provided with the complex

array of pole locations and it separated them into separate
arrays of real and complex poles. Each complex conjugate

pole pair was entered as one entry in the complex pole
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array. The scaling factors provided to subroutine ALT
consisted of:

(1) FSC - Formant frequency scaling factor

(2) BSC - Formant bandwidth scaling factor

(3) RSC - Real pole scaling factor

(4) RLIM - Real pole magnitude limit

(5) SP - Sampling period

The polar coordinates were determined for each pair

of complex conjugate poles and the magnitude, A, and angle,
8, of each were considered separately. The magnitude was
raised to the power of the bandwidth scale factor and the
angle was multiplied by the frequency scale factor.

BSC
A' = A

8' = 8 x FSC
The modified magnitude, A', and angle, 8', were used to
'determlne the complex location and the calculated pole and
its conjugate were put in the pole vector for output.
During the alteration process each complex pair of poles
was checked against a constant magnitude of 0.98 to insure
that numerical instability or repeated impulses would not
cause excessively large outputs.

Each real pole was multiplied by the real pole
scale factor and checked to insure that the magni tude was
less than the limit prescribed. The effects of varying the
real poles was not studied and a real pole limit of 0.95

. proved to guarantee sufficient damping of the output to
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provide a nearly zero mean output.

The poles from both the real and complex pole
arrays were combined into one array for return to the main
program. Subroutine ALT also provided graphical and
printed output of the pole locations, before and after
modification when this was desired. Figure 20 is an example
of the graphical output which shows the z~plane pole
locations before and after modification, in relation to the

unit circle.

FIGURE 20. VOCAL TRACT POLES
X INPUT

-+ AFTER MODIFICATION

Subroutine NEWCF performed the task of multiplying

the poles to calculate the coefficients of the modified




characteristic equation for the vocal tract filter. This
operation was done in double precision arithmetic because
the predictor coefficients being calculated often differed
by only small amounts. This process would require close
study before this system could be implemented on a short
word length processor.

2. Pitch Period Modification

The pitch period was modified in the main program
and consisted only of converting the pitch period (an
integer) to floating point representation, multiplying by
the pitch period scale factor, and reconverting to fixed
point representation. Although changing the pitch period is
relatively simple, a number of other changes are caused by
modifying the pitch period. |[f the pitch period is
shortened the gain must be reduced to make up for the
increased energy being input to the vocal tract filter.
The relationship between the pitch period and the formant
bandwidth also requires further study. It appears that the
formant bandwidths (Q's of the vocal tract resonators)
should produce a impulse response which is significantly

attenuated by the time the next impulse is input to the

filter. There is most likely a feedback effect between the
vocal tract resonators and the vocal cords vibration rate \
which is not considered by the model used. This effect is
noted in the graphical output as sharp discontinuities at

the point where each new impulse is generated.
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3. Gain Adjustment !
Although overall gain of the system can be adjusted |
easily at the output, the relative amplitude from frame to
frame must be retained during the processing. The gain

coefflicient, root mean square of the error function, is

adjusted to account for the change in the energy of the
vocal tract impulse response brought about by the bandwidth
changes. As was described earlier the ratio of the original
and modified vocal tract filter gain a zero frequency is
used to estimate the ratio of inpulse response energy.
Although this is not strictly true, as long as the scaling
factors are limited to those which produce realistic
speech sounds, this appears to work very well. The zero
frequency gain of the original vocal tract filter, G(in),
is calculated before the LPC coefficients are modified.

p

G(in) = ZE: a.

i=0
The value of both a, and a; is unity. After the
coefficients are modified the same calculation is performed
again.

P

G(out) = }E:a;

i=0
The root mean square of the error signal, rms(E), is

multiplied by the ratio to obtain the new gain cnefficiant,
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rms'(E).

rms'(E) = rms(E) x G(in) / G(out)

G. SPEECH RECONSTRUCTION

Reconstruction of the sampled speech waveform, from the
modified LPC param=ters is accorplished by subroutine
RECCN. This routine not only decodes both voiced and
unvoiced speech, but also makes allowance for the
transition of varying parameters from frame to frame. The
LPC parameters from the previous frame are saved between
calls to subroutine COEFF and are used during the current
frame when needed. It Is also necessary to save output
values from the previous frame to allow the recursive
calculation of the output values at the begining of the
current frame.

1. Unvioced Speech

Quring continuous unvoiced speech (as opposed to
the previous frame being voiced) the new LPC parameters are
used immediately upon entry to subroutine RECON. The
excltation function Is determined by calling a library
routine GGNOF which returns normally distributed random
numbers wlth zero mean and a variance of unity, and
multiplying the value returned by the gain parameter. The
excltation function is changed for every output sampls to
simulate the continuous excitation caused by turbulent air
in the vocal tract. The vocal tract filter is implemented

by the recursive addition of past values of the output to
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the excitation function. The z-domain transfer function

, s(z) 1
: e(z) = p

is implemented with the discrete time function

p
s(n) = e(n) - E: a, s(n=1)
=1

where s(n) is the output sample and e(n) is the excitation

function.

2. Voiced Speech

During voiced speech a certain amount of continuity
must b2 maintained from frame to frame. This was
accomplished by allowing any uncompleted pulses from the
previous frame to finish before the parameters are changed.
[mmediately upon entering the subroutine during voiced

speach the pulse period counter is tested to see if it is

equal to the former pulse period. |f the former pulse is
not ccmplete the routine goes ahead and recursively
calculates the output values. Upon completion of a pulse
from a former frame or any pulse during the current frame,
the new LPC parameters are used to replace the old one.
There was a direct replacement for all parameters except
the gain coefficient. The geometric mean of the old and new
gain coefficients is used for the gain on the current pulse
and the old gain replaced with the gain just calculated.

This provides for the difference between the old and new
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galn parameters to decay exponentially but prevents sharp

changes in amplitude from frame to frame and make the
output speech more natural,

3. Transition Frames

If the current frame and the previous frame were
not of the same type care must be taken to Insure that all
parameters are changed together. |f LPC coefficients for
unvoiced speech were used with 2 pulsed output an unnatural
sound would be likely to be produced. During the
transition from unvoiced to voiced spesch, the retained
values from the previous frame are normally small in
comparison to the amplitude of the pulsed excitation
function. Therefore the voiced speech production may begin
immediately. When the ofpposite is true, the large
amplitude samples rear the begining of a output pulse are
significantly larger than the unvoiced excitation values.
Therefore whenever unvoiced speech follows a voiced frame,
the previous output pulse is allowed to finish. The
damping that occurs during the voiced pulse normally
reduces the magnitude of the samples near the end of the
pulse to the point where they will not interfere with the

unvoiced speech to follow.

H. OUTPUT PROCESSING

The reconstruced speech samples are output onto a

standard nine track IBM 360 rnagnetic tape. These values

were later input to a data conversion orogram (Appendix
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A.4) which converted the floating point values to integers
which were in the proper format for the XDS 9300 and within
an appropriate range for the XDS 9300's digital to analog
converter. The ngcesslty of using a seven track tape for
data transfer still existed, so the significant bit of the
integers had to be shifted into the proper pcsition so that
none of the eight blts dropped during the writing of each
value onto the seven track tape would effect the data.

This tape was input to the XDS 9300 which via the digital
to analog converter made the samples available on the
COMCOR 5000 in analog form.

These samples were output at a rate of 5000 per seccnd
thru a sample and hold circuit. Again two low pass filters
were used to remove the time quantization noise from the
samples. The analog waveform was recorded at 3 3/4 ips on a
standard tape recorder which could be played at 7 1/2 ips

to hear the reconstruced speech.

l. GRAPHICAL QUTPUT

The programs described above were also able to produce
a varity of graphical outputs to assist the researcher in
following the signals through the LPC processing. The
waveforms available from these programs are:

(1) Input speech

(2) Error signal before filtering

(3) Error signal after filtering

(%) Reconstructed output speech
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The z-plane pole locations determine the formant
frequencies and bandwidths and were also available for
graphical display. A seperate program (Appendix A.3) was
written to display the logarithmic power spectral density
of the input and output speech for a number of consecutive

frames and proved useful in analysis of the output quality.
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VIl. RESULTS

The desired result of this study was the reconstruction
of speech at different pitch and formant frequencies than
that of the input speech. The complete process of
encoding, modification and decoding was accomplished for
three 5-second segments of speech. Upon completion of the
process most listeners agreed that although the input
speech wés female, the modified output speech sounded
typically male. Although the audio output was somewhat
lacking in quality it was intelligible.

Examples of the printed and graphical computer output
are given in Appendix B. Two examples are completely
covered. The first 384 msec. segment (15 frames) is of the
vowel 'e' and the second segment is of the transition from
a fricative to a voiced sound, 'sa', from the begining of
the word salt. Both were derived from a recording of a
female speaker were reconstructed first without
modification and then with modificaations which consisted
of reduction of the pitch frequency by a factor of 0.58 and
reduction of the formant frequencies by a factor of 0.88.
First the input waveform with the logarithmic power
spectral density plot of that portion of the speech is
given. Exémples of the printed processing summary are next
and are followed by the waveforms of the error signal and

the filtered error signal. Plots of the vocal tract pole
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locations are shown with the poles at Input superimposed on
the poles after modification. Finally, speech waveforms for
both unmodified and modified output with their respective
logarithmlc power spectral density functions are displayed.
F The audio output is available from the author on request,
in the form of an audio tape recording. This tape 1

recording is described in detail in Appendix C.

The results above demonstrate the feasibility of the
use of linear predictive coding as a technique for voice
modification. This research also indicated areas in which
further study and’improvement may be made. Some of these
areas are:

(1) The effect of noise during voiced speech on the
prediction error and on the gain calculated from
the error. It may be possible to use only the
energy occuring at the peaks of the error signal
and thereby attribute the remainder of the error
signal as being due to noise.

(2) The effect of the use of different window
functions in autocorrelation function calculation
and how this variation effects pitch period
determination and the voicing threshold.

(3) The possibility of constructing a LPC
processing system with asyncronous clocks for the
frame timer and the output sample gereration. This
would produce a very similar effect to that
accomplished here, but probably at a reduced cost.
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vitl., CONCLUSIONS

i

With the refinement and standardization of LPC
commuication processors, the ratio of processing time to

real time for unaltered communication is expected to drop

below the current 65%. The available computation time may
be used for the pitch and formant alteration described

above or for other modification which can be accomplished

at either the transmitting or receiving processor and still
allow real time voice communications.

A number of possible applications of the speech

frequency characteristic modification described are:

(1) A digital hearing aid for persons (such as the
author) with high frequency hearing loss.

(2) Radios in military vehicles which would produce
speech in a frequency range different than the
range of the predominant noise in the vehicle, i.e.
low pitch voice in turbine aircraft with high
frequency noise and high pitched voice for
helicopters and tanks where low freauency noise is
most prevalent.

(3) Voice channel jammers which would produce
random phonemes with pitch and formant
characteristics similar to the current users of the
channel.

As LPC communications systems become common because of

their low data rate requirements, the use of the LPC !

parameter modification will be desired to extend the
flexiblity of voice communication and storage systems.

Frequency modification is one viable process available.
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FROM COFY FURMISHED TO DDC

IF (IXPLT.EQ.3) CALL VPLT(EFI)
: @ TO 45
C IF UNVOICED ZERO SAVED POST FILTER ERRCR
45 CO 46 J = 1,5
, EFS(J) = 0.0
46 CONT ThuE
F (IXPLT.EQe3) CALL VPLT(ZERO)
§ DETERMINE NEW PITCH PER IOD
49 IPPN = IFIX(FLOAT(IPP)*PSC+0. 5)
g ALTER POLE LOCATIONS
IF (1eEQel «AND < IXPLT < EQ.5) CALL PLOTS(IA,IBsIC)
| IF (1eEQeNPLPLToAND o IXPLT.EQ.5) IXPLT=0
CALL ALT2 (PyFSCyBSCyRSC \RLIMsSP s IPy IWRALT, [ XPLT)
WRITE(6451) IFPN
51 FORMAT( /7% PITCH PERIOD AFTER MODIFICATION®,I3)
g CALCULATE NEw PREDICTOR COEFFICIENTS
CALL NEWCF(1P,PyA, INRNC)
00 EC J = 1,1P
JJ 2 JeN-1P
XX(J) = X(JJ)
50 CIONT INUE
C OETERMINE ZERD FREQ GAIN CF VOCAL TRACT TRANS FCA
GAUT = 1.0
D0 52 J = 1aiP
GOUT = GIUT+A (J )
52 CONTINUE
GOUT = 1.0/GOLT
IF (IWR<EG.1) WRITE(6,53) GOUT
£ FORMAT( /' G QLT =',F10.3)
C ADJLST QUTPUT GAIN
QUSE = RMSE*GIN/GOUT
CALL RECON(CA,iPoRMSE,IVE,IPPN,NyXC)
IF (IWR <EQ.1) WRITE (6,54) (X3(L)sL = 1,N)
54 FORMAT (/' OUTPUT SAMPLES'/(1X,10F13.511
If (IXPLT.EQe4) CALL VPLT(XQ)
WRITE(3,15) (X3(J) ¢J=1,N)
200 CONTINUE
§99 IPEN = 999
CALL PLOT (A, B, IPEN)
$T0P
END
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APPENDIX B.1 COMPUTER ANALYS!S AND MODIFICATION OF VOICED
SPEECH

The 15 frame ( 384 msec. ) segment of speech analyzed In
this appendix Is the "long e" sound (as in need) and is
spoken by a woman. The process [llustrated shows both
direct reconstruction and reconstruction with the pitch

reduced by a factor of 0.58 and the formant frequencies

reduced by a factor of 0.88.

Figure B.1.1 WAVEFORM OF INPUT SPEECH
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Figure B.1.5 WAVEFORM OF FILTERED ERROR SIGNAL
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Figure B.1.7 WAVEFORM OF UNMODIFIED QUTPUT SPEECH
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Figure B.1.8 WAVEFORM OF MODIFIED OUTPUT SPEECH
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APPENDIX B.2 COMP?EE IS AND MODIF!ICATION OF

R ANALYS
UNVO D SPEECH

The 15 frame ( 384 msec. ) segment of speech analyzed in

this appendix is the '"sa" sound (begining of salt) and Is

spoken by a woman. The process illustrated shows both
direct reconstruction and reconstruction with the pitch
r2aduced by a factor of 0.58 and the formant frequencies

reduced by a factor of 0.88.

Figure B.2.1 WAVEFORM OF INPUT SPEECH
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Figure B.2.4 WAVEFORM OF ERROR SIGNAL
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Figure B.2.5 WAVEFORM OF FILTERED ERROR SIGNAL
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Figure B.2.7 WAVEFORM OF UNMODIFIED OUTPUT SPEECH

Figure B.2.8 WAVEFORM OF MODIFIED OUTPUT SPEECH
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APPENDIX C DESCRIPTION OF VOICE TAPE

The audio recording which [s avallable from the author has
four sections each of which contains three segments of

speech. These three speech segments are of the following

sounds:

Segment 1 - Five long vowels.
"s 2« | ¢ u"

Segment 2 - Four words which are combinations of
fricatives and voiced sounds.

"sat free hip done"
Segment 3 - A sentence with a varity of sounds.
"Every salt breeze comes from the sea."
Each of these segments is repeated in each segment of the
tape. Each section of the tape shows the effects of a
different step In the processing.

Section 1 - Unprocessed speech, the recording used
for input to the processing system,

Section 2 - Speech which has been converted to
digital form and then converted back to analog
form with no other processing.

Section 3 - Speech which has been encoded into a
set of LPC parameters and then decoded using the
same parameters (i.e. no modification).

Section 4 - Speech which has been encoded into a
set of LPC parameters and those parameters altered
to reduce the pltch frequency by a factor of 0.56
and to reduce the formant frequencies by a factor
of 0.88. The same LPC decoding process is then
used to reconstruct the speech segment.
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