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\ \ ABSTRACT

Section 1. Linear filters for signal processing must often have complicated im-

The role of linear transversal filters in signal processing is discussed in

pulse responses, with large bandwidth and large time-bandwidth product. The
linear transversal filter, a delay line with weighted and summed taps, is ideally
suited for the implementation of such filters because of its simplicity of synthe~
sis. The filter's impulse response is derived by the application of some con-
cepts from the theories of vector spaces and sampling, and is shown to be equal
to the tap weighting function. Thus, the synthesis procedure consists merely of
sampling the specified impulse response at appropriate-intervals and using the

sample values as the tap weights. —_ ... ¢ e se
The utility of the transversal filter in signal processing is illuscrated by an
example from scatterer distribution mapping. The illustration is applied to two
hypothetical sysiems -- a sonar and an astronomical radar. In both these cases,
it is not possible for a single filter to process the signal in real time. Signal
processing in compressed-time is discussed as an alternative to the use of a
large number of filters in parallel. If the processing filter has a bandwidth capa-

bility in excess of the signal's bandwidth, the signal can be time compressed and

processed serially in time. A generalized receiver, employing time compression,
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frequency translation and multiple-output-port transversal filtering is developed
from these ideas. 2
>]n Section II, a gencralized transversal filter is described and analyzed. A
delay line with multiple arrays of taps, each array with a multiplicity of weight-
ing functions, has as the impulse response between any pair of ports the cross-
correlation function of the weighting functions for the two ports.
A number of implementations of transversal filters employing a variety of

delay line types are described and some aspects of transduction and wave propa-

gation in bounded media are presented in relation to these implementations.
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INTRODUCTION

Linear systems play a leading role in science and engineering. In particular,
linear filters, which occupy a position of universal importance in the electrical,
electronic, and communication sciences have been studied extensively. There
are three major classes of linear filtérs. The earliest developed was the
"longitudinal" filter, in which the signal is operated upon successively by the
structural elements of the filter. The ladder network and the meander line are
typical examples. Because of its importance, and since it is the earliest of the
three types, the longitudinal filter is in an advanced state of development. The
second class is the "recursive' filter, in which previous values of the signal are
modified and recombined with new values through feedback loops. The linear
feedback network is a typical example of the recursive filter, which also has
been developed to an advanced state.

The third and newest class is the "transversal' filter, in which the signal
propagates in a delay line with transverse taps distributed along its length: the
output is formed by weighting and summing the contributions from the taps
(Fig. 1). The transversal filter, originally conceived for the equalization of
television signals, has been used extensively as an equalizing filter in telephoné
systems. In these applications, electromagnetic delay lines, both distributed
and lumped, have been employcx;, but the total delay time available in filters with
practical physical dimensions has been limited by the large propagation velocity

of clectromagnetic waves.
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The use of ultrasonic delay lines results in a reduction in size, since the
propagation velocity for acoustic waves in solids is 10* to 10° times slower than
for clectromagnetic waves. With the variety of methods now available for tapping
microwave acoustic devices, the tapped ultrasonic delay line provides a practical
means for implementing transversal filters. As a consequence, the transversal
filter has many interesting and useful applications in microwave technology, as
well as in filtering technology in general.

This paper presents the theory and properties of transversal filters, along
with selected ultrasonic delay line implementations. It will be shown that the
transversal filter, especially as embodied in contiguously tapped ultrasonic delay
lincs, is an ideal means of implementing linear signal processors. The paper is
in two sections: In the first section, a time-space equivalence, based on some

concepts from vector spaces and sampling theory, is applied to transversal filter

analysis and synthesis, and the use of the transversal filter in a particular

application — the mapping of a distribution of scatterers — is described in detail;

the second section presents the theory of ultrasonic delay-line transversal filters

and describes some implementations by means of magnetostrictive, piezoelectric,

and optoacoustic taps.

LINEAR SIGNAL PROCESSING

e ASTERETRINS S | B .

Physical signals can be represented as vector elements in the Hilbert space
of square integrable functions. A lincar filter is a linear operator over this space

and its impulse response is the kernel of the operator. If the filter is invariant
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under translation, its output is the convolution of the input signal with the impulse
response, which is also an element of the space. The output also can be repre-
sented at each point as the inner product of tﬁe signal vector with a reversed and
shifted replica of the impulse response vector [1].

A signal can be assumed without loss of generality to have finite bandwidth

in any physical system, and can be represented by samples taken at intervals
approximately equal to the reciprocal of this bandwidth. The sequence of these

samples is the sampled signal; the original signal is reconstructed from it by

appropriate linear filtering [2]. The space of sampled signals is a linear vector
space whose vectors have the sample values as components [1]. By appropriately
defining the signal's bandwidth, W, and its length, T, it is possible to approx‘imate
the sampled signal vector by a finite number, TW, of components [3].

All of the preceding remarks about sampled signals apply equally to signals
in time and in space [4]. The taps on a delay line perform a spatial sampling of
the signal in the delay line and if the taps are ideal (i.e., if their irhpulse responses
are 6-functions), the sequence of tap outputs is the spatially sampled signal. If

the tap outputs are weighted and summed, the summation yields a linear operator

whose kernel is the weighting function. The sum can be regarded as the output

of either a space-domain or a time-domain filter. This kind of linear filter is

called a transversal filter. Kallmann introduced the transversal filter in 1940,
for the special case of a lossless, nondispersive delay line with lightly coupled,

nonreflecting taps [5). Since the signals in the delay line, at the tap outputs, and

at the output of the summing circuit are time-varying, they can be filtered in the

time domain as well as in the space domain.
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The tap weights, w;, can be regarded as the sample values, w(ry)> of a
weighting function, w(t), where 7; is the delay to the ith tap. These weights can
also be regarded as the sample values, v(gi), of a corresponding space weighting
function, v(¢§) = w(£/c), where gl is the distance to the ith tap and c is the propa-
gation velocity of waves on the line. It is assumed that all taps have the same
impulse response, u(t). Thus, the time-varying function that appears at the out-
put of the ith tap when an impulse is applied to the line is u(t) weighted by w and

delayed by T The impulse response of the filter, h(t), is the summation of these

individual impulse responses.

ht) = ?wiu(t -Ty. 1)

For all of the implementations of transversal filters to be discussed in this
paper, the taps have a bandpass filter characteristic, and the reconstruction of
w(t) from the samﬁle values, wy, is accomplished by the filtering action of the
taps, or by this action combined with that of a simple compensating filter at the
input or output of the transversal filter. If u(t) is redefined to include this com-
pensation, when required, then the right hand side of (1) is identical in form to
the expression representing reconstruction of the function w(t) from the samples
w, [2], and (1) reduces to h(t) = w(t).

The output of a transversal filter for a general input signal is then the con-

volution of that signal with the filter's tap-weighting function:

yt) = [x=w](t) @)

where y(t) is the output signal, x(t) is the input signal, and % denotes convolution.




Thus transversal filter synthesis, in terms of its time-domain spocification,
h(t), is extremely simple. The synthesis procedure consists merely of sampling
the specified h(t) at intervals corresponding to its bandwidth, using these sample
values as weights on appronriately spaced delay-line taps, and summing the out-

puts of these weighted taps.

Scatterer Distribution Mapping

As an example of the applications of transversal filters to linear signal pro-
cessing, the mapping of scatterers distributed in range and doppler will be de-
scribed’. Such a mapping is of interest in sonar [6), radar [7], and radar astron-
omy [8]. A finite-energy signal, s(t), is transmitted and the scaltered ciucrgy is
received in the presence of white Gaussian noise. For the detection of ¢ (i) in
such noise, both a matched filter and a correlator are optimum [9]. A matched
filter (Fig. 2) is a linear filter whose impulse response, h(t), is the time-reversed
replica of the signal to be detected: h(t) = s(-t). A correlator (Fig. 3) multiplies
the input, consisting of signal and noise, by a locally formed replica of the signal
and integrates the product.

The mapping of a distribution of scatterers is a more complex problem than
that of simple signal detection; in this case, the maiched filter and corrclator

are not always optimum.,

IThe echo location in range and Doppler of a point or distributed targe! is a

special case of scatterer distribution mapping.
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Nevertheless, even when they are not optimum, they often provide acceptable

performance and when they do not, slightly mismatched versions may provide
nearly optimum performance [10]. As a consequence, these processors are used
extensively.

The mapping of a distribution of scatterers by either of these processors can
be expressed in terms of the resolution function, x(7,v). This function rep-esents
the response of the processor when matched to s(t) for an input, sT’ V(t), which
is a version of s(t) delayed by 7, with Doppler y, where p = 2(1.{/ C)is R is the range-
rate, c is the propagation velocity, and f, is the mean frequency.® Since X(T, V)
is the response of a processor matched to s(t) = sq,oft), it is the convolution of

s with s3, o:
T,V (o} Xeo}

X(T,v) = 8 #s5,q ®)

2The approximation made here, that p = 2(f{/c)fo), is valid when the total range-
rate interval of interest is small relative to ¢/2TW. In this case, Doppler can
be approximated as a constant frequency shift of all the signal's spectral com-
ponents. This is the case which is usually treated in the literature, where the
uncertainty function, |x|, and the ambiguity function, |x|2, are studied rather
than x. When the range-rate interval is not small relative to c/2TW, the
Doppler shift of each spectral component is proportional to the component's
frequency and the mapping becomes more complicated than the simple version

given here.




‘'wheres™ (t) = s (-t).
TV TsV

To map the point 7,1, in the range-Doppler space, the processor is matched
not to s(t) but to S75 Vo (t). However, the processor when so matched responds
not only to the signal scattered from the point 7y, t’y, but also to scattering from
other points in the 7-v space. The output of the processor for scattering from the

point 7,v, when matched to the point 7, Vg, iS Xo(T,V) = S XolT> V) is a

*s” y
TyV To Vo
version of x(T, V) which has been translated from the origin to the point T, vy and
has suffered a slight distortion in shape in the process of translation. If Xo is
concentrated in the region of Ty, Vs, or equivalently if X is concentrated at the
origin, then the processor output will be a good estimate of the scattering cross
section, averaged over the region of concentration. Thus the size of the regiqn
around the origin in which x is concentrated determines the resolution with which
the 7-y space is mapped [11] - [13]. The nominal resolution for a signal with
bandwidth W and duration T is 1/W in 7 and 1/T in v.

The map of the scattering distribution that results from such processing is a
function of 7 and py and can be regarded as having bandwidth in both these variables;
the nominal bandwidth in 7is W 2ad in v is T. A straightforward extension of onc-
dimensional sampling theory to two dimensions leads to the result that TW samples
per unit square in the 7-y space (i.e., one sample for each resolution cell of size
1/W in 7 and 1/T in v) span the entire space. The continuous map of the scatter-
ing distribution can be recovered from th(;se samples by appropriate smoothing.

Although the nominal resolution in 7 and v is 1/W and 1/T for any signal

with bandwidth W and duration T, the theory of signal design leads to many choiccs

of signal form, with corresponding variations in the form of X(7, V). A selection




from among these choices must be made on the basis of prior knowledge of the
scattering distribution as well as the desired mapping resolution. Signal design
is an active area of cuirrent research [14]. The mapping may require any signal
with time-bandwidth product TW, if the resolution in the T,V space is to be 61_ =
1/W and 61/ = 1/T. If the filter synthesis procedure is to be sufficiently versatile
to provide a processor with the required resolution for the mapping of any scattering
distribution encountered, then this procedure must be capable of synthesizing a
filter to match any signal with this time-bandwidth product. When the TW product
becomes large, the frequency domain synthesis of conventional longitudinal filters
malched to arbitrary signals specified in the time domain becomes increasingly
difficult. On the other hand, the synthesis of transversal filters remains simi:le,
since the procedure consists merely of selecting the tap weights to correspond to
the sample values of the impulse response.

Suppose it is desired to map a distribution of scatterers in the range interval,
LR = Rpax - Ryyn and the range-rate interval, AR = l.{w - I'i,m, with a prescribed
resolution in range, 0g, and range-rate, 83. Since Oz = 067/2 and 6; = o 61/2,

the required signal duration and bandwidth are
T = \/26; and W = c/26; @)

where ), is the wavelength corresponding to the mean frequency, fo. From the
scecond equation of (1), a relation can be established between the system's frac-

tional bandwidth and the number of range resolution cells per unit wavelength:

W/fo = Ao/26; ©)




where W/{, is the fractional bandwidth. From (4), the required si n:l

time-bandwidth product is given by

TW = ch\/40:0; (6)

The time required to form the receiver output for a given range, R, and range-

rate, I'{, within a resolution cell of size 8, x 03 is the resolution ce!l processing
time, t,. The duration of the reflection from scatterers within the range interval
Ag is (2 £p/c) + T, and the effective resolution-cell processing time for a matched
filter, ty[u]s 18 this duration divided by the number of range resolution cells,
Dy/6;, or typar] = [(2&/c) + T] 8s/ 5. However, for the correlator, {he resolu-
tion-cell processing time is simply the signal duration, tyfeor] = T The time
between transmissions is the pulse interval, t,, and is available for signal pro-
cessing, so that the maximum number of computations possible belween trans-
missions is N, = t,/t,,, and depends on whether a matched filter or o correlator

is being used:
Njime] = t/[264/c) + (TOx/ L)) (7a)
Np[cOr] = t/T. (7b)

The number of computations, N, required to span an aroea A, x 4} in the range
range-rate space is the product of the number of range reso! ‘lion cclls, 2/0,,
and the number of range-rate resolution cells, £¢/64: N, = (A/6) (/:/61).

The required number of computations can be executed during the intorval ty only

if N/N, > 1,




Since N, is the same for both the matched filter and the correlator, the ratio
N,[,,,]/Nl,[cc,] is a measure of the processing speed of the matched filter relative

to the correlator. From (7a) and (7b),
NP[M]/Np[cor] = & TW @®)

where o = 1/[1 + (¢T/24¢)] and 0 < o« < 1. Only when o < 1/TW, does the cor-
relator have greater processing speed than the matched filter.

These ideas will now be illustrated with numerical examples from sonar and
radar astronomy. Although the examples are not intended to correspond to actual
systems, they are representative of the parameters that might be required for
ocean-floor or planctary mapping.® The system parameters, along with the signal
parameters required to achieve these system parameters, are presented in
Table I, and the corresponding processor performance parameters are presented
in Table II. Note that in the sonar example, A} is not small relative to ¢/2TW
and, therefore, the frequency shift approximation-for Doppler is not valid over

the entire range-rate interval. However, the nominal range-rate resolution is

still 1/T. A method for treating this case by dividing Ag into subintervals

which are small relative to ¢/2TW is discussed later.

S as
Since both the general expressions and the numerical values are shown, other

systems can be compared either by direct calculation or by scaling.

e ey
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Table I
Symbol Sonar Radar Astronomy
SYSTEM PARAMETERS
Wavelength Ao 10 cm 10 cm
Propagation Velocity c 1.5x 10° m/s 3x10°m/s
Mean Frequency fo 15 kHz 3 GHz
Range Resolution bz 1m 2.5% 10*m
Range-Rate Resolution [ 0.05 m/s 2x 107* m/s
Range Interval Aq 10°m 10’ m
Range-Rate Interval M 5 m/s 2 m/s
Pulse Interval t, 3s 3 min
SIGNAL PARAMETERS
Signal Duration T 1s 25 s :
Bandwidth w 750 Hz 6 kHz f
Time-Bandwidth Product ~ TW 750 1.5 x 10°
Fractional Bandwidth w/f,  0.05 2x107° {
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From Table I, the bandwidth and TW product for the sonar example are
750 Hz and 750, and for the radar astronomy example are 6 kHz and 1.5 x 105,
respectively. Ultrasonic transversal filters have been constructed with bandwidths
to 1 MHz and TW products to 10%, and filters are under development with bandwidths
to 1 GHz and TW products to 10° [15], [16]. Thus, existing filters have bandwidths
in excess of the requirements of sonar and radars with system parameters com-
parable to those assumed in the examplcs.4 The TW product of these existing
filters is adequate for such sonars. Since the TW product is a measure of the
maximum possible mapping resolution, sonar resolution could be increased by
more than an order of magnitude beyond the value assumed in this example with-
out exceeding the TW capacity of transversal filters currently under development.
Conversely, even these latter filters have TW capacities which are an order of
magnitude smaller than that required for the radar astronomy example. It is
hoped that advances in the technology of microwave acoustic delay lines will pro-
vide the increase in TW capacity needed for such radar astronomy applications.

From Table II, the speed with which the matched filter can map the distribution
of scatterers is approximately 400 times that of the correlator, for beth the sonar
and radar astronomy examples. However, the values of Np/N, presented in
Table I indicate that even the matched filter is approximately 100 times too slow

to accomplish the mapping in real-time, for either the sonar or the radar.

It will be shown later that excess bandwidth can be used to increase processing

speed.
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The simultaneous use of a sufficient number of individual filters, each matched
to a different Doppler modification of the signal, will permit real-time processing,
An alternative method that uses a single filter and employs time compression and
serial processing will now be described. If desired, a combination of these techniques
may be used.

If the signal to be processed is compressed in time by the factor k, then the

resolution cell processing time, t,, is reduced by this factor and the number of

computations, N, during the interval t, is increased by this factor. Thus, time }
compression by the factor k permits a k-fold increase in processing speed. For
the examples given earlier, real-time processing can be accomplished with a
single matched filter if k equals 77 for the sonar or 140 for the radar.

The bandwidth of a time-compressed signal is increased by the factor k and
the implementation of a matched filter for a time-compressed signal must have a i
bandwidth capability k times larger than the bandwidth of the corresponding real~-
time signal. If, by a particular implementation, a transversal filter can be con-
structed which is capable of producing impulse “esponses with a maximum band-

widthof W,,, and a maximum duration of T,,,, the filter can be used for time-

compressed processing of any signal with bandwidth W and duration T such that
W<W, and TW < T, W, ; the maximum compression factor is k., = W,,./W.

Thus, bandwidth capability in excess of the bandwidth of the real-time signal

makes possible the use of time compression. For the sonar and radar astronomy

example, the excess bandwidth of existing filters makes possible values of k

large enough to permit real-time processing by a single filter.




Since k,,, is proportional to W, ., then W__ is a figure of merit for the filter's
processing speed, and since the maximum possible number of resolution cells per
unit cell is proportional to the signal's time-bandwidth product, TW, then T ,W__
is a figure of merit for the filter's resolution capabilities. Using current ulira-
sonic technology, filters and time compressors have been built which, for most
sonar systems, have a k_, greater than 10° [17], and microwave acoustic devices
are under development that will make possible values of k,, greater than 10° [18].
However, in many radar systems the signal bandwidth limits k_,, to small values
for these same filters. It is hoped that additional developments in microwave

acoustics will soon make larger time compressions possible.

A Gencralized Linear Receiver

The use of time compression with matched filtering is illustrated by the
lincar recciver shown in Fig. 4. The matched filter shown in Fig. 4 has multiple
output ports, whose significance will be discussed later. A range-delayed and
Doppler-modified signal, Srv (t), is to be processed by the receiver whose band-
width, W, must be wide enough to accomodate the possible Doppler shifts of the
sig'n;ﬂ's spectral components. By means of singe-sideband (SSB) modulation, the
receiver shifts the spectrum of the input signal downward by the amount

5
f, = f, - W,/2, from the receiver's passband to its baseband, as shown in Fig. 5a.

SThe factor 1/2 appears here because the signal bandwidth is two-sided, so that it
contains both positive and negative frequencies, whercas for bandpass receivers the

bandwidth, W, is traditionally single-sided.
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Fig. 5. Recciver Spectra. (a) Real time; (b) Compressed time.
The dotted curves represent the signal spectrum for the
case f = 1 (zero Doppler).
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The receiver's input is so shifted bccause the required sampling rate is often lower
for baseband signals than for bandpass ¢ignals [2]. The .lowest possible sampling
rate is desirable, since the time conipressor chosen for illustration is a sampled-
data device for which the largest coinpression factor, k,,,, is obtained when the
sample rate is lowest. If the spectiv oy of the original signal is S(f), then the
spectrum of the Doppler-modificd v< roion is S(8f), where 8 = 1 +2R/c. It
follows that the spectrum of the signa! in the baseband is S(Bf - f,) and the spectrum
of the time-compressed baschand si; 711 is S({pf - [,]/k), as shown in Fig. 5b. A
second SSB modulator shifts the timo-compressed signal upward by the amount

f, to the frequency band of the matel E}Hm-.e The shifted spectrum is

S(Bf - f)/Kk] + f,). The compression fuctor k has been chosen so that after time
compression the signal bandwidth cocresponds to the filter bandwidth, k = kg,
If a single sample is taken from cach cell of size §, x 8 in the range range-rate
space, the resulting set of samples is sufficient for an approximate description of
the scattering distribution. Since a 1 tched filier processes all values of range for
a single value of Doppler, this spacc con be mapped with filters matched to the
values of R at the centers of strips of width §; parallel to the 1:{ = 0 axis.
Therefore, a total of A /6y individual matched filters are required for real-time
processing. When a filter operates in compressed time with a compression factor
k, compressed blocks of signal can he processed serially at a k-fold greater rate.
Thus, whenk 2A; /6;, serial processing can be substituted for parallel processing

and only a single filter is required.

®This shift is not required if the mutchad filter operates at baseband.




¢ -~ = Time compression and tr:nsversal filterng are the features that distinguish
this receiver from a convention:! superhetrodyne receiver which employs only
frequency translation and bandpass filtering. 1"rec.1uoncy translation, usually
accomplished by SSB modulatio 1, changes the fractional bandwidth of the input
while leaving its duration wnchroiod, whereas time compression changes the
duration while leaving the fractional bandwidth unchanged. Thus this generalized
receiver provides complete flevibitity in utilizing the performance characteristics
of the matched filter and makec s hssible the efficient application of transversal
filters, implemented with miiciowave acoustic devices, to the processing of signals
with spectra anywhere in the [ ucney range from seismic through radio to micro-

wave frequencies.

Time Compression

Time compression is achicved by storing the signal in memory and retrieving
it at a rate greater than the rate of storage [19]. Although time compression can be
achieved with analog devices operating on continuous signals [20], [21], sampled data
devices are usually employed. ‘The principle of time compression can be illustrated
by a transversal filter with p vniformly-weighted taps (Fig. 6) which are separated
by time intervals of duration 25, = A7, - A%, where AT, is the sample interval
in real-time, AT, is the sample }»1‘\01‘\’(\1 in compressed time, and p is an integer
greater than or equal to TW. At {he instant when the oldest sample in the line passes
the last tap, it appears at the cvtput of the filter, AT, seconds later, the next-to-

oldest sample passes the next-{o- last tap and appears at the output of the filter,
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and samples continue to pass their corresponding taps and appear at the output
until (p - 1) A7, seconds later, at which time the newest sample passes the first
tap and appears at the output of the filter. Thus p samples have appeared at the
output of the filter in the proper sequence, but with a separation of A7, instead of
AT,; they have been compressed in time with a compression factor k = AT, /AT,
A pause of duration (k-p+1) AT, follows, during which the next-to-oldest sample
propagates the remaining distance to the last tap. The oldest of the p samples
has passed out of the delay line, all samples have propagated a distance corres-
ponding to A7, along the line, and a new sample has been introduced into the
line. The process just described now repeats. Thus the output of the time
compressor consists of blocks of p compressed samples vith a gap of duration
(k-p*+1)AT, between blocks. Each block contains all of the samples from the
previous block except the oldest, with the samples shifted within the block by
AT, relative to the positions of the samples within the previous block, and with

a new sample added. These blocks can be reconstructed to form bhlocks of
continuous signal by the filtering action of the taps themsclves, if the tap im-
pulse response is properly selected. The description of the operation given

here is valid only when

(1-1/p)AaT, <bT, < AT, )

When this inequality is not satisfied, the samples do not pass their corresponding
taps sequentially in time and the situation becomes complicated.

The compressed signal lies entirely within ene or more of these blocks only

when the input signal lies entirely within the delay line. Therefore if p= TW, each

of q adjacent blocks, where q = p-TW+1, will contain the entire signal; all other




blocks will contain only part of the signal or none at all. A filter matched to a
particular Doppler modification of the signal is connected to the output of the time
compressor. At the end of a time interval (p-1)A7,, equal to the duration of one

of the output blocks, the impulse response of the filer can be altered to match a
different Doppler modification of the signal. After another AT, seconds have elapsed,
the filter can again be modified to match another Doppler modification. This process is
repeated at intervals of A7, until all required Dopplers have been examined by a cor=
responding matched filter. Since there are only ¢ blocks that contain the entire
signal, at most q modifications of the filter's response can be made before it must
be returned to its initial state. Otherwise, the filter response that matches the
signal may not be formed during the time that the signal is present in the time-
compressor ouiput.

The time-compression factor, k, acts as a fundamental limit on the number of
Dopplers that can be searched for all range values. The utilization factor, q/k,
measures the degree to which a time~-compressor's performance approaches this
fundamental limit. In the compressor used for illustration, k must be greater than
or equal to p. Otherwise, the sample blocks would overlap and fewer than g Dopplers
could be searched. The optimum situation exists when p can be made equal to k,
for in this case the gap between blocks reduces to At, and ¢ has the maximum value
possible for a fixed value of k. Then ¢/k = 1 - (TW-1)/k and, as k increcases, the
utilization factor approaches unity. Thus for the time-compressor illustrated here,

both large k and large p are desirable.
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For most sonar systems, values of k greater than TW are necessary if all
required Dopplers are o be searched for all ranges, and time compressors with
sufficiently large k have been developed for such systems [19]. However, for many
radar systems, the required time-compression factors are less than TW and the
time compressor choosen here for illustration is not appropriate. For such radars,
and for sonars with k< TW, time compressors with tap intervals that do not satisfy
(9) must be used or other equivalent devices must be employed.

It may not be necessary to alter the filler's response g times to search g
Dopplers. Within a Doppler interval that is small relative to ¢/2TW, the modi-
fication of the signal as a result of Doppler can be approximated by a frequency
translation of the signal. If the Doppler interval, A; , satisfies this condition, the
search in Doppler can be accomplished by shiiting the frequency of the variable-
frequency oscillator (VIO) of the sccond SSB modulator by amounts corresponding
to 63 , at time intervals AT, instead of by altering the filter's response. It is still
true, of course, that only q Dopplers can be examined. If Az is too large for the
frequency shift approximation to be valid over the entire interval, it can be divided
into subintervals in which the frequency-shift approximation is valid. Then the filter
must be altered to match the Doppler modification of the signal for the Doppler value
at the center of each of these subintervals; within the subintervals, however, the
Doppler search can be achieved l?y frequency shifts of the VFO.

Although this description of time~-compressed processing is based on the
assumption that the ¢ different modifications of the signal are Doppler modifications,

the generalized receiver described here is not so restricted. The q possible
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modifications of the filter's impulse response could also represent signal
modifications such as those resulting from acceleration. Even more generally,
they could represent any set of q orthogonal signals, such as those corresponding
to q symbols of an alphabet for use in communication or q words in a coded message.
Although any type of memory can be used for a time compressor, computer-
type memories aré usually employed; the signal is sampled at baseband, digitized
to form a binary number, and stored [19]. The ultrasonic delay line time com-
pressor (DELTIC), introduced by V. Anderson in 1956 [22] for the compression of
sampled signals digitized at two levels, employed a computer-type serial quartz
delay-line memory, which was a forerunner of modern recirculating memory stores
(23]. Configurations of the DELTIC exist that produce blocks of samples identical
in form and compression factor to those produced by the transversal filter time
compressor (TFTC), both for the simple case illustrated here and for the more
complicated cases that occur when (9) is not satisfied. Thus there is no difference
between the performance of a DELTIC and a corresponding TFTC. However, the
total delay time required in the DELTIC is approximately AT, whereas in the
TFTC it is pAr,. Note that pA7, is greater than or equal to T, the signal's duration,
and the requirement that the TFTC have this much delay makes it impractical for
many systems. It was introduced here for illustrative purposes because of its
simplicity. Conversely, the DELTIC is practical for application to many systems
because of its relatively short delay-time requirements. Its delay-time advantage
is obtained, however, at the expense of requiring binary digital signals at the input,

since the recirculating delay-line amplitude stability is generally insufficient to
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preserve the sample amplitudes of analog or multilevel digital signals during the
number of recirculations required.

To use the DELTIC for the compression of analog or multilevel digital signals,
the samples must first be converted to binary coded numbers, and then compressed
either by an appropriate number of DELTICS operating in parallel, or by a single

DELTIC operating serially at a correspondingly increased speed[24].

Multiple -Output-Port Transversal Fillers

For many implementations of transversal filters, it is possible to realize a
number of simultancous outputs with a single delay line [25]. These multiple oul~

puts are formed from an array of tap weights, as shown in Fig. 7. Multiple-output-

port filters may provide savings in system size and complexity, and some techniques

for their implementation are discussed in the sccond section of this paper.

Such a filter can replace a bank of filters operating in parallel to provide real-
time processing. In addition, multiple-output-port matched filters are useful in
increasing the effective speed of serial processing in compressed time. If such a
filter operates with a time-compression factor, k, and has m output-ports, and cach
port represents a different one of the impulse responses needed for the search in
Doppler, then the filter has an effective processing speed of k x m. For a system
with fixed Doppler search requirements, the addition of multiple output-ports
reduces the time compression requir‘ed for Doppler search, and thus reduces the
bandwidth capability required of the filter.

All of the earlier stalements concerning the application of sampling in space

and time to transversal filters apply also to multiple -output-port iransversal
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filters. The tap weights, wy;, can be regarded as the sample values, w(7y),

of a weighting function, w,(t), where 7; is the delay to the ith tap and the sub-
script j indicates the port at which the output is observed. These weights can
also be regarded as the sample values, vy(£y), of a corresponding space weight-
ing function, v,(§) = wj(£/c), where ¢, is the distance to the ith tap and c is the

propagation velocity of waves on the line. The jth output has impulse response

hyt) = Twutt - 7) (10)
i

where w, is the weight of the ith tap for the jth output and u(t) is the tap impulse
response. The filtering action of the taps, with compensation as required, reconstructs
w,(t) from the sample values wy, and (10) reduces to hy(t) = wy(t)e Thus, for a
general input signal, the jth output of a multiple-output-port transversal filter is

th
the convolution of that signal with the filter's j tap weighting function:

Yt = [x *w] (t) (11)

where y () is the jth output signal and x(t) is the input signal. The synthesis of
multiple-output -port transversal filters is comparable in simplicity to that for the

single-output-port filter.

Conclusion

Because of the extreme siml.)licity of its synthesis, the transversal filter is ideal
for applications, such as linear signal processing, where a complicated impulse re-
sponse with large a time-bandwidth product may be required. Existing ultrasonic

delay linc transversal filters have many applications in sonar, radar and radar astronomy

21

ro~ces




systems, and microwave ultrasonic delay line transversal filters under development
can be expected to have many additional applications. Since generally the physical
size of these devices decreases and thg processing speed increases as the maximum
bandwidth increases, it is to be hoped that the operation of ultrasonic delay line
transversal filters will be advanced still further into the microwave region.

In many systems, real-time signal processing is impractical because the
number of simultaneous operations to be performed exceeds the system's capability.
If the bandwidth capability of the signal-processing filter exceeds the bandwidth
of the signal to be processed, the signal can be time-compressed by an amount,
k, proportional to the bandwidth ratio. When the input signal is thus compressed
in time, the processing can proceed at a k-fold greater rate. Thus linear filters
operating in compressed time make possible significiant increases in the effective
speed with which linear signal processing can be performed, and transversal
filters are ideal for this application because of the simplicity of the synthesis
procedure required to obtain an arbitrary impulse response.

Some implementations, to be described in the second section of this paper,
make possible the construction of transversal filters with multiple output-ports,
at each of which appears simultaneously the response to an impulse at the input-
port, each responsc corresponding to one of a set of mutually orthogonal functions.
If the filter has m such ports, and processes at a k-fold increased rate, as in the
generalized receiver described here, it is equivalent to k x m single-output-port

filters operating in parallel in real-time.
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It should not be inferred that the uses of transversal filters discussed so far
are the only ones for which they are suited. The ease with which time-domain
synthesis of transversal filters with large TW product can be accomplished, and
the availability of compact implementations employing microwave acoustic delay
lines, make transversal fillers, in conjunction with time compression and frequency
translation, useful in a wide range of applications encountered in diverse disciplines.
Besides the many applications to scatterer-distribution mapping in the fields of radar,
radar astronomy, and sonar, there are also mapping applications in seismology,
nondestructive testing, and medical instrumentation. In addition, there are signif-
icant applications in interferometry, spectral analysis, communications, adaptive
filtering, and delay-line technology, as well as in laboratory instrumentation.

A number of implementations of transversal filters and time compressors
employing ultrasonic delay lines are currently available, some of which are
discussed in the second section of this paper. Although these devices have made
possible the solution of a number of important signal-processing problems, there
are still many important problems for which ultrasonic transversal filters and time
compressors with higher speed (W) and larger capacity (TW) are required. Because
of the frequencies at which these needed devices must operate, they fall within the

domain of microwave science and engincering. The special talents of the worker in

microwaves might fruitfully be applied in advancing this technology.




ULTRASONIC TRANSVERSAL FILTERS

In the first section of this paper, the Kallmann transversal filter was de-
scribed and some of its propertics and applications were discussed. In the sec-
ond section, a generalized transversal filter is introduced and analyzed, some
features of delay line transduction and propagation are discussed in the context
of transversal filter implementation, and a number of practical implementations
employing magnetostrictive, piezoelectric, and optoacoustic taps on a variety of

ultrasonic delay lines are described.

The Generalized Transversal Filter

In the Kallmann filter, it is assumed that the desired signal is propagating
along the delay line where taps, which do not perturb the propagating wave, spa-
tially sample, weight, and sum the signal. No consideration was given to the
methods of transduction by which the wave was launched. There is often an
# Ivantage in using a transducer composed of a weighted array of elements. 1f
its elements are reciprocal, the array can be used both for launching and tapping,
which is a useful feature in some applications. The utility of filters with multi-
ple output ports was discussed in the first section of the paper, where a method
employing a two dimensional weighting function applied to a tap array was de-
scribed.  Another method uses.a sequence of weighted arrays along the line. A
natural extension is a filler with both multiple output ports and multiple input

ports. The most general filter would be composed of a sequence of nonoverlapping
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arrays along a delay line with absorbers at the ends of the line to prevent reflec~
tions, with a two dimensional weighting function applied at each array location

to form multiple ports, and with each array reciprocal and usable as both an
input and an output array. Since several of the implementations of transversal
filters described here have one or more of these features, the generalized trans-
versal filter incorporating all of them is discussed. First, however, an applica-
tion of such a filter with three sequential ports is described.

A filter that is matched to a time-reversed version of the transmitted signal
is frequently used for detection or scatterer distribution mapping. The genera-
tion of the signal to be transmitted is straightforward when the signal is simple,
but when it is complicated and has a large TW product, sophisticated techniques
of generation may be required. One method is to sample the signal and store
the samples in memory, to be retrieved and reconstructed into the signal at each
transmission. Another method is to generate the signal recursively by the appli-
cation of an appropriate algorithm to an elemental signal. For signals with
large TW product, the former method requires a large memory, as does the
latter method because of its complicated algorithm.

An attractive alternative is to use the same generalized transversal filter
for both signal generation and signal processing. Consider a transversal fil-
fer with two transducers separated by a tap array. If h(t) is the response at
the output of the tap array when an impulse is applied to one of the transducers,
then h(-t) is the response when the impulse is applied to the other transducer.

Thus, if h(t) is the required signal for transmission, it can be obtained at each
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transmission merely by applying an impulse to the appropriate transducer; the
other transducer is the input of a filter matched to h(t). Such a three-port trans-
versal filter is illustrated in Fig. 8. If the transducers and taps are reciprocal,
an alternate method is to use the tap array as the filter input, with the trans-
ducers acting as outputs. If the response at one transducer due to an impulse
applied to the tap array is h(t), then the response at the other transducer is h(-t),
and again the filter can be used for both the generation and the matched filtering
of h(t). For the case of reciprocal transducers and taps, the impulse response
between any pair of ports is independent of which port of the pair is used as the
input. If the taps and transducers are lightly coupled and nonreflecting, the im-
pulse response between the transducers and the tap array is related to the tap
weighting function in a manner analogous to the relation for the Kallmann filter:
hya(t) = hg(t) = wi(t) and h(t) = he(t) = w(-t), where the subscripts 1, 2, and 3
indicate the left end port, the right end port, and the tap array port, respectively
(see Fig. 8), and where w(t) is the tap weighting function expressed in the time
domain.

An additional advantage of using the same filter for both signal generation
and detection or mapping is that the constraints on variations in the total delay
time of the line can be relaxed. When an independent signal generator is used,
the total delay time of the trans'vcrsal filter's delay line must be held constant
to a small part of the delay time between taps; otherwise, as the total delay time
is changed by temperature variations or other causes, the transversal filter will

no longer match the transmitted signal. To achieve the necessary stability,

26

—




0

*19)[1] [BSIOASURL], }A0J-901Y] '8 *S1J
€
g ol z Pt
H dm| eeo [imfooee [y ( iy
% 5| U
S 2NI7 AV30 a
o e .




isopaustic (constant delay) materials may be required. However, if the same
transversal filter is used both for signal generation and detection, then as the
total delay time drifts, the matched filter tracks the generated signal. The only
constraint on the total delay time drift is that it be small during the time interval
between transmission and reception of the echo or scattered signal when it is
compared with the delay time between taps.

Before proceeding with the analysis of the generalized {ransversal filter,
some aspects of transduction and tapping must be examined. In the Kallmann
filter, discrete distributions of point taps are weighted and summed to form the
output. In the generalized transversal filter, it is desirable to consider continu-
ous as well as discrete distributions of elements both for launching and for tap-
ping.

From the theory of sampling, any continuously distributed array of elements
can be represented as a discrete arrav, with the element spacing approximalely
equal to ¢/W, where ¢ is the propagation velocity of waves on the line and W is
the maximum bandwidth of signals to be propagated along the line. Conversely,
a discrete array of clements with such spacing and appropriate reconstruction
filtering as is provided by properly compensated elements is equivalent to a con-
tinuously distributed array with the same weighting function.  When elements
have this spacing, they are said to be "contiguous. ' The element weights can be
regarded as components of a vc:,ctor. This vector is the sample function, cor-

responding to a continuous weighting funcdion.
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The properties of an individual elemen! of a discrete array can o deseribed
in terms of its effective length. If an inwvalse is anplied to such an ¢l ment, the
resulting wave propagating along the deluy line is the element's impulic response;
the length of this wave is the effective length, of the element. When ¢ n impulse
wave propagating along the line passes such an element, the resulting ontput is
the element's impulse response; the effective element length is ¢ tirvoos the im-
pulse response duration. If the element is reciprocal so that it can i v=ed both
as a launch and as a receive element, it has the same effective lengil in hoth

A% ¢4

modes. An element whose cffective length is substantially less thav ¢/\W can be
approximated by a point element with an impulse response that is a d-lia function.
If the effective length is comparable to ¢/W, the element can be repiosentied as a
point element whose impulse response is the same as that of the acina! ¢lement.
If the effective length is substantially greater than ¢/W, the eleiment con he repre-
sented as an extended, distributed array.

The relation between the launch and receive array weighting functions and
the generalized transversal filter's impulse response is obtained by an analysis
paralleling that given in the first scction of this paper for the Kallmann filter,
The analysis is developed for distributed launch arrays as well as for distributed
reccive arrays. As in the case of the Kallmann filter, the delay liic is assumed
to be lossless and nondispersive and the array elements are assumed (o he
lightly coupied and nonreflecting. The impulse response of the filter is derived

by the infegration of continuously distributed weighting functions. ITowever, hy

regarding the resulting expressions either as Stieltjes integrals or o= integrals




of generalized functions, it can be shown that the expressions apply to discrete
as well as to continuously distributed arrays.

Consider a particular continuously distributed array, say the kth array on
the line. Associated with this array is the weighting function, w s(t)  The sub-
scripts indicate that w(t) is the weighting function for the jth member of the set
of multiple ports associated with the kth array. An impulse applied to a differ-
ential element of this array generates a wave on the line with amplitude
wy(E/c)u(t - [z - £]/c)dE, where £ is the coordinate of the element, u,(t) is the
impulse response of the element, z is the coordinate at which the amplitude is
measured, and c is the propagation velocity of waves on the line. The element
generates waves propagating in both directions along the delay line and the direc-
tion of increase for £ and z is chosen according to the direction of propagation of
whichever of these two waves is being considered. It is assumed that all ele-
ments of the array have the same impulse response, u,(t). The amplitude of the
wave at the coordinate z duc to the entire distribution of elements in the launch

array is
a(t,z) = [_w W (E/c) ut - [z - £)/c)dE . 12)

Next, suppose that z is the coordinate of a differential element of the mth
array. Associated with this array is the weighting function, Wi, (t). The sub-
scripts indicate that wy,(t) is the weighting function for the I"h member of the set
of multiple ports associated with the mth array. If an impulse wave passes this

element at time zero, the response of the weighted element is W (2)u, (t)dz,
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where uy(t) is the impulse respc;mse of the element. As before, it is assumed
that all elements of the mth array have the same impulse response, ug(t), not
necessarily equal to u,(t). When the wave, a(t,z), passes this element, the
response is w,;(z) [_2 a(\,z) uy(t - X\)dxdz. The impulse response between the
jth port of the kth array and the 1th port of the mth array is obtained by substi-

futing (12) in this expression and integrating the result over z:

hun® = [ wal/0) wata/e) wk - [z - 81/0) u,(t - NGz (3)

The right-hand side of (13) is the quadruple convolution,
hy () = [\V'J'k %W kW wuy | (), (14)

where Wi (t) = wy(-t) is the time-reversed version of the weighting function for

the launch array and % denotes convolution. A factor, c¢?, which is a consequence
of integrating the time domain weighting functions with respect to the spatial var-
iables £ and z, has been omitted from (14) since it can be absorbed in the weight-

ing functions. This expression for the impulse response is valid for both contin-

uous and discrete weighting functions. For the discrete case, the convolutions
with respect to the weights are sums instcad of integrals.

The frequency transfer function is given by the Fourier transform of (14).
Hyo® = Wi OW,OUMHU,®O, (15)

where the upper-case symbols denote the Fourier transforms of the correspond-
ing lower-case symbols and the superscript * denotes complex conjugation.  Thus,

the response hetween the ports of a pair »f arrays of a generalized transversal
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filter is equivalent to the response of four cascaded filters which correspond to
the launch array reversed in space or conjugated in frequency, the receive array,
a launch array element, and a receive array element.

U, and U, set the maximum possible bandwidth of signals to be filtered. If
consideration is restricted to signals whose spectral components lie within the
limits imposed by U, and U,, the filtering effect of the array elements can be ne-
glected. TFor discrete arrays, U, and U, also set the spacing required for contig-~
uwous clements. If the elements are so spaced and if consideration is restricted
to signals with corresponding bandwidth or less, then the effect of the elements
can again be neglected. Thus for both contiguously tapped arrays and for contin-

uous arrays, when the preceding conditions are satisfied, (14) and (15) reduce to

hya(t) = [\v;k*wm]<t> (16)
and
Hype () = WaOW, (). av)

From ecither (16) or (17), it can be seen that the impulse response, hy(t), is
the cross-correlation between the receive array weighting function, w,(t), and
the launch array weighting function, w(t). As in the case of the Kallmann
filter, if u,and u, serve as rccpnstruction filters, the discrete distributions of
weights can be replaced by the continuous functions for which the weights are

samples.
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r o For a general signal, x{t), applied to the jth port of the kth array, the out-

put at the lth port of the mth array is

Yanl) = [x * Wy x W, | ®) . (18)

When the elements of both arrays are reciprocal, yy,, = yi.» Since in that case
Byern = Dyg g

The net effect of the additional complexity of the generalized filter is to cas-
cade the filtering action of the launch array with that of the receive array. Thus

the analysis and synthesis of the generalized transversal filter are simple exten-

sions of the analysis and synthesis for the Kallmann filter. In the synthesis
procedure, the designer has a choice in the partitioning of a specified impulse
response or frequency transfer function between the launch and receive arrays.
Some implementations which demonstrate the advantage of this flexibility are

described later.

Propagation and Transduction ;

The foregoing theory of transversal filters is based on the assumptions of
nondispersive propagation and lightly coupled and nonreflecting transducer and

tap elements. Since one of the most attractive features of this theory is the

simplicity of transversal filter analysis and synthesis, these assumptions are

desirable from a practical point of view. When they are not satisfied, the analy-

sis and synthesis become difficult (e.g., [26]).

There are a number of other practical considerations in the implementation

of transversal filters. The bandwidth and TW-product requirements of the
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particular application are significant factors in the choice of an implementation
for a transversal filter. The bandwidth has an important relation to the physical
size of the filter. For most applications, the length of an array in the filter is
approximately equal to ¢T/k, where k is the time compression factor. Since

k = W, /W, where W, is the maximum possible bandwidth for the filter, the
array length becomes L = ¢TW/W,, . Thus, for a fixed TW product, the length
of the array is inversely proportional to the filter's bandwidth capability and
large W_,, implies small size. Consequently, the filter's mean frequency, f,,
does not affect its length; it makes no difference whether a filter with a bandwidth
of 100 MHz is centered at 100 MIiz or at 1 GIlz. Since necarly all materials have
an acoustic attenuation that increases monotonically with frequency, and since
the complexity of the peripheral electronics increases with frequency, small
values of f, are desirable. Small values of f,, to achieve low loss and simple

electronics, with large values of W to achieve small physical size, imply a

wax
large fractional bandwidth, W, /f.. However, it becomes increasingly more
difficult to obtain launch transduction with both low insertion loss and low reflec-
tivity as the fractional bandwidth is increased. Thus, a compromise must be
made. For most of the ultrasonic transversal filter (UTF) implementations to
be deseribed here, fractional bandwidths between 0.5 and 1 are feasible.

The ideal delay-line material for transversal filters has a dispersionless,
low-loss mode of propagation and has the capability of wide-band, low-loss trans-
duction. The extent to which these various conflicting requirements can be met

determines the success of a particular implementation. Some implementations

which have proved to be successful are described below.

33




In the frequency region from 1 MHz to 10 MHz, satisfactory transduction,
propagation, and tapping can be obtained with a wire delay line propagating tor-
sional waves, using magnetostrictive transducers and taps; in the frequency
region from 10 MHz to 500 MHz, they can be obtained with a single-crystal de-
lay line propagating surface waves, usually employing piezoelectric transducers
and taps; and in the frequency region from 500 MHz to 2000 MHz, they can be
obtained with a single-crystal delay line propagating bulk waves, cither longi-
tudinal or shear, using thin filin piezoclectric transducers and optoacoustic taps.

Each of these implementations are discussed in detail later. In addition to
the combinations of delay-line materials, transduction, propagation, and tapping
used for these implementations, there are many others that have been or could
be used. Since propagation, transduction, and tapping have been studied exten-
sively for delay-line applications, the reader is referred to the literature [27] -
[30]. Some important results are summarized in this section.

There are two fundamental waves in unbounded, isotropic solids: a dilational
wave with propagation velocity ¢, = (A + 2p) Y2/pY?, and a rotational wave with
propagation velocity ¢, = p”/2/p"/?, where X and p are the Lame’ constants of the
material and p is the density. The former is usually called a longitudinal wave
since the particle motion is in the direction of propagation; the stresses in the
direction of particle motion arc tensions and compressions. The latter is
usually called a shear wave since the particle motion is transverse to the direc-
tion of propagation, thus causing shear stresses in the direction of particle

motion. JFor both these waves, the propagation is nondispersive. The presence
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of boundaries complicates the situation, causing energy conversion between the
two fundamental modes, with dispersion as the usual consequence. In some cases
essentially nondispersive modes of propagation exist in bounded media. Of these
modes, the most important for UTT implementations are (1) extensional waves in
wires and ribbons whose dimensions transverse to the propagation direction are
less than a wavelength, with propagation velocity c, = u/2(3\ + 2;1)‘/2/p‘/2()\ + u)‘/ "
= EV?/p‘/a, where E is Young's modulus; (2) torsional waves in wires whose
diameter is less than a wavelength, with ¢, = ul/a/p‘/z; (3) width-shear waves in
sheets whose thickness is less than a wavelength but whose width is many wave-
lengths, with ¢, = u‘/a/pv’-’; (4) surface (Rayleigh) waves on plates whose thickness
is several wavelengths, with cg = p’/2(0.87 4 1.120)/p‘/2(1 + g) where g = )\/Z(X 4 L)
is Poisson's ratio; and (5) longitudinal or shear bulk waves in rods whose trans-
verse dimensions are many wavelengths, with velocities ¢, and ¢, respectively.
The attenuation in polycrystalline materials contains terms proportional to
the first and proportional to the fourth power of frequency. The first-power term
represents the anelastic loss and for many materials decreases as the elastic
modulus increases. The fourth-power term represents the Rayleigh scattering
loss and increases with the size of the individual crystallites [30]. The scattering
loss can be reduced in some wires and ribbons by the partial orientation of the
crystallites resulting from cold working. In magnetostrictive materials, there
are additional losses due to hysteresis and c¢ddy currents [31], and at frequencies
below 10 MHz these are dominant losses. Hysteresis losses depend on the mag-

netic state of the material and eddy current losses depend on the magnetostrictive
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coefficients and resistivity. Magnetostrictive delay lines operating in the tor-
sional mode, at frequencies of about 1 MHz, can be constructed from wire with
moderate resistivity such as NiSpan C, with losses as low as a few tenths of a
decibel per meter, so that lines with as much as 30 meters of length and a TW
product of 10* are feasible. An extremely simple and effective method of tapping
such lines is described later.

A composite structure can be used to reduce the magnetic losses. A thin
magnctostrictive film is formed, deposited, or plated on a nonmagnetic base
wire. The base wire controls the propagation characteristics and the magneto-
strictive film controls the tapping characteristics. This type of structure has
been used with extensional waves [32], [33], and appears promising for app]i‘ca-
tions in which the impulse responsc of the filter must be alterable. Another
interesting composite structure consists of a thin magnetostrictive film vacuum
deposited on an amorphous glass or fused silica plate [34]. The attenuation in
these amorphous materials contains terms proportional only to the first and sec-
ond powers of frequency, so that the propagation losses are acceptable at much
higher frequencies than for polycrystalline materials. Wide-band delay lines
operating in the width-shear mode at frequencies to 100 MHz can be constructed
in this manner.

Amorphous dielectric platc.s can be used also for the propagation of surface
waves [35]. This mode of propagation has received much attention in recent years,
not only for amorphous plates butalso for single-crystal diclectric plates [36] - [38].

Although the surface wave propagation losses in amorphous materials become
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excessive for frequencies above 100 MHz, single-crystal diclectric plates have
been used at frequencies above 2 GHz. Surface waves are nondispersive only on
the surface of a semi-infinite solid, but particle motion diminishes exponentially
with distance away from the surface, and propagation on a plate only a few wave-
lengths thick is essentially nondispersive. Surface waves on plates more than a
few wavelengths thick are the slowest of the nondispersive waves, having veloci-
ties between 0.87 and 0.96 of the shear wave velocity. Thus, for a fixed TW
product and W,,,, an implementation of a UTF using surface waves as the mode
of propagation will be smaller than an implementation using any other mode.
Surface waves can be guidedin several ways [39], of which two are especially
suitable for UTYF implementations: a thin strip on the surface of a plate, with
the propagation velocity of the strip lower than that of the plate; and a thin layer
on a plate with a slot through the laycr to the plate, with the propagation velocity
of the layer greater than that of the plate. Both of these guides are dispersive.
The slot guide is the more attractive of the two, because it has the least disper-
sion. There is a close analogy between guided surface waves and guided micro-
wave electromagnetic waves on microstrips. Microstrip waveguide components
such as directional couplers and hybrids have direct surface wave equivalents [40].
Surface waves have velocity and wavelength 10° times smaller than electromag-
netic waves with the same frequency. Consequently, surface waveguide compo-
nents are approximately 10° times smaller than their microstrip counterparts or
conversely, for a fixed physical size, they can contain 10° times more compo-

nents or be 10° times more complicated.
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Amorphous and single-crystal dielectric materials are also used for the
propagation of bulk waves, both longitudinal and shear, for frequencies from
about 1 MHz to 100 MHz. As with surface waves, bulk wave propagation losses
become excessive in amorphous materials for frequencies much greater than
100 MHz and single-crystal materials have been used for frequencies in excess
3 of 2 GHz. At the higher frequencies, the wavelength is only a few microns and
well-collimated acoustic beams with diameters on the order of 1 millimeter can
be generated and propagated with essentially no dispersion, so long as the trans-
verse dimensions of the medium are sufficiently larger than those of the beam.

In general, single-crystal materials are elastically anisotropic. Therefore,
the orientation of the erystal axes with respect to the direction of propagation is
an important consideration, since only in special directions will the direction of
energy flow be colinear with the normal to the wavefront [41].

Another aspect of propagation which is important in delay line implementa-
tions is the propagation delay time stability, especially with respect to tempera-
ture changes. The significance of delay time changes for the tracking of a UTF
matched filter was discussed earlier. Delay time stability is also important in
recirculating time compressors such as the DELTIC. Horologic steels have

been developed which, in addition to being isopaustic, are magnetostrictive [42].

Wires made from these steels propagate torsional mode waves with good delay

»

time stability and low propagation loss and can be tapped magnetostrictively.

Although isopaustic glasses have been developed, they have large propagation

losses relative to fused silica [43]; however, fused silica has alarge temperature

e —
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coefficient of delay and must be temperature controlled. Single-crystal quartz
is an outstanding material in this context, even though its propagation losses at
high frequencies are somewhat greater than for other crystalline materials in
common use, since delay stable orientations of the crystal axes exist for shear
waves both at room and elevated temperaturcs. Because of the importance of
time delay stability to microwave acoustic devices, a considerable expenditure
of effort could be justified in the search for additional crystalline material with
orientations that provide delay stability.

Although many types of interactions exist between acoustic waves and other
forms of energy, the most commonly used types for the transduction of energy
between electrical and acoustic forms are the electromechanical and magneto-
mechanical interactions. Magnetostrictive, ferroclectric and piezoelectric
transducers are particularly important for UTF implementations. These trans-
ducers are reciprocal and can be used both to launch and to tap a wave. Another
type -- the optoacoustic interaction -- is gaining importance as a means of
tapping acoustic waves. In general, this type is not reciprocal and can be used
only for tapping the acoustic beam.

Transduction in magnetostrictive materials is similar to that in ceramic
ferroclectric materials. In both types, a bias ficld is required for linear opera-
tion, and a permanent field in the material can provide this bias. Some of the
magnelostrictive materials and all of the ferroelectric ceramics conmonly used

for transduction can be self-biased.
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There are two fundamental types of transcuction in these materials:
dilational, when the signal field is colinear wiih the bias ficld; and rotational,
when the signal field is orthogonal to the bias {icld (44]. The colinear {rans-
ducer is used for longitudinal and extensional waves and the crossed-field trans-
ducer is used for shear and torsional waves. Doth magnetostrictive and ferro-
electric materials are used cxtensively for these transducers. Both types of
materials are used in colinear transduccrs for cxlensional waves in wires and
ribbons and in crossed-field transducers for «loar waves in strips and plates
and torsional waves in wires. When the medivin itself is magnetostrictive, these
various modes can be launched and tapped divec!'ly in the medium. Ceramic
transducers can be bonded directly to the edg o of ribbons, sirips and plates
with some possible advantages relative to external magnetostrictive transducers
in such applications. However, a good impedince mateh, which is sometimes
difficult to obtain, must exist between the bovdad transducer and the line; other-
wise the transducer may have small fractiona! bandwidth [45].

Satisfactory theories for the operation of these transducers for all of the
propagation modes involving linear particle displacement were developed many
years ago. However, until a little more than 10 years ago, the various theories
proposcd for torsional transducers with circular cross-sectlions were in serious
disagreement with experimental observations [16]. In 1958, Yamamoto [47] pro-

e

vided an analytical description of such transd cors which is in excellent agree-
ment with experimental observations. Although the analysis was applied to

magnetostrictive transducers, it can be extended to the ferroelectric case.
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Single-crystal piezoelectric and ferroclectric transducers are used for all

modes of propagation and at all frequencies, from subaudio through microwaves.
At frequencies above 100 MHz the control of erystal thickness and satisfactory
bonding techniques become critical problems [48]. The theory of these trans-
ducers is complicated because of their anisotropic electric and elastic proper-
ties. The search for new materials with improved properties is currently an
active field.

Thin-film piezoclectric transducers, vacuum-deposited on the propagation
medium, are widely used for longitudinal and shear waves at frequencies above
500 MHz [49] - [51]. The mostcommon materials are cadmium sulfide and zinc ox-
ide, with the latter providing somewhat betler insertionloss and bandwidth charac-
teristics than the former. This advantage is offset to some extent by the fact
that the vacuum deposition of zinc oxide is more difficult than that of cadmium
sulfide. For both materials, the best performance is obtained by the application
of thin-film impedance matching layers between the transducer and medium. As
with the single crystal piczo- and ferroelectric materials, new materials with
improved properties for thin-film transducers are being actively sought.

Optoacoustic interactions are used for the tapping of acoustic waves over a
wide range of frequencics, from less than 1 MHz to more than 2 GHz. The tap-
ping can be accomplished by th9 modulation of a light beam incident on a wave
which is interior to or on the surface of an optically transparent acoustic medium.
The light is spatially modulated by the acoustic wave, according to the phase and

amplitude of the various spectral components in the acoustic wave and can be
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regarded as a continuously distributed tap array. Since neither the bulk wave
nor the surface wave tap is generally reciprocal, they are not used for launch
transduction. The theory of diffraction can be used to deseribe the behavior of
the tap array and the resulting analysis usually depends on the detailed nature

of the optical and acoustic arrangement.

Magnetostrictive Filters

The torsional magnetostrictive wire delay line is unusually simple in con-
cept and implementation. One or more turns of wire encircling the delay line
can serve as either a launch transducer or a tap with the weight controlled by
the number of turns and their direction. The magnetic bias required for linear
magnetostrictive transduction is obtained by passing a current down the delay
line wire, thus establishing a circumfercential crossed-ficld bias within the de-
lay line. If the delay line material is sufficiently remanent, the current can be
removed and a permanent bias field will remain. When a current is passed
through a launch wire, a longitudinal magnetic ficld is established in the delay
line which acts as the signal field. The bias field and signal field interact with
the magnetostrictive properties of the delay line to create a torsional strain
which propagates along the line (the Wiedemann effect [52]). Conversely, a tor-
sional strain in the delay line interacts with the bias field and the magnetostric-
tion to create an additional iongitudinal field component (the inverse Wiedemann
effect) and as the strain propagates along the line and passes a tap, this asso-

ciated ficld induces an emf in the tap. Yamamoto gives the relationship between

42




the torsion per unit length, 6, the longitudinal magiciostrictive cocfficient,

and the magnetic field inteusities, H,, H,, and 11, as

0 = 3\ (H)HH./r1i° (19)

where H; = H} + HZ, H, and H, are the longitudin:l and circumferential field in-
tensities, respectively, and r is the radius of the d:lay line wire [47]. (19) indi-
cates that when H; << H_, the torsion is lincar in 1.

Torsional delay line UTIs have been develop - and fabricated by Whitehouse
and Lindsay, operating at center frequencies in (' region of 1 MHz, with almost
100% fractional bandwidth and with TW products of @pproximately 10° [25]. The
TW product of these filters can be increased {o a;proximately 10* by compensat-
ing .thc propagation losses, and it may be possible (o increase the operating fre-
quency to about 10 MHz without decreasing the froctional bandwidth, by employ-
ing a delay line wire of smaller diameter and redesigning the tap structure. How-
ever, advances beyond these values are blocked by the fundamental limitations
due to the polyerystalline nature of the delay line wire,

The torsional delay line UTF is especially suitible for the implementation of
multiple-port arrays. In one implementation, a single turn tap is passed through
a small lincar ferrite core and serves not only as o tap, but also as the primary
winding of a wide-band transformer. The weight of (he tap is determined by the
direction and number of the scc‘ondary turns on 1o core and the swuimmation is

accomplished by connecting the sccondary windirs of all the taps in series. If

the core at each tap has a large enough aperture fo permit a number of secondary
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windings, then a corresponding numbe - ¢f independent weighting functions and
o) tel

multiple ports can be obtained. In actual practice, such a filter might be con-
structed by passing a shuttle, carryiny @ continuous wire, through each core

in turn, in a manner analogous to the sl -hing operation in sewing. The tap
weights are determined by the dirceficn ad number of times the shuttle is
stitched through cach core before passing on to the next one. Each time the
shuttle is stitched through the complet st of cores, it carries a wire, the two
ends of which constitute a port. Thus, (he number of independent ports possible
is limited by the number of wires thai con be passed through the core apertures
without blocking the passage of the shnille.. A single port filter of this type is
shown schematically in Fig. 9 and a sccfion of an eighi-port filter operating at
a center frequency of 1 MHz, with large fractional bandwidth capability, and
with a maximum TW product of 512 is <! own in IMig. 10 [25].

The number of possible independ vt ports can be increased by using split
cores. In this case, the sccondary wii lings are prefabricated from a continuous
wire and then slipped over one scction of cach of the split cores, after which the
other core sections are placed in posilion to close the cores. Such a multiple
port filter is shown schematically in 1'ig. 11. The fabrication process for the
secondary windings can be performaed on a Toom. The warp would consist of 2n
wires, where n is the maximum weigh! for any tap in the filter, half of the wires
for positive weights and half for negative weights. At cach position along the
wires corresponding to the tap positio =, 1“-'1‘ wires ave lifted -- |w,| from the

positive group for a positive weight, or 1} [rom the negative group for a

44




191 [esaeAsuel], dul] Ae[e(J JeUOISIOL ja0g-mndino-o[8uls ‘6 81

y.J

1ndLino
37IONIS

S3Y0D
YIWHOISNVEL

W3DNASNVYEL
IVNOISHEOL

YEEENRECAEL /tﬂ Ay \

(8

S

L=




*INLI [esaoAsueI], U] Av[e [BUOISIO] 3104 -IndinO-jySid ue Jo uopoag *0r *Sig

. ANIT-AVIAQ CNV YIDACSHY UL UV

———

j ONIgNL NOT43L P
SYOLIINNOD ONg ANl : e
-Av93d AUV
NOILVNIWY3 L
~1SN0dY T\
- = e ]
. P . :
. M g £
koo~ i |
TR i
¥ 4 !
" : m
7 S ST — \ P il
SRR S i :.. 'S . e et e s -
Yot { ” Om /Imu_mézou“m
YOLO3NNOD HOLIMS _ L. . |

¥0123735 TVNIIS S3Y0D 3L1y¥3d

~
S3IHONI i |




*I9}[1Jd [esSaLasuBL] OUI] Ae[o( [BUOISIO], JXOJ-oldBINN °*IT 81l

Y3ONCSNVYYL
TVYNOISYOL

@ 3anaviza 7/ 4 Y W e @n )

'

\\\\ gl \\\%\\\\\ 141 S EAEISI 484 EE) \\\&"g\\\\\\

YAZ B AY LY Ay ST
D1111177 701 11 ISIIIIS 1 44 SRS S IO 114107147777, | 1Nd1lno

S SLIS IS SIS s \\\\\\\\\\\\\&
i Q3aivys

St aT
1Nd1No R X X
3dILINW . _
_ “ _ _ $3231dSS0YD

S$3¥0D .2,,

NI

L




negative weight, where w, is the weight of the ith tap. At each tap position,
then, a number of wires corresponding to the magnitude of the weight at that tap
position has been lifted from the group of wires corresponding to the sign of the
weight. The warp is then gathered into a compact bundle of wires, care heing
exercised to keep the appropriate wires lifted. The split core halves are then
inserted into the spaces between the lifted and undisturbed wires and (1o other
halves are used to close the cores. Finally all of the wires are conocted in
series, with the negative wires bucking the positive wires. A tapping structure
results, with the correct weights. For mulliple ports, 2nm wirces ave vsed,
where m is the number of ports, with the wires connected in groups ¢f 2n for
each port. A Jacquard loom, such as the one used at the Massachus:'ls
Institute of Technology for the fabrication of "braid" memories, can be used to
loom these tapping structures [52].

The torsional delay line UTF described above has fixed weighting fiinctions.
Another type of wire delay line UTF, using extensional waves, has an olterable
weighting function. This filter makes use of a nondestructive-read, ferro-
electric memory [54] which uses the coincidence between a high intensity exten-
sional wave pulse propagating along the delay line and a time varying current in
the delay line wire to form a remanent ficl;l in the delay line material. The mag-
nitude and sign of the rcmancnt’ field at a particular point on the line arc¢ con-
trolled by the magnitude and sign of the current in the delay line wirve af the time
the acoustic pulse pa'sscs the point. An acoustic pulse launched alon ) (he line

induces an emf in the delay line wire given by h(t) = w(t), where w(z/c¢) is the
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function describing the remanent field. Thus, the voltage appearing across the

ends of the delay line wire is the weighted and summed output from contiguous
taps, with the weighting function w(t). To replace the weighting function with a
new one, a time varying current of the desired form is passed through the wire,
and an acoustic pulse is launched along the delay line. A UTF of this type can

be made to operate at a frequency of 1 MHz, and 100% bandwidth with a TW prod-
uct of 10® might be possible. The TW product in this filter is limited by the fact
that the high intensity acoustic pulsc needed to set the remanent field drives the
material of the delay line into a nonlinear acoustic region, with large propagation
losses as a consequence.

Another ferro-acoustic delay line, originally developed as a stress-current
coincidence memory [55], has interesting possibilities as a delay line for UTFs
when used in a current-current coincidence mode similar to that used for plated
wire memories. The delay line consists of a berylliumm-copper wire, plated
with a thin permalloy film. The remanent filed is set by the coincidence of a
current in the delay line wire and a current in a wire perpendicular to the delay
line. The impulse response is related to the remanence by the same equation as
for the stress~current coincidence filter: h(t) = w(t). Since in this filter the
remanence is not set acoustically, the limitations on the TW product caused by
the rapid attenuation of the acoustic setting pulse arc absent and it should be
possible to construct filters op('vrating at 10 MHz, with 100% bandwidth and with

TW products of approximately 10%,
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A UTF with multiple output ports as well as alterable weighting functions is
possible if the wire delay line is replaced by a glass or fused silica plate with a
vacuum-deposited thin magnetostrictive film on its surface. As with the wire
delay lines, the state of remanence can be set by either stress-current or
current-current coincidence. If the acoustic transducer is many wavelengths
across, the acoustic wave will be well collimated and plane wave propagation
will occur. Thus, the acoustic stress will be constant in each differential strip
transverse to the direction of propagation. If a number of wires parallel to the
direction of propagation are placed in juxtaposition with the surface, cach of
these wires can be used as an independent channel for setting the remanence in
that part of the film directly under the wire. Once the remanence has been set,
each wire becomes an independent output port. The number of ports possible is
limited only by the spacing required between channels to prevent cross-talk, and
by the width of the plate. A similar filter, in which the magnetostrictive film
has uniaxial anisotropy, limits the weighting function to binary values [56].
Filters operating at frequencies as high as 100 MHz, with 100% fractional band-

width and with a TW product of 10* might be possible.

Surface Wave Filters

One of the most interesting advances in microwave acoustics is the use of
surface waves on piczoelectric and ferroelectric substrates [57]. Although sur-
face waves can be used at frequencies from below 1 MHz to above 1 GHz, the

most promising applications for UTFs are at frequencies from about 10 MHz to
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500 MHz. TFor these frequencies, surface wave devices are small in size and
are easily fabricated by techniques similar to those used by the semiconductor
industry for large scale integrated circuits.

Many of the piezoelectric materials used as substrates are also semicon-
ductors, and amplification of surface waves on such materials has been achieved
by the interaction of the electric field of the surface wave with charge carriers
drifting at the surface wave velocity [58]. Since these fields extend above the
surface, a nonsemiconducting substrate can be used in conjunction with a non-
piezoelectric semiconductor: the two materials need only to be brought into prox-
imity with a drift field applied to the semiconductor [59]. This separation of the
functions of acoustic propagation and semiconductor amplification allows each
material to be optimized.

Surface waves on isotropic nonpiezoclectric substrates have been studied
extensively [35]. Although transduction on such substrates is difficult, there is
still considerable interest in them due to their superiority for guided surface
waves [60]. The most successful transducer for nonpiezoelectric substrates is
the Sokolinskii comb transducer {61]. This transducer consists of a longitudinal
mode piezoelectric crystal, bonded to one face of a buffer plate whose opposite
face has periodic grooves and is in contact with the substrate. Electrical exci-
tation of the erystal produces a periodic stress distribution on the surface in con-
tact with the comb, due to the grooves in the plate. This technique results in an
efficient surface wave transducer with good directivity, and with the direction of

surface wave propagation normal to the grooves.
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For piezoelectric materials the White-Voltmer interdigitated electrode
transducer has been highly successful.  This transducer consists of an array of
periodically-spaced paralle! conductive strips on the surface of the substrate,
with alternate strips electrically connected together to form a comb-like array
of interdigitated electrodes [G2]. When the array is excited, periodic stresses
are generated at the surfacce hy the interaction of the resulting electric field
with the piezoelectric material, and a surface wave is launched.

The Sokolinskii transducer must have a large number of grooves for low in-
sertion loss and has an im}loc vesponse which is approximately a finite duration
sine wave, with the number of cycles equal to the number of grooves. Conse-
quently, it is a narrow baud fransdecer.  The White-Voltmer transducer requires
a large number of strips for low insertion loss, when the piczoelectric coupling
coefficient is small, and hos an impulse response similar to that for the
Sokilinskii transducer. Thus it is also a narrow band transducer. However,
when the coupling coefficicnl s large, low insertion loss can be achieved with a
few electrodes, and in this cuse the transduction is wide band [63].

The surface wave trancducer array is an example of a distributed array of
the type described in the discussion of generalized transversal filters. If the
input array has weighting function w; and the output array has weighting function
Wos then the impulse responao ('»f the array pair is w; % w, which is the cross-
correlation of the input and the output array weighting functions. Transducer
arrays of the types describhod above, when used as input and output arrays, have

an impulse response (the crocs correlation of two sine waves of equal duration)




which is a sinusoid with a triangular envelope with a duration twice that of the
impulse response of the individual arrays. Thus an array pair acts as a narrow
band filter whose bandwidth, for a fixed array length, is inversely proportional
to the number of strips or grooves and whose frequency transfer function is of
the form sin®/x%

The result indicates that spectrum analyzer can be constructed with high
resolution and low sidelobe response. If more than one pair of such electrode
arrays are cascaded, then the total frequency transfer function will have the form
sin®x/x*, where r is the number of pairs in cascade. TFor r=1 the first minor
lobe is down 26 dB, and for r=2 the first minor lobe is down more than 50 dB.
In addition, when two sets of such cascaded transducer pairs are deposited on
the same crystal substrate and driven from separate sources, the phase differ-
ence between the two signals can be measured simultaneously with their spectra
[64] since differential phase stability is assured by the use of a common substrate.

In many applications it is desirable to have frequency transfer functions
which are either broad band or have small side lobes. Two types of weighting
functions which might be used to achieve these responses are 'period variation"
weighting, where the spacing between interdigitations changes along the array,
and cqually-spaced interdigitations with amplitude modulation of the individual
tap elements. An essentially rectangular wide band frequency response can be
achieved with the former, if the impulse response of the array has an instantan-
eous frequency which changes linearly with time; a sidelobe-free frequency re-

sponse can be achieved with the latter, if the amplitude modulation is Gaussian.
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A third type of weighting function, in which the interdigitated transducer

elements are phase modulated, is required for many applications. An example
of a phase-modulated code with a narrow correlation function and with uniformly
small sidelobes is a Barker code [65]. A transducer array using simple elec-
trode pair inversion to implement a 7 bit Barker code is shown in Fig. 12a,
along with the corresponding electric fields. Electrode pair inversion, however,
fails to provide the impulse response expected of a Barker code, because of the
equipotential regions formed at the phase changes of the code, with consequent

loss of spatial components in the stress distribution.

A phase~-coded transducer which has the required stress distribution has
been developed by Whitchouse and Lindsay, and utilizes one additional electrode
with a reconnection of the other electrodes.” This transducer and its electric
fields are-shown for comparison in Fig. 12b. By appropriately weighting the
amplitude of a transducer composed of these phase-invertible elements, an arbi-
trary impulse response can be synthesized by the techniques given in the first
section of this paper.

As an example of the synthesis of an arbitrary impulse response, a pulse=in
to pulse-out distributed surface-wave transducer delay line is described. It is
possible to obtain pulse-in to pulse-out behavior il the input and output arrays are
cach a simple clectrode pair. However, a large number of elements in each
array is required to achieve good signal-to-noise ratios on substrates with low

clectromechanical coupling coefficients. Arrays with large numbers of elements

A paper describing this work in more detail is in preparation.
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can be designed for pulse-in to pulse-out operation, but care must be taken to
choose array weightings whose corrleation functions have low sidelobes in order
to avoid signal interference when continuous signals are transmi ttt'zd.

The Huffmann codes [66] are phase-reversal codes with impulse-cquivalent
behavior. They exist for all code lengths, and have only one small correlation
sidelobe on each side of the cenfral impulse. However these codes are not
attractive for surface wave delay lines because they require a large variation of
the array element amplitudes, with a consequent difficulty of fabrication.- This
problem can be alleviated by the use of a pair of binary phase-reversal codes

which have the property that the sum of the correlation functions of the code

pairs is an impulse, with no side lobes. Golay has studied such codes, which he

“

calls "complimentary series. " For their properties, the reader is referred to
his work [67]. Since these codes are phase reversal codes, the three-clectrode
differential transducer is a natural choice. In phase-coded arrays that have
these complimentary series as weighting functions, the number of positive elec-
trodes is not equal to the number of negative electrodes. Consequently, the
transducer is capacitively unbalanced. However, the correlation function of the
negative of a function is the same as that of the function itself. Thus, one of the
pair of codes can be negated, so that a parallel connection of the two transducers
will have capacitive balance. When the weighting functions are so chosen, the
transducer €an be conveniently driven by a wideband differential transformer,
with some gain in rejection of interference. A delay line using a 128-clement

Golay complementary series array conneccted for capacitive balance is shown




in Fig. 13. The implementation of complementary series phase-coded surface-
wave transducers should make possible wide band pulse delay lines, with negligi-
ble side lobe interference, for oporation to 500 MIlz. These delay lines should
have TW products of about 10" & they can be fabricated with existing photo-
resist technology. These delay lines, when combined either with microwave
acoustic amplification or microclectronic amplification, can be used for trans-
versal filter time compressors or for DELTICs, as well as for matched filters

and spectrum analyzers.

Optoacoustic Filters

With the recent advent of lasc s, interest in the optoacoustic interaction as
a means of tapping the informalion contained in an acoustic delay line has in-
creased. Typically, the informaolion in the acoustic beam will be contained in a
band of frequencies about a cerirol carrier frequency, f,. From spatial samp~
ling considerations, the acoustic heam can bc—‘(:onsidercd to be composed of
contiguous segments of length A /2 ¢/2f,, where ¢ is the acoustic propagation
velocity, f, 1% the largest frequency by which the carrier is modulated, and
f, <f,. Each of these segments will interact with that portion of the incident
light beam which it intercepts, 11 the incident light beam intercepts a length
A‘/Z of the acoustic beam, then there is only one tap on the delay line, and the
output of that tap will simply In-‘ modulated in time as the acoustic waves propa-

gate by. If the incident light bewn intercepts a length larger than A,/2, then

each of several contiguous seginonis of the acoustic beam will interact separately

f
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with that portion of the incident light beam which it intercepts, so that several
contiguous optoacoustic taps result, each of which can be separately weighted in

amplitude, phase, or polarization.

If the acoustic beam is a bulk wave propagating in a liquid or a solid, the
delay experienced by any given light ray traveling through the acoustic beam will
depend on the degree to which the density along its path has been increased or
decreased by the alternating compressions and rarefactions of the acoustic beam.
Not only will the delay along the optical path be alternately increased and decreased
by such action, but also will the ray be refracted or polarized by the acoustic
medium, resulting in both phase and amplitude corrugations of the optical wave-
front. Such corrugations will generate spatial interference patterns similar to

those caused by a conventjonal diffraction grating.

A grating-like optical interference pattern can also be generated using acous-
tic surface waves. Such waves can change optical path delay in a manner analogous
to the bulk wave interaction just described [68], and they can also be used to frus-
trate the total internal reflection of a light beam at a solid-air interface. For the
latter effect, a second solid is placed adjacent to the first, and the surface wave is
propagated on either of the two adjacent surfaces so that a maximum frustration
occurs at the crests of the wave, and a minimum frustration occurs at its troughs.
This gives rise to a reflected and a transmitted light beam both of which are

modulated in amplitude across their widths.

In many cases of interest only the light diffracted into the first order lobe(s)

is important, and the light in other orders, including the zeroth order, can be
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neglected or can be eliminated by means of spatial filters or polarization analy-
zers. In general, the rays diffracted into the first order lobe will travel at some
angle relative to the acoustic wavefronts and thus will have the possibility of over-
lapping with rays being diffracted by an optical tap contiguous to the one in which
the ray originated. The proportion of overlapping rays decrecases as the width,d,
of the acoustic beam is decreased, or as the maximum modulation frequency f,

is decreased. For acoustic bulk waves, decreasing the acoustic beam width will
usually cause a decrease in the amount of light diffracted, and decreasing f;

reduces the bandwidth, so that a tradeoff between acoustic beam width, band-
width, and signal-to-noise ratio may be required. Large fractional bandwidths
|

on the order of 50-~1007 are not, in fact, possible when d >> A%/X, where A, = ¢/f,,

and ) is the optical wavelength (this is the region where Bragg diffraction domi=-
nates Raman~Nath diffraction [69]). The interaction of light with surface waves
is inherently broadband, since for surface waves, the transverse dimension d is

of the order of A.

An optical system can be regarded as a two-dimensional analog of an elec-
trical system, with the input and output planes of the optical system correspond-
ing to the input and output ports of the electrical system. It is known that the
optical counterparts of various electrical filtering operations (e.g., low pass,
high pass, band pass, band stop, differentiation, integration) can be performed
by means of lenses and apertures [70].  The information to be filtered is presented

at the input plane as a transmission or reflection function with an arbitrary distri=

bution of amplitude, phase and polarization, and the input plane is illuminated




with coherent, monochromatic light. Spatial multiplication occurs when a second
transmission or reflection function is placed either in the same plane as that
occupied by the first function, or at an image of that plane. An optical multiplier

based on these principles is illustrated in Fig. 14.

When the transmission function moves acr~ss the input plane, then the result-
ing distribution in the output plane will correspondingly change in time in a man-
ner depending upon the intervening optical system. If the intervening optical
system serves to spatially multiply the input transmission function by a second
transmission function (the weighting function), then the resulting spatial product
is equivalent to a weighted tapping of the input transmission function. Optical

integration of this weighted tapping forms an optical transversal filter.

If the optical integration is astigmatic so that it integrates this product only
along the direction of motion, then a multiplicity of simultaneous {ransversal
filters can be formed. In particular, if the input plane is divided into a number
of strips parallel to the direction of motion, then each strip and its corresponding

output can be independent of all other strips and outputs.

An example of an optical transversal filter is a film strip moving along an
axis in the input plane. Unfortunately, film processing delays and slow film
movement make this form of optical filter too slow for high-speed real-time
signal processing. High-speced and real-time capability, however, are available
in ultrasonic delay lines in which light interacts photoelastically with the acoustic

waves in an optically~transparent medium. Although ultrasonic delay lines do not
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have the high two~dimensional information storage capability of film, a large
number of them can be used side-by-side, filling up the whole input plane, to

partially offset this loss.

Figure 15 shows two examples of such an optoacoustic filter in which the
electrical signal of interest has been transfornicd into an acoustic signal to be
interrogated by the light beam from the left. The modulated light beam is then
weighted by (or compared to) a reference function as represented by a transpar-
ency or phase plate or coded polarization sheet (Fig. 15a), or by another ultra-
sonic signal in a second delay line (Fig. 15b), and finally inlegrated and presented
at the output of a light detector. This second representation illustrates the ability
of the optoacoustic filter to program the reference function in real time. The
positions of the signal and reference planes can be interchanged, but their separa-
tion (or the separation between one plane and the image of the other) must be small

enough to prevent diffraction overlap of adjacent optical information cells.

In Fig. 16 is the diagram of a device utilizing two acoustic cells oriented to
take advantage of Bragg-angle incidence of the optical beams. One cell is placed
in juxtaposition to the other cell (or its image) to re~diffract the first-order lobe
transmitted through the polarizer P;. When the two acoustic signals are matched,
the net phase change of any light ray undérgoing the double diffraction is constant,
regardless of the acoustic frequéncy, so that the wave passing through P, is plane.
When the signals are not matched, the optical wavefront passing through P, may

be a plane wave of lesser intensity, a plane wave in a different direction, or a
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non-plane wave, so that (he intensity at the focal point of the lens is below the

maximum given by matchod gignals. A slightly Doppler-shifted version of the

reference signal will prodoce an output plane wave which will focus to a different

point in the focal planc ¢! the lens. If the polarizers P, and P, are deleted, some
other means (c.g., spatiz! filtering, or optical heterodyning) must be used to
separate the twice diffy .« od beam from the zero-order(undiffracted) light
collinear to it. Squire ond Alsup [18] have constructed a device of this type
which can operate at a lroquency of 1 GHz with 50% bandwidth and a TW product

of 102,

A modification of thc two-cell Bragg filter deseribed above is presently under

DO

investigation and providce: o simple means of separating the undiffracted light from
the signal-carrying difl:ccfed light.  The two configurations being investigated are

shown in Fig. 17. In tho ficst, the two cells are placed so that the axes of acoustic

propagation are oriented of the angle 0 ~ ¢, where 0 is the Bragg angle for a

carrier frequency f;, and ¢ is the Bragg angle for a carrier frequency f;. In either
configuration, the bears of light which is diffracted by an unmodulated carrier f;

in the first cell will be incident at the appropriate angle to be rediffracted by an
unmodulated carrier f, in the sccond cell in the direction specified by the Bragg "
conditions for the two cclls. Turthermore, an unmodulated carrier frequency

f, + Af in the first ccll will diffract a Bragg beam which will be rediffracted by

an unmodulated carvicr froquency f, 4+ Af in the second cell into the same divec=

tion indicated above for ficquencies f; and f; the plus sign is appropriate to

Fig. 17a, and the minus to IPig. 17b.  In both cases, the twice=diffracted light
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emerges in a direction not collinear with the incident light (except when 6 is equal

to ¢ in the first configuration), so that the undiffracted light can be removed by
spatial filtering in the focal plane of the integrating lens.
If one of the acoustic cells in the preceding example is replaced by a fixed
phase or amplitude grating designed to represent the signal to be matched, then
a device results such as that shown in Fig. 18 [71], where the loss of versatility
provided by an alterable weighting function has been offset by a gain in light signal
intensity.
A single acoustic cell can act as a Fresnel lens while maintaining a unique
Bragg diffraction geometry when the signal to be processed is a linear FM sweep,
or “chirp" {72], [73]. As diagrammed in Fig. 19, this configuration satisfiesAthe

Bragg diffraction condition simultaneously for all frequencies in the acoustic

beam at only one instant of time, and it is at that instant that the acoustic beam

focuses the diffracted portion of the diverging input light to a single point without

the use of auxiliary lenses. An alternative form of this technique uses a col-
limated incident light beam and anisotropic polarization rotation of the focused
diffracted beam [74]. It should be possible to achieve bandwidths and TW products
in this type of filter comparable to those given in the two previous examples.
The frustrated total internal reflection by means of surface waves, described

earlier, is utilized in the filter shown in Fig. 20 [75]. The beam diffracted from

the first surface wave is spatially-filtered within an afocal lens system which

images the first surface wave upon the second surface wave. The twice-modulated

light is gathered by a lens to a point at which is placed a photodetector, whose
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output represents the correlation, or convolution of the two acoustic signals
propagating as surface waves. Like the first Bragg device described, this filter
has the capability of an alterable weighting function, but its bandwidth limitations
are governed by realizable carrier frequencies, instead of beam width. Such a
filter should have performance characteristics comparable to those of the surface-

wave filters described earlier.
CONCLUSIONS

Linear transversal filters are ideal for the implementation of filters for
processing complicated signals with large time-bandwidth products, because of
the simplicity of the synthesis procedure for the transversal filter. Althougﬁ the
implementations described in this paper as well as other existing UTFs provide
herctofore unavailable signal processing capability, there are important immedi-
ate applications for which greater capacity is required. Microwave acoustic tech-
nology, which has provided the basis for many of implementations given here,
also shows great promise for the implementation of filters to meet present and
future advanced requirements. Because of the close relationship between the
theories and techniques employed in the fields of acoustic microwaves and electro-
magnetic microwaves, increased collaboration among the workers in these two

fields will make significant contributions in the development of these advanced

devices.
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