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1. Introduction

The main problem of sound ranging is to determine the location of a
sound source by examining the signals received at an array of microphones.

For example consider the two dimensional problem with a sound source on the

same plane as a linear array of six microphones as in Figure 1.

,ﬂ Sound Source

< ~
///// / \' N\ o
Pl A8 B TRl
\ S / \ L
- / ~
il: =5 H\~ ——z /h £2 Microphones
\
6\ M\ M My €, A

Figure 1. Linear Array Sound Ranging
The sound wave travels outward from the source having roughly a spherical
wavefront. The time the wave takes to reach each microphone depends upon
the temperature, atmosphere, wind profile and distance between the source
and the microphone as well as the terrain if the array were positioned on

the ground. In Figure 2 an example of the signals from the outputs of the

configuration in Figure 1 for a transient source are given. These signals
are typical of those received from a Howitzer or explosion excluding any 1

ballistic waves.
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Figure 2. Microphone Signals
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Most existing sound ranging solutions, for example Field Manual [1],
Miller-Engebos [ 2 ], and Bangs-Schultheiss [ 3], use the time differences
between the sound bursts and the existing temperature and wind information
at the microphone sites as critical information. It is thought that better
estimates of the time differences between bursts will provide better esti-
mates of the source's location. Many existing techniques determine the
time difference by first selecting individual "break points" on each of
the microphone signals and then subtracting to obtain the time differences.
Some of the methods used to determine these break points are;first inflec-
tion from the noise baseline, first maximum after inflection or first zero
cross over after inflection. 1In contrast to these methods the general
approach presented in this paper is one of estimation of time differences
between signals by using the normalized cross correlation functions between
filtered versions of the signals. 1In this way the entire structure of the
signals is wused rather than a sometimes vague ''break-point'" and error caused
by noise can be minimized. After these time differences have been obtained
the location of the sound source can be determined by any of the existing

algorithms, some of which are compared in Engebos and Miller [4].

II. Mathematical Model

In order to estimate the time differences a mathematical frame work
must be established.

The general model to be used in this paper is shown in Figure 3. The
sound source is assumed to generate a compression wave that is de-
fined as p(t). As the wave travels through the atmosphere or along or

through the ground it is changed as if it has passed through a filter




of some kind. Although in general this filtering action is time varying
and distributive we will assume a linear time invariant filter with fre-

quency response Ai(w) followed by a time delay t The subscript indicates

i
filtering of the wave before it reaches the iCh microphone. Each micro-
phone itself has a frequency response Mi(w). The microphones when positioned
sufficiently far apart each receive independent background noise, wind noise,
and other extraneous noise.

It is assumed that these noise sources can be collectively modeled as
wide sense stationary independent random processes ni(t) with power spectral

densities ¢1i(w)' The basic problem then is to estimate the times t; after

receiving the signals xi(t): i=1,2,...,6 over the time interval from :r to tf.

Wind and
Atmosphere  Delay background Microphones
n, (t)
Recorder
A, (W) i M (W) e x (1)
s tl 1 1
n, (t)
Delay
SICT B i —.é—« Bl oo
n,(t)
Delay : M. (w)
A, (w) > ____-,< E}---u W ey
Source 3 t, 3 x3(t)
p(t) o= na(t)
Aa(w) Delay + ‘Ml‘(w) | xl‘(t)
t4
f ng (t)
Delay
n6(t)
Ag (W) Spelay 5 M6(w)
t6
Figure 3. General Model
5
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The general model can be simplified to that shown in Figure 4 if we
assume:
(1) Ai(w) = QiA(w), that is we have identical filtering in all paths
but a different attenuation oy due to the distance traveled from the
source to each microphone. :
(2) Mi(w) = M(w), that is all microphcnes have the same frequency response.
(3) ni(t) A ni(t) * m(t) represents the background noise ni(t) reflected
through the microphone where m(t) is the impulsive response of the micro-
phones and * means convolution in the time domain.
(4) q(t) A p(t) * a(t) * m(t) represents the undelayed signal version in-
cluding the filtering action of the atmosphere and microphone. The a(t)

is the impulsive response of this filtering action, i.e., a(t) =7—1[A(m)].

nl(t)
Delay t Q . »

1 1 —*(f)——- xl(t) (xlq(t t1)+nl(t)
(t)

Delay t2 + az nz xz(t)=a2q(t—t2)+n2(t)
3(t)

Delay t:3 0.3 r—.én-Tt—)- x3(t)=a3q(t—t3)+n3(t)

q(t) =™ 4

Delay t, _.é__. xa(t)=a4q(t—t4)+n4(t)
ns(t)

Delay tS —065-—‘ xs(t)=a5q(t-t5)+n5(t)
n, (t)

Delay te —q(-bf’— x6(t)=a6q(t-—t6)+n6(t)

Figure 4.

Simplified Model

For any two of the signals xi(t), xj(t) where i # j, and the following

definitions for s(t), B

and T

ij
s(t) g a;q (e-t)), Bij L ;;—, T 2 £ty (1)
we have
x,(t) = s(t) + n;(t) (2)
xj(t) = B, j) + ny(t)
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The problem now becomes the estimation of T, from the received sig-

ij

nals xi(t) and x,(t). This simplified model will be used as the basic

3

model for the paper. Hannan and Thompson [ 5] have developed a maximum likeli-
hood estimator for T and Knapp and Carter [6] present several other estima-
tor forms for various performance characteristics. The basic structure of
these estimators has been shown to be a combinaticn of prefiltering and cross-
correlation as given in Figure 5. The time argument %ij at which the cor-

1§ and Yij for all 1
and j thus determined can then be used in any of the existing algorithms to

relator reaches a maximum Yij is the delay constant. The T

estimate the location cf the sound source.

| | Filter
2 ety G

ij

[ W

Variable

Delay/r’

Filter
x,(t) &1 H,(w
5® | , (30

|

|

|

|

: |
Prefilters|
| |
| |

Figure 5. Structure of Estimator for a Pair of Signals

The prefilters are determined by the type of estimator used and assump-
tions on the noise source and sound sourcej examples are given by Carter and
Knapp [ 6]. In the usual case the actual frequency content of the signals
may be unknown as well as the constants oy and the noise power spectral
densitiec. Forms of filters Hl(jw) and Hz(jw) might then be formed using on
line estimates of these parameters. Estimates of the noise spectral densities
of each signal can be easily obtained prior to the signal epoch if enough
lead time is given by using an FFT algorithm. This noise energy level together

with the signal pulse noise energy could be used to estimate o and a filter

Hl(jw) and Hz(jw) formed from these estimates.
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III. Proposed Method

From the six microphone signals the location of a sound source is

desired. The method proposed for determining the sound source location is

a digital processor composed of two basic parts. The purpose of the first

is to estimate the appropriate time differences between the arrival of sound
source signals, while the purpose of the second is to use these estimates

to obtain an estimate of the source location. The first section is the main

subject of this report while details of the implementation of the second on

a desk computer (HP 9825) are given by Miller and Engebos [ 7 ].
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X (t)-——'—

1 . |

(t) ‘T1me Range
g Differences i=i and |
x3(t)——————‘Estimator A o Bearing —1——- Range

bx Bk % :

xa(t) ij j=1,2,...,6#iy) Calculator| ! Bearing
g el |
x6(t)'—‘ |

Figure 6. Digital Processor Structure

The time differences estimator used is a combination of optimal estima-
tor structures (Figure 5) for all possible pairs of signals followed by selec-
The over-

tion of one of the signals as a reference (call it io o P A S

all structure of the time differences estimator is given in Figure 7 and the

details are presented in the following section.
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IV. Time Difference Estimator

The time difference estimator can be broken into three subsections ;(A)
Estimation of rough time differences and measure of correiation for all pairs
of signals (B) Elimination of unreliable time difference information (C) Re-
adjustment of time difference estimates for overall best fit. The details
of each of these subsections follow.

A. Rough Estimation of Time Differences

Each of the received signals xi(t) has been received over the time in-
terval tr to tf. In many cases the signal duration that is being searched
for is a small percentage of this total interval. The structure shown in

Figure 5 could be used throughout the interval f{rom t, tot but the actual

f
correlation done, either direct or with the Fast Fourier Transform,may take
an exorbitant amount of time. Since the signal to be located is a transient
type it is more efficient to determine rough starting times for the source
signals by using an energy detector and then use the cross correlation as

a vernier. The overall block diagram for the estimation of rough arrival

times ti is given in Figure 8.

N




t+T :
2 [ w (t'El) B
xi(t) 0] (©dt Max S
¢ tor all t
(ertf-tw)
? Figure 8. Rough Starting Time Estimator
‘ The signal xl(t) or the output of Filter Fl from xl(t) is first

squared then integrated over a sliding window of length Tw beginning

at t and ending at t+lw where t is varied from tr to tf-Tw. The 'l‘w

{s selected to be approximately the same length as the s(t) expected.
The energy detector can be operating on the data in real time and

the time at which a maximum is reached gives a rough estimate ti

of the relative time of arrival of the signal we are looking for at

T e

each of the microphones.

e SN

Operating on all of the six signals in this fashion produces a set

~ ~ ~

q of rough arrival times ts t2.....th. In this way we can narrow the
% cross correlation operation window and reduce the calculation time

: for estimating the rough time differences. The normalized cross cor-
% relatifon for a pair of signals xl(t) and xJ(t) i{s then given by

4+ &1
tl .')lw/(o

|

wlj(l) - xx(‘) xj(t+1)dt/ /EiEJ 3)
" £ 302
t,-T. /4 . W

‘re F - b &
i W where hi xi”(t)dt
e Tw/2
E
The total time of the integration {s selected as 3/2 Tw. This makes

sure the entire signal will be within the cross correlation window

provided the time of arrival is roughly guessed to within one quarter

of {ts duration in efther direction.

10
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1f tj t1 then T is varied from t, tJ Tw/2 to t, tj Tw/Z while if

tj>Ei, T is varied from Ej-Ei - Tw/2 to Ej-zi-+Tw/2.The value %ij for
which Yij(r) reaches its maximum Yij is a rough estimate of the time
difference between the signals xi(t) and xj(t), while the Yij gives
a measure of the correlation between the signals. The YiJ(T) can be
computed directly by time integration for various values of T or by
the use of the FFT.
B. Elimination of Unrealiable Time Difference Information

In some cases there may be very weak correlation between the sig-
nals x‘(t) and xj(t). This weak correlation could be caused by sig-
nal s(t) being very small compared to the additive noise or by the
fact that s(t) has been severely distorted in transmission shedding
doubt on the simplified model of Figure 4. In either
case the rough time difference estimate is inaccurate, sometimes to the
point of being totally unreliable. If these unreliable time differences
were used in the final refinement or readjustment explained in part C,
severe errors in the refinement may result and consequently be the
cause of large errors in the desired range and bearing estimates.

If Yij is small compared to one it means that the signals xi(t)
and xj(t) are weakly linearly related and the time difference ;ij is
unreliable while if Yij is approximately one, the signals are strongly
linearly related and the time difference estimate is reliable. Define
a threshold TO in such a way that Yij < TO would imply the time dif-

ference estimate is unreliable and Yijz T0 implies a reliable estimate.

In this way a signal xi(t), i=1,2,..,6 for which y,, <T. for all j=1,2,...6

ij o0
would be eliminated from consideration. If yij<'r0 for just some j's,
but not all of them, those Tij's should be eliminated from consideration

but not the entire signal.

11
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C. Readjustment of Time Difference Estimates

After the unrealiable time differences have been eliminated a best
overall fit may be obtained by a least square procedure. The following
presentation is for when none are eliminated. If elimination occurs, a

renumbering must take place. By selecting one of the signals, say xl(t)

as a reference (if another is chosen simply renumber) the time difference

of signal xi(t) relative to xl(t) for 1 = 2,3,...,6 can be calculated as

(see appendix for derivation)
5 1

Gy =G 1T+ Ty = Ty = Toy = Tag = Tayl

E . [T+T,,+T1 - - T - Tl

3 6 13 23 34 35 36

. A kT, AT KR e %] (5)
4 6 14 24 34 45 46

E e | [T+T,.,+T + T, + T R e

5 6 15 25 35 45 56

E ¥ [T+1T,, +7 +T., +1,, + 1.1

6 6 16 26 36 46 56

where

T=r1 + T + T T T (6)

12 13 14 15 16

The reference signal xR(t) chosen should be the one for which the

sum of the YRj for all j#R is a maximum. If some of the data is un-

0

If we go ahead and use this un-

reliable we may proceed as follows. Suppose YIj is less than T, thus

giving rise to an unreliable T

i

reliable estimation of the above formulas we adversely affect our esti-
mates. Nonetheless we must still substitute something intc equations

for 1..,. If we can find a k such that Y1k and ij3>T then replace

1j

TIJ in formulas (€) by

0

% =T + T (7)

1 TR
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If no such k is available then a least squares method can be used
only with the times available yielding formulas different from
equations (5).
V. Conclusions

A model for the sound ranging problem has been formulated and
simplified. A procedure has been presented for obtaining more ac-
curate timing information from the received microphone signils. The
procedure described consisted of four basic parts:(l) a pre filtering
operation, (2) a pair by pair correlation, (3) an elimination of in-
accurate data, and (4) an overall least square time fit.

The overall procedure appedars to be feasible for operation but
not in real time. Even not operating in real time, the procedure
could be implemented at least an order of magnitude faster than the
present technique. Also, operation in an interactive mode would greatly
minimize the possibility of presenting erroneous timing information. The
prefiltering operation, elimination of inaccurate data and least square
time fit parts can be easily implemented almost in real time. The most
time consuming operation is the pair by pair correlation; for example,
with six recorded signals we must evaluate fifteen different cross cor-
relations. These correlations would probably be best done by using the
product of Fourier Transforms and the inverse transform. Existing soft-
ware and hardware could be used in a parallel structure to accomplish
these cross correlations efficiently, thus making the overall procedure

feasible in a practical sense.

13
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APPENDIX A: Refinement of time differences estimates

The problem discussed in this appendix is that of trying to obtain

the best possible time difference estimates for a collection of time sig-

nals {sl(t), sz(t),...,sN(t)}. Using sl(t) as a reference we wish to select

times t,,t4,...,ty such that the signals {sl(t),sz(t-tz),...,sN(t-tN)} provide

the best collective correlation where best will be defined in terms of mini-

mizing a performance measure e.

The general approach to this problem will be to find the Tij's that

maximize the cross correlation function for all pairs of signals si(t) and

sj(t) and use these to determine the ti's. The cross correlation function

Rij(r) for signals si(t) and s, (t) is given by

3

Rij(r) = J si(t)sj(t-T)dt. (A-1)

Let Tij be the value of T for which RiJ(T) is a maximum. This specifies a

2t Tyer,

Now consider the set of such time values T!, for the following set of signals

1j

set of time values {112,113,...,TlN,123,124,...,T

si(t) = sl(t)

si(t) = si(t-ti) I =& 2ol (A=2)

The performance measure e that is desired to be minimized is defined by

o fat 33 - 5 23
¢ () ¢ (113)7 + oo+ (1

+ (153)2 * ver B (réN)z (A-3)

+ (1 2

N-l pN)

15




where the Tij's are the values of T that maximize ﬁf}(r) given by
R (1) = s, (t)s! (t-T)dt. (A=4)
ij i h|
- 00
The Tij's that maximize Ri;)(T) given in A-4 can be found in terms of the
tij's and Tij's by rewriting (A-4) in terms of (A-1). From (A-2) we can write
(A-4) evaluated at Tij as
[+ o]
Rzt ) = | s, (e-t,)s(t-t -7 )de (A-5)
£y~ ij £ & 313
- 00
By letting t - ti = a in (A-5) and using (A-1) we have
[+ o]
R(lkr' ) = s, (a)s(a-(t!,+t -t ))da (A-6)
ij 4 i 15773 4
- 00
= ' -
Rij(Tij + :j ti)
Since Tij maximizes Rij(r) we easily see that
& ' + - ' = - A-7)
TU Tij tj ty oF Tiy = Tyy + (ti :j) (
Substituting these values into (A-3) yields the following
2 2 2
e (le-tz) + (113 tJ) + ...+ (TlN-tN)
. 2
+ (123-(t2—t3)) * can B (TZN-(tz-tN)) (A-8)
2

* ey Wyt

16
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A necessary and in this case sufficient condition, since e is convex,

is that
2 .0 1=23,....N (A-9)
t
i
Taking the partial of e with respect to the ti and simplifying gives
- -1 - - - -
a, 5 R AR Wt 4 SRR | ['tz {h
ay -1 (N-1) -1 e -1 t3 t3
e B ; T’ | ] e
-1 -1 | (N-1) t t
-GN-‘ - - -N-j bNd
where
W W R%yy = Ty = Tag = »<o = 2

37 (T3 + Tp3 = Ty =Tgg = «o0 = T4yl

O = [Ty + Ton * Tyopnd

To solve for the ti's of (A-10) we simply need to

+

find the inverse of the coefficient matrix AN-l' It can be easily shown

that -
IR T et
A _ 1 h A SR (R « &
An-1 N (A-11)
: 1 ’ 1 ZJ
thus giving the t1 vector that minimizes e as
[c, [,
t Qa
o S 3 (A-12)
: w1 |
N *N
. - o L




For the six microphone case the t i's can easily be found as.

g, =g lT+ Tan < Tag = Ve~ g T Tl
By gIEs L F T, - Yo~ Va5 T Yag
%" % PO Tye * Yo ¥ a0 Y5~ Vgl
s % T Ty * gy Ty * 15~ Byl
te = %[T+1’16+126+136+146+156]
where
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