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I. Introduction

The main problem of sound ranging is to determine the location of a

sound source by examining the signals received at an array of microphones.

For example consider the two dimensional problem with a sound source on the

same plane as a linear array of six microphones as in Figure 1.

~~ Sound Source

— ,  / I S— ,- ‘ \ ~~,‘

/ / \
\ _.~~~~~\ 

,
/

\ / \ / s.._ /
~~

~~~~~ ~~~~~ Microphones
M6~ M5\ M4 M3 -~~ M2

Figure 1. Linear Array Sound Ranging

The sound wave travels outward from the source having roughly a spherical

wavefront. The time the wave takes to reach each microphone depends upon

the temperature , atmosphere, wind profile and distance between the source

and the microphone as well as the terrain if the array were positioned on

the ground. In Figure 2 an example of the signals from the outputs of the

• configuration in Figure 1 for a transient source are given. These signals

are typical of those received from a Howitzer or explosion excluding any

• ballistic waves.

MIC 1 —

• MIC 2 — - -  —. ____________________________

‘uc3 ~~~~~~~~~~~~ — — — —

• f tC4 
__JI~J~IJ~f~i. ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ — —~~~~~_

ftC 5 ~~~~~~~~~~ - 
—

MIC 6 tA J\J
tt~JL~~~_ 

- —-

Figure 2. Microphone Signals
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Most existing sound ranging solutions, for example Field Manual [1],

Miller—Engebos [ 2 ] ,  and Bangs—Schulthejss [ 3 ), use the time differences
between the sound bursts and the existing temperature and wind Information

at the microphone sites as critical information . It is thought that better

estimates of the time differences between bursts will provide bettt~r esti-

mates of the source ’s location. Many existing techniques determine the

time difference by first selecting individual “break points” on each of

the microphone signals and then subtracting to obtain the time differences.

Some of the methods used to determine these break points are :first inflec—

tion from the noise baseline , first maximum after inflection, or first zero

cross over after inflection. In contrast to these methods the general

approach presented in this paper is one of estimation of time differences

between signals by using the normalized cross correlation functions between

filtered versions of the signals. In this way the entire structure of the

signals Is used rather than a sometimes vague “break—point ’~ and error caused

by noise can be minimized . After these time differences have been obtained

the location of the sound source can be determined by any of the existing

algorithms, some of which are compared in Engebos and Miller [4 ) .

II. Mathematical Model

In order to estimate the time differences a mathematical frame work

must be established.

• The general model to be used in this paper is shown in Figure 3. The

sound source is assumed to generate a compression wave that is de—

fined as p(t). As the wave travels through the atmosphere or along or

through the ground it is changed as if it has passed through a filter 

• • . ~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~
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H of some kind . Although in general this filtering action is time varying

and distributive we will assume a linear time invariant filter with fre—

quency response A
i(u) followed by a time delay t~~. The subscript indicates

filtering of the wave before it reaches the i
th 

microphone . Each micro—

phone itself has a frequency response Mi(w). The microphones when positioned

suffic iently far apart each receive independent background noise, wind noise,

and other extraneous noise.

It is assumed that these noise sources can be collectively modeled as

wide sense stationary independent random processes n.(t)  with power spectral

densities ~~1 (w). The basic problem then is to estimate the times t~ after

receiving the signals xi(t): i~1,2.. .,6 over the time interval from ‘r to tf~

• Wind and
Atmosphere Delay background Microphones

~~~~~~ (t)4 1 Recorder

,.J A1(w)~ ~
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~~~~~~~~~~~~ 
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Figure 3. General Model
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The general model can be simplified to that shown in Figure 4 if we

assume:

(1) A1(~) 
= 

~i
A(
~

) ,  that is we have identical filtering in all paths

but a different attenuation c&.~ due to the distance traveled from the

source to each microphone .

(2) M
1(w) M(w), that is all microphones have the same frequency response.

~~ ~~~~ ~ ~~~~ 
* m(t) represents the background noise ri. (t) reflected

through the microphone where m(t) is the impulsive response of the micro—

phones and * means convolution in the time domain .

(4) q(t) t~ p(t) * a(t) * m(t) represents the undelayed signal version in-

cluding the filtering action of the atmosphere and microphone. The a(t)

is the impulsive response of this filtering action , i.e., a(t) =
~~~ E A ( w ) 1 .

__________ _____ 

n
1
(t)

~~Delay t
1 “el I ~ ~x1

(t)=n
1
q(t-t

1
)+n

1
(t)

~[Delay t
2 J ~j ~ ~ 

~~~~~~~~~~~~~ (t )  
x2(t)=~2q(t-t2)+n2

(t)

Delay t
3 

ci
3 

~~~ 
x
3
(t)=c~3

q(t-t
3
)+n

3
(t)

q(t)~~~~ _____ 4

~~Delay ~ F H ~~ , x4
(t) c~4q(t-t4

)+n
4(t) 

_ _ _  
n (t)

1{Delay t
5 I ~I ~ 1 ‘E

~~~ 
x5(t)=cz5q(t-t 5

)+n
5
(t)

_________ ____ n ( t )

~J~ De1ay t
6 I 4ct6 I ~~~~~~~~~~~~ x6 (t ) = cz6q (t -t 6)+n 6 ( t )

Figure 4. Simplified Model

For any two of the signals xi(t), x1
(t) where i # j, and the following

definitions for s(t), B
11 

and 1
1.1

s(t) ~~~~ 
(t - t

1
) ,  ~~~~~~ (1)

we have
— s(t) + f i (t) (2)

x
1
(t) - B11 

s(t_t
ij

) + n
1
(t)

6
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The problem now becomes the estimation of from the received sig—

nals x
1
(t) and x

1
(t). This simplified model will be used as the basic

model for the paper. Hannan and Thompson [ 5] have developed a maximum likeli—
-
~~ 

. hood estimator for T and Knapp and Carter [6] present several other estima—

tor forms for various performance characteristics. The basic structure of

these estimators has been shown to be a combination of prefiltering and cross—

correlation as given in Figure 5. The time argument T
11 

at which the cor—

relator reaches a maximum is the delay constant. The and for all i

and j thus determined can then be used in any of the existing algorithms to

estimate the location of the sound source.

— —
I _ _ _ _ _ _ _ _  

I
Filter Correlator I

- • 
~~~ H (jw) 

_ _ _  _ _ _  _ _ _  
I(t) 

~Jre~iiterft~ ~ ~,)2 J Max

4 I Filter Ivariable _ _ _ _ _ _  

0 
_ _ _ _ _ _  I

x~ (t)~~ 

L~~~JL~E ’1____~~~___ J
Figure 5. Structure of Estimator for a Pair of Signals

The prefilters are determined by the type of estimator used and assump-

tions on the noise source and sound source; examples are given by Carter and

Knapp [ 6]. In the usual case the actual frequency content of the signals

may be unknown as well as the constants and the noise power spectral

densities. Forms of filters H
1
(Jw) and H2(Jw) might then be formed using on

line estimates of these parameters. Estimates of the noise spectral densities

of each signal can be easily obtained prior to the signal epoch if enough

lead time is given by using an FFT algorithm . This “oise energy level together

with the signal pulse noise energy could be used to estimate ci. and a filter

H
1
(jw) and H

2
(jw) formed from these estimates.

• 7
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I I I .  Proposed Method

From the  six microphone signals the location of a sound source is

desired. The method proposed for determining the sou’td source l o c . l t i o T l  is

a digital processor composed of two basic parts. The purpose of the first

is to estimate the appropriate time differences between the arrival of sound

source signa ls , while the purpose of the second is to use these estimates

to obtain an estimate of the source location. The first section is t he  main

subjec t of this report while details ot the  implementation of the second on

a desk computer ( H P  9825) are given by M iller and Engebos [7 ] .  

-~~~ x
1
(t)-

I Time Range
x ( t ) .  

_____________2 D i t t e r e n c e s  . .  and
x~~(t)- Estimator ~ 1

0 \\ Bearing Range
I ij j=l ,?,. . ., 6~~i Calc ula tor 

_____• Bearing

x5
(t )’ 1

/’

x
6(t)’ ____________ ___________- 

I 
J

Figure 6. Digital Processor Structure

The time differences estimator used is a combination of optimal estima—

tor structures (Figure 5) for all possible pairs of signals followed by selec—

tion of one of the signals as a reference (call it i
0 t [l ,

2 ,...,6]. The over—

all structure of the time differences estimator is given in Figure 7 and tb

details are presented in the following section .

8
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1 Same as
I Figure 5

4—i~~T23 fl .,. ’2~ ~~~~~~~~ •f—~L
T26 

_ _ _ _ _ _ _ _ _x 2 ( t ) ,,L L2TJ -~I’ ~~ Elimi na t ion
I J of inaccurati

• I information
J ThT J Lt  iThT~~~~

x
3
(t), )r ________ ~ ~ ~~~ ~“ Selection of

I reference

X
4

( t ).J f~~~j~
T45 :cFP

T 46
Readjustment
of estimate

I x
6
(t~ ~~~~~~~

T
s~ 

(weighted 
1.

X 5 ( t ) , ,i h—’ least square j=],2,... ~
Figure 7. Time Difference Estimator 

______________

IV. Time Difference Estimator

• The time difference estimator can be broken into three subsections:(A)

Estimation of rough time differences and measure of correlation for all pairs

of signals (B) El imi nat ion of unrel iable  time d i f f e r e n c e  i n f o r m a t i o n  (C) Re—

adjustme nt of t ime d i f f e r e n c e  est imates for  overal l  best f i t .  The d e t a i l s

o f each of these subsect ions fo l low .

A. Rough Est imat ion of Time D i f f e r e n c e s

Eac h of t he received signals xi(t) has been received over the t ime in—

terval t
r 

to t~~. In many cases the signal duration that is being searched

for is a small percentage of this total interval. The structure shown in

Figure 5 could be used throughout the interval from tr to t f but the actual

co rr elation done , e i ther  direct  or wi th  the Fast Fourier T r a n s for m , may take

an exorbitant  amount of t ime . Since the signal to be located is a t r ans i en t

type it is more efficient to determine rough starting times for the source

• signals by using an energy detector and then use the cross correlation as

a vernier. The overall block diagram for the estimation of rough arrival

times t is given 1~ Figure 8.I
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t
~

Tw J ( t , E )
x 1 (t )  

~
— 

~~~ ~s)dt F— ~ Max •t

b r  .tll t
( t , t i

...tw )

FI gure 8. Rough S t a r t  lug  Time’ Est luwtor

The ’ s I gna I x 1 (t ) or tin’ out put of F i l t e r  F f rom x 1 ( t )  is f I r st

squared then m t  ograteel ove r a s l i d i n g  window ot length T~ b e g i n n i ng

at t and end ing  a t+T
~ 

wh ore is varied I rom ~ r to t f _ l
w . The Tw

is selected to In’ :tpprox [mit t e I v the same’ I engt h as the s ( t ) expected.

The cue rgv d~’ t ~~~~
- t or can he’ opt’ rat I ng on the dat a In real t i m e  and

the t Inc at which •i max (mum Is rose hod gives a rough es t ima t e’ t

o t the re I at I ye time’ of a r r i vs 1 o I t he’ s I gus I we are looking  for  at

each 01 t hu  m i c r o p h o n e s .

Op era t in g on all of the  s i x  sig n a l s En t h i s  fa s h i o n  produces a set

of rough ar r  lvii i t imes t 
~~
, t ,, . . . ,t ~~. In t h i s  Wily we can narrow the

o ross c or r e l a t  (on opera tion window and reduce the calculation time

for  eat  [mat lug the’ rough t ime ’ d i f f e r e n c e s .  The normal I zed cross cor—

re lat [on tor a pair of s Ignit is  x
1 U) and x 1 

U) is then given by

-~~~~ t
’
~( + • i

~
i’
~

/4

~~t - ~~ ~ x
1
(t) x

1
(t+t )dt/ /E

1
E
J 

(3)

~i+ 3T~ /2
t — T /4 . -~I W where — 

x1
(t)dt

• £~— T
~

i2

The to ta l t Ime of the  in t e g r a t i o n  Is selec ted as 3/2 1’w This makes

sure the cut  I r e  s igna l  w I l  I he ’ w i t h i n  the  cross corre la t ion window

provided t he’ t Inc oI i ir r t v a  I La roughly  guessed to w i t h i n  one’ qua r t e r

of i t s  d u r i t  ion in e i t h e r  d i r ec t  [on .
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If ~ <~ then I is var ied from ~ —~ -T /2 to £ -~~ + T /2 while if
i i  i i  w i j  w

r is varied from I~ —~~ — Tw/2 to t j
_ t

i +T
~

I2. The value fqr

which y~~~(t) reaches its maximum is a rough estimate of the time

difference between the signals x1
(t) and x~(t)~ while the gives

a measure of the correlation between the signals. The Yij
(T) can be

computed directly by time integration for various values of T or by

the use of the FFT.

B. Elimination of TJnrealiable Time Difference Information

In some cases there may be very weak correlation between the sig—

nals x (t) and x~ (t). This weak correlation could be caused by sig-

nal s(t) being very small compared to the additive noise or by the

fac t that s(t) has been severely distorted in transmission shedding

doubt on the simplified model of Figure 4. In either

case the rough time difference estimate is inaccurate , sometimes to the

point of being totally unreliable. If these unreliable time differences

were used in the final refinement or readjustment explained in part C,

severe errors in the refinement may result and consequently be the

cause of large errors in the desired range and bearing estimates.

If is small compared to one it means that the signals xi(t)

and x~ (t) are weakly linearly related and the time difference ‘rj~ is

unreliable while if is approximately one, the signals are strongly

linearly related and the time difference estimate Is reliable. Define

-. 
- 

a threshold T
0 

in such a way tha t < T~ would imply the time dif—

- 
- 

ference estimate is unreliable and Y~~� T0 
implies a reliable estimate.

In this way a signal x (t), i~l,2,.. ,6 ~or which <T for all j=l,2,.. .6
A

would be eliminated from consideration . If Y1~<T0 for just some j’s,

but not all of them, those tfl ’s should be eliminated from consideration

but not the entire signal.
•11 
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C. Readjustment of Time Difference Estimates

After the unrealiable time differences have been eliminated a best

overall fit may be obtained by a least square procedure. The following

presentation is for when none are eliminated . If elimination occurs, a

renumbering must take place. By selecting one of the signals, say x
1
(t)

as a reference (if another is chosen simply renumber) the time difference

of signal x~ (t) relative to x1
(t) for I = 2,3,.. .,6 can be calculated as

(see appendix for derivation)

t
2 ~~ ET + 112 

- 123 - 124 125 126]

= [T + 1
13 

+ 123 - 134 - 135 - 136]

= [T + 114 + T 24 + T 34 
- 145 - 146]

[T + 115 + 125 + 1
35 

+ 145 - 156]

• 
= [T + 1

16 
+ 1

26 
+ T

36 
+ 1

46 
+ 1551

where

T 112 + 113 + 114 + L l5 + 116 (6)

The reference signal X
R 
(t) chosen should be the one for which the

sum of the 
~RJ 

for all j#R is a maximum. If some of the data is un—

reliable we may proceed as follows. Suppose is less than T
0 

thus

giving rise to an unreliable 
~Ij~ 

If we go ahead and use this tin—

• reliable estimation of the above formulas we adversely affect our esti—

mates. Nonethe less we must still substitute something into equations

• for If we can f ind a k such tha t 1Ik and Yjk >T
O 

then replace

in f ormulas (6) by

T
Ij 

— TIk + Tjk’ (7)

12
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If no such k is available then a least squares method can be used

only with the times available yielding formulas d i f ferent  from

equations (5).

V. Conclusions

A model for the sound ranging problem has been formulated and

simplif ted . A procedure has been presented f or obtaining more ac-

curate timing information from the received microphone signils. The

procedure described consisted of four basic parts:  (1) a pre f i l t e r ing

operation , (2) a pair by pair correlation , (3) an elimination of in-

accurate data , and (4) an overall least square time f i t .

The overall procedure appears to be feasible for operation but

not in real time . Even not operating in real t ime, the procedi~re

could be implemented at least an order of magnitude faster  than the

present technique . Also , operation in an interactive mode would greatly

minimize the possibil i ty of presenting erroneous timing information. The

pre f i l t e r ing  operat ion , elimination of inaccurate data and least square

time f i t  parts can be easily implemented almost in real time . The most

t ime consuming operation is the pair by pair correlation ; for example ,

with six recorded signals we must evaluate f i ft e e n  d i f f e r e n t  cross cot—

• relations . These correlations would probably be best done by using the

product of Fourier Transforms and the inverse transform . Existing so! t—

ware and hardware could be used in a parallel structure to accomplish

these cross correlations e f fi c i e n t l y ,  thus making the overall procedure

feasible in a practical sense.
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APPEND IX A: Refinement of time differences estimates

The problem discussed in this appendix is that of trying to obtain

4 the best possible t ime difference estimates for a collection of time sig-

nals {s
1(t ) ,  s2 ( t ) , . . .  ,sN

(t) }.  Using s1(t) as a reference we wish to select

times t 2 1 t 3~~ •~~
) tN such that the signals {s1(t) ,s2 (t—t 2) , .  .. 1 8~~(t ~•~t~~)} provide

I the best collective correlation where best will be defined in terms of mini-

mizing a performance measure e.

The general approach to this problem will be to find the 1~~~’s that

maximize the cross correlation function for all pairs of signals s1(t) and

s~ (t) and use these to determine the t~ ’s. The cross correlation function

Rij
(T) for signals s

1
(t) and s~ (t) is given by

R
ij
(T) = J s1(t ) s~~( t_ t ) dt .  (A-i)

Let ~~~~~ be the value of I for which R~~(T) is a maximum . This specifies a

4 set of time values {T12, 113,...,T1N,123,124,.. .~ T2N ,...,TN l N }

Now consider the set of such time values r ’ for the following set of signals

s~ (t) =

s~(t) = si (t —t i) 1 2 ,. .., N (A—2 )

The performance measure e that is desired to be minimized is defined by

e = (t~~
2
)
2 
+ (r~ 3) 2 + ... + (TIN )2

+ (r~
3
)
2 
+ + (1

N
)
2 

(A—3)

: 
+ (1

~_ l ,N
)
2
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where the Tj J ’ S are the values of I tha t maximize R~](T) given by

R~~~ (T) -
~~~~~ 

s~~( t ) s~~(t -T) d t .  (A-4)

The T
J~~
S that maximize R~~~ (T) given in A—4 can be found in terms of the

tj ~
’s and T~ J

’S by rewriting (A—4 ) in terms of (A—i ) .  From (A—2) we can wri te

(A—4) evaluated at ~~~ as

R~~~ (t~~ ) = J S i( t t j )s(t t1 111)dt (A-5)

By letting t - t~ a in (A— 5) and using (A—i) we have

R~~ (T~ 1
) J 8 ~~~~~

5 ( TIl +t
f

t
~~

)
~~~~ 

(A-6)

= R
i j  

(TI j  + t
1
-t i

)

Since T
i1 

maximizes Rij
(T) we easily see that

T~~ + t~ -t~ or TIj I
ii 

+ (t 1—t
1

) (A—i )

Substituting these values into (A— 3) yields the following

e - (T12—t2)
2 
+ (t13-t3)

2 + ... + (T iN
_t
N
)
2

+ (t 23-(t2-t3)) 2 + .~~~ . + (1 2N_ (t
2

_ t

N
)) 2 (A—8)

+ (r N .1,N+(t N_ 1_t
N ) )

2
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A necessary ~nd in this case sufficient condition , since e is èonvex ,

is that

I — 0 i — 2 , 3 , . .  ., N (A—9)

Taking the part ial  of e with  respec t to the t~ and simplifying gives

It (N-i) -1 -l ... ~l 
-

a3 — l (N— i) —i ... —l t
3

: — 

. : — A .
N~l : (A—b )

—l .:. — l (N— i) tN tN

where

a2 1112 
- T23 

- 124 
- - T2N ]

a3 = [1l3 + 123 
- T34~~~135 - - T3N J F

a
N [T

iN 
+ 12N + TN_l ,N]

To solve for the t~ ’s of (A—b ) we simply need to

find the inverse of the coefficient matr ix  AN I . It can be easily shown

that
2 1 1 . .  . 1

— 1 i 1 2 1 1  . . .l
AN 1  

— 

(A—il)

1 2

thus giving the t~ vector that minimizes e as

a2
t
3 

— A ’ (A—12)

‘1 tN a
N

I 
-
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For the six microphone case the t1’s can easily be found as.

- (T + 112 - 123 
- 124 125 

- 126 1

— [T + 1i3 + 123 134 - 135 
- 136 1

— [T + 114 + 124 + 134 
- 145 

- 146 ] (A—l3)

— [T + 115 ÷ 125 + 135 + 145 
- 156]

t
6 

- [T + 116 + 126 + 136 + 146 + T 56 ]

where

T — 1 12 + 113 + r 14 + r 15 + r 16

*US. GOVERNMENT PRINTING OFFICE 1979 677-O~~7/33
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