AD=A066 760 NAVY ELECTRONICS LAB SAN DIEGO CALIF F/6 20/1
APPLICATION OF COMPUTER TECHNIQUES TO THE PREDICTION OF UNDERWA==ETC(U)
1956 E R ANDERSON» M A PEDERSEN

UNCLASSIFIED

END

HTI
FILMEL




=~ DDC

-
&

™

» comet
2

e

Downgraded at 3-year

" Anderson and Pedersen intervals; Declassified
after 12 years.

s ;
1BV 2 ) 195

= MY Prolect -~

,APPLICATION OF,COMPUTER TECENIQUES T0 THE PREDICTION
OF JNDERWATER SOUND PROPAGATION ,

s

/O ) E. R./Anderson s M. A.[Pedersen
. S. Navy Elec 3 oTy S | ¥
San Diego, California 4 ! ..'- L
The elGesentuse of twe Navy's "‘U‘e"s'%'.qf S:’:i:?l &

R A RS

L In recent years the U, S. Navy has SRSESE into operational

/ use increasingly complex sonar systems. Thekuus dent ugse of these

Asystems depends on & detailed knowledge of &
acoustic energy contained in the underwater;

they employ. Once the behavior of the acoy

c then operational prediction in terms of
(pgmmenL_‘ge_cgg%grﬁggeible. N
O  Trteqngte g S = o, g 3
At NEL a great deal of research g i been devoted to

obtainingian objective understanding of the} K¢ the propaga- _ :
} the surface ! Wod

tion of acoustic energy in the convergence zone &
& $
bre and more effort ! S

1 hannel pathsjy ; As this understanding has grown . :
w 7 has been ed to the prediction of intensity Yields.y Since the i b NS
o

propagation of energy in the convergence zone and surface channel .
paths is a complex phenomena involving both acoustic | jenvironmexi-
. tal parameters, this effort would not have attained the guccess S&*
has without access to and utilization of modern computex/ faci

and technigues. G7, . w<por 7 ol scarsses (1)~

(This presentation will consist of three parts: .
cussion of acoustic intensity program for estimating
zone propagation loss using ray theory; (2) @-disa
acoustic intensity program for estimating propagation
with surface channels using normal mode theory; and

HoHwork at NEL o) summarizing information on tHE Oaw
iables pertinent to these intensity computations.

ADAO

RAY THEORY ACOUSTIC INRTENSITY PROGRAM. .
convergence zone propagation loss program is point

salinity data taken from the surface to the bottom and the output is |

' the propacation loss as a function of horizontal gg,stmce and depth !
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. The computer progro.in complex consists of the six sub-programs listed

Anderson and Pedersen

on slide 1. The first program computes the sound velocity from pres-
sure, temperature, and salinity after first converting depth to pres-
sure. The second program modifies the velocity-depth data points to
correct for the curvature of the earth. The third program divides
the transformed profile into layers and fits an analytic function to
each layer such that the velocities and their first depth derivatives
are continuous at the layer interfaces. The fourth program computes
ranges, intensities, and travel times using ray theory for surface-
reflected, purely refracted, and bottom reflected rays assuming a
flat bottom. The fifth program processes all the date computed in
the fourth program for a given combination of source and receiver
depths. It interpolates, sums the intensities assuming random phase,:
converts to decibel loss, and adds in attenuation with the final out-
put being the propagation loss for 100-yard range increments for each
selected receiver depth. It also edits the data for plotting pur-
poses. The sixth program plots enough points to define the propega-
tion loss contours. These six programs consist of about 13500 com-
mands and constants.

This computation provides a wealth of data on propagation

' loss that can be presented in many ways. Slide 2 shows a detailed

summary of the results of one computation for a 6000-foot source
depth. Propagation loss as a function of range and depth is contour-
ed for 5 db intervals. The degree of detail is obvious from the com-
plexity of the contouring. Slide 3 is & simplified presentation of
the same data prepared for a specific purpose. Only one loss contour
is shown. The shaded area shows where the propagation loss is less
than 100 db and the unshaded greater than 100 db. Additional pre-
sentations can be prepared from the basic computations depending
upon the acoustic problem under consideration. The important point, °
however, 1s that the computation results in a degree of objective
detail heretofore unavailable. This detall is then available for

many specific uses.
The preceding discussion has been entirely theoretical and

one might reasonably ask how well the theoretical results agree with. -

experimental observation. Slide 4 compares experimental and theor-
etical results for an acoustic experiment conducted off San Diego in
January 1955. The sound velocity profile was obtained from measure-
ment of temperature, salinity, and depth made during the experiment.
In this experiment the source depth was 385 feet, the receiver depth
40O feet, and the frequency 530 cps. The irregular line connects
tii? experimental data points and the solid line shows the theoretical
calculations. Range in nautical miles is shown on the abscissa and
propagation loss in decibels on the ordinate. The two figures are
continuous in range. Many additional experimental and theoretical
comparisons have been made for a variety of oceanographic and acous- '

“tic situations with results similar to those shown in this slide.
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Those of you familiar with previous attempts to objectively
describe the acoustic intensity field will recognize that this com-
i : putational procedure represents a real advance in understanding the
irs behavior of acoustic energy being propagated in- the convergence zone |

ﬁ' Q : path.

NORMAL MODE ACOUSTIC INTENSITY PROGRAM. The second com-
puter program complex that has been developed at NEL is based on |
normal mode, rather than ray theory, and deals with the problem of |
computing the propagation loss in surface sound channel paths. One
of the important features of normal mode theory is that propagation
loss can be calculated to any range for sources and receivers below
the layer as well as in the layer. In other words, there are no
shadow zones in the computed intensity field based on normal mode
theory as there are in ray theory.

R IRE RCTIe

The model for this computation is & bi-linear duct consist-
ing of one layer of water having a linear sound volocity distribution BF
overlying & second layer containing a different linear distribution
of velocity. The inputs are depth and sound velocity gradient in
the first layer, gradient in the second layer, and absolute value

. of the surface sound velocity. The output is & plot of contoured
propagation loss as a function of range and depth for a given source | 1
depth and frequency.

The method is an extension of the theory treated by Furry
and Marsh. Early work by these and other investigators was limited
because of computational difficulties which required gross mathe-
matical approximations. These approximations limited the accuracy
and applicability of the theory to a marked degree. Utilizing digi-
tal computers it is possible to avoid these approximations. This
problem involves computations in the complex plane and consists of
about 6000 commands and constants. Those of you acquainted with
normal mode theory and its applications are certainly well aware of
! the mathematical complications associated with numerical applications
of the theory.

Slide 5 is a sample of the output from this program. Con-
toured plots come directly off the on-line high speed printer and on |
a CDC 1604 computer take about two minutes to produce. Range in
‘; kiloyards is shown on the abscissa, depth in feet on the ordinate,
' and propagation loss contoured for 10 db intervals. The inputs for
this computation are surface velocity 4920 feet per second, sound
channel depth 100 feet, sound channel gradient 1.8 feet per second
per 100 feet, gradient below the channel 33.3 feet per second per 100
feet, frequency 1.2 kilocycles, and source depth 15 feet. This is
typical of a simple acoustic field. Slide 6 is a plot obtained by
changing the layer depth to 300 feet and leaving the other variables
the same as for the previous computation. It is typical of a complex
. acoustic field. By varying the six inputs many different fields, 4
B exhibiting all degrees of complexity, are obtained. b
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Again one might ask how well these theoretical computations:
agree with experimental observation. Slide 7 summarizes results from
an experiment conducted off the California coast. In this test the |
surface channel was 300 feet deep, the source depth 55 feet, the re-
ceiver depth 50 feet, and frequency 530 cps. The dots show the ex-
perimental data. The solid line is the theoretical calculation based
on environmental factors measured at the source ship, while the dash-
ed line is based on environmental factors measured at the receiving
ship. Agreement between theory and experiment is quite good as far
as the general level of propagation losses is concerned. Note the
beat patterns that appear in both the experimental and theoretical
losses. These are caused by the interaction between normal modes.

Slide 8 is another comparison from the same data but for a
40O-foot receiver located about 100 feet below the surface channel.
The experimental data drops below noise between 1lli and 15 miles and
beyond 17 miles. At 15 miles the experimental loss is some 25 db
greater than for the 50-foot receiver shown in the previous slide.
Note that normal mode theory predicts this large difference in levels
between in-layer and below-layer receivers and also predicts about
the proper decay with range. This contrasts markedly with ray theory
which predicts a shadow zone beyond 3 miles. This ability to util-
ize the more exact normal mode theory, in place of ray theory, makes
it possible to obtain much more realistic computed propagation loss
fields.

ESTIMATION OF ENVIRONMENTAL PARAMETERS. The two computer
program complexes Just T discussed define the environmental parameters |
for which information is necessary in order to obtain realistic pro-
pagation loss information for the convergence zone and surface chan- |
nel acoustic paths.

In the National Oceanographic Data Center are archived
many millions of oceanic temperature and salinity measurements made
over the years for a variety of purposes. This data collection is .
the basic oceanographic data collection for obtaining the required
input information. During the past few years the Oceanometrics
Group at NEL has been attempting to develop techniques and methods
of summarizing oceanographic information required by the Navy's
acoustic program. To illustrate this work I would like to review

the results of two studies.

The first study deals with the problem of summarizing sea-

i surface temperature observations. Historically such data have been

summarized by averaging over arbitrary size areas and time intervals
and the resulting averages plotted and subjectively contoured. At
NEL an attempt is being made to approach this problem from a more {
objective point of view utilizing regression analysis concepts. Al- '
though regression techniques were developed many decades ago they
have rarely been used by oceanographers because of the complexity

~ inherent in developing realistic models and the magnitude of the ot
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arithmetic task required to evaluate the necessary constants. With
the recent progress in computer development the arithmetic difficul- f
. ties are being solved with the result that it is now practical to '
use complex models.

I would like to present the results of one such analysis
of sea-surface temperature measurements made in the four one-degree
latitude strips shown in slide 9. The measurements made in these
four Strips were treated as a single sample drawn from the area 30
to 49°N and extending seaward about 70O miles and for an 18-month
time interval extending from 1 April 1949 to 1 October 1950. The

- total number of observations in each strip and their distribution in
time and space are also shown in the slide. In the shaded areas one °
to twenty observations were made and in the unshaded areas no obser-
vations were made.

O

Slide 10 shows the regression equation that was fitted to
the observed data. Three main effects -- latitude, longitude, and
day-of-year -- and three interactions -- latitude by day, longitude
by day, and latitude by longitude -- were considered. This resulted
in a 22- variable equation with 23 constants to be determined by
least squares.

Slide 11 summarizes the statistical results of the analysis.
The number of observations was 807, the per cent of variance explain-
ed by regression was 85.7 per cent, the multiple correlation coeffi-
cient was 0.93, and the standard deviation of the observations about
regression was 1.9 F.

Slide 12 shows the location in time and space of 971 tem-

perature observations made in this area: during fiscal year 1950. S
These observations were not used in obtaining the regression equation
but were used as a control to see how well the regression equation
could estimate independently observed sea-surface temperatures.: The
difference between the observed temperature and that computed=from
the regression equation was obtained and the results are shown in

, the form of a histos;nm in slide 13. The standard deviation of the
differences was 2.3 F ccmpared to 1.9°F for the regression equation.
The close agreement certainly suggests that the two sets of data are
drawvn from the same population.

Slide 14 shows a sea-surface temperature chart for 8 Nov-
ember 1950 contoured from temperatures obtained from the regression
equation. It is noted that the regression equation faithfully por-
trays the main oceanographic feature, namely, the tongue of coid
water that is the result of upwelling occurring along the coast.

The second study I would like to review is concerned with
the shape of the vertical sound velocity profile. This study was
based on an examination of .pproxmtsly 1000 hydrographic casts
made in the North Pacific north of 20 N in 1955. All data were
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taken during the summer and are essentially time independent. Each nly)
set of hydrographic cast data was converted into sound velocity and
‘ plotted as a function of depth. A study of these plotted data sug-
y ' gested three major types which were categorized as type A single
minimam type B double thermocline, and type C double minimum.

Slide 15 shows the four single minimum sub-types. Sub-
type 1 and sub-type 2 have a single minimum at about 100 meters with |
sub-type 1 having & minimum velocity less than 4LB0O feet per second
and sub-type 2 having a minimum velocity greater than 4800 feet per
second. Sub-type 3 has a minimum at about 500 meters and sub-type
4 a broad, almost isovelocity, minimum deeper than 750 meters and
sometimes as deep as 1200 meters.

Slide 16 shows the two double thermocline sub-types. Both
sub-types exhibit a near surface shallow thermocline with a deeper
thermocline at about 200 meters in the case of sub-type 5 and at
about 400 meters in the case of sub-type 6.

Slide 17 shows the three double minimum sub-types. In
sub-type 7 both minima are shallow with the shallowest minimum hav-
ing the lowest velocity, in sub-type 8 both minima are deeper with
the deeper minimum having the lower velocity, and in sub-type 9 the
minima are still deeper with the deepest minimum having a much
lower velocity than the shallower minimum. { 3 14

After identifying these nine basic shapes each of the 1000
profiles were compared with the shapes and classified as to sub-type.
] ; If a profile shape was different from these nine basic shapes it

was classified as transitiomal.

Next the shape numbers were plotted on a locator map to
see vhether or not large volumes could be identified as having the
same shape. The results are summarized in slide 18. Profiles taken
in the white areas were of the indicated sub-type. Gray areas con-

5 ¢ tain transitional profiles. There are three major transitional

i areas -- one off the west coast of North America, associated with

! y the California Current; a second in the western Pacific associated
with the westward drift; and a third off Japan vhere there is an

| admixture of warm water from the Kuroshio Current and cold water

2 from the Sea of Okhotsk. Thus this portion of the North Pacific

5 contains eight large homogeneous volumes and three transitional

volumes. 1

! To illustrate what is meant by the terms "transitional
volume" and "homogeneous volume" I would like to show two sections
of profiles. Slide 19 shows the location of a section taken in a |
homogeneous area. This 600-mile section is located in the sub-type
9 volume with one profile taken in the sub-type 6 volume. Slide 20,
shows the individual profiles. The area to the left of the 4900 iasrtntig |
_ feet per second value of velocity is shaded. The almost exact b ahiee

O R e e e v SR I, S =

.- ”

ki




: Anderson ind Pedersen
Lo

taken during the summer and are essentially time independent. Each
set of hydrographic cast data was converted into sound velocity and
plotted as & function of depth. A study of these plotted data sug- '
gested three major types which were categorized as type A single i
mindowm, type B double thermocline, and type C double minimum. ,

Slide 15 shows the four single minimum sub-types. Sub-
type 1 and sub-type 2 have a single minimum at about 100 meters with '
sub-type 1 having a minimum velocity less than 4800 feet per second
and sub-type 2 having & minimm velocity greater than 4800 feet per
second. Sub-type 3 has & minimum at about 500 meters and sub-type
4 a broad, almost isovelocity, minimum deeper than 750 meters and
sometimes as deep as 1200 meters.

Slide 16 shows the two double thermocline sub-types. Both
sub-types exhibit a near surface shallow thermocline with a deeper
-thermocline at about 200 meters in the case of sub-type 5 and at
about 40O meters in the case of sub-type 6.

Slide 17 shows the three double minimum sub-types. In
sub-type 7 both minima are shallow with the shallowest minimum hav-
ing the lowest velocity, in sub-type 8 both minima are deeper with
the deeper minimum having the lower velocity, and in sub-type 9 the
minima are still deeper with the deepest minimum having a much
lower velocity than the shallower minimum.

After identifying these nine basic shapes each of the 1000
profiles were compared with the shapes and classified as to sub-type.
If a profile shape was different from these nine basic shapes it
was classified as transitional.

Next the shape numbers were plotted on a locator map to
gsee whether or not large volumes could be identified as having the
same shape. The results are summarized in slide 18. Profiles taken
in the white areas were of the indicated sub-type. Gray areas con-
tain transitional profiles. There are three major transitional
areas -- one off the west coast of North America, associated with
the California Current; a second in the western Pacific associated
with the westward drift; and a third off Japan where there is an
admixture of warm water from the Kuroshio Current and cold water
from the Sea of Okhotsk. Thus this portion of the North Pacific
contains eight large homogeneous volumes and three transitional
volumes .

To illustrate what is meant by the terms "transitional
volume" and "homogeneous volume"” I would like to show two sections
of profiles. Slide 19 shows the location of & section taken in &
homogeneous area. This 600-mile section is located in the sub-type
9 volume with one profile taken in the sub-type 6 volume. Slide 20
shows the individual profiles. The area to the left of the 4900 "

. feet per second value of velocity is shaded. The almost exact
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similarity in shape over distances of hundreds of miles is quite ob-
vious.

Slide 21 shows the location of a 300-mile section located
in the transitional volume off the coast of Japan. The upper portion
of slide 22 shows the profiles over northern half of the section.
These shapes exhibit relatively small shape changes. The lower por-

. tion shows the profiles for the southern half of the section and

1llustrates marked changes in profile shape occurring over distances
of 20 to 40 miles -- approximate convergence zone distances. ‘

This analysis suggests three implications -- to operations
it implies that in the homogeneous areas acoustic performance should
be stable and predictable while in the transition areas it should be
variable and less predictable; to research it suggests that acoustic
experiments should be conducted in the different profile volumes and
the transitional volumes before generalizations are attempted; and
to survey programs such analyses gives guidance as to areas that
should be surveyed.

PREDICTION OF ACOUSTIC PERFORMANCE. In the discussion so
far information e:qﬁnining acoustic results by means of theoretical
calculations based on oceanographic data taken during acoustic tests
in familiar waters has been presented. Our current ability to pre-
dict the acoustic field in areas significantly different from NEL's
customary test areas is suggested by slide 23. Convergence zone
echo-ranging experiments were conducted at two locations -- area 1,
loceted in.a transition region 300 miles west of Vancouver Island
and, area 2, located in the homogeneous region 100 miles south of
Kodiak. In laboratory preparation for these tests, appropriate
oceanographic stations were examined and sound velocity profiles
forecast for the two areas. Predicted propagation losses were cal-
culated for each of these areas. Three horizontal bars are shown
for each area. The upper bar shows the range interval at the first
convergence zone over which echoes were experimentally observed, the
next bar the expected interval calculated by using a sound velocity
profile obtained from measurements made concurrent with the acoustic
experiments, and the lower bar the predicted interval obtained from
a predicted sound velocity profile. Range prediction obtained from
the predicted sound velocity profiles was not as good in the trans-
itionsl volume, area 1, as in the homogeneous volume, area 2, pre-
sumably because of large horizontal variation in profile shape.
However, in both instances the agreement between the predicted detec-
tion range and the observed detection range is quite remarkable at-
testing to the validity of the prediction approach.

I would like to conclude with a comment on the possibility
of developing an operational acoustic performance prediction tech-
nique dbased upon the research I have just discussed. From what has
been accomplished so far it seems well within the realm of possibil-

ity to develop a system for predicting the sound velocity distribu- .
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- tion and its influence on various acoustic paran‘xeters,' from periods

of a few days to & few tens of days; as well as to give the oceano-
metric expectations for any time period in the future. It is not .
very difficult to visualize a shipboard equipment where the analyzed |
historical oceanographic data and sonar equipment parameters have
been stored; observations teken during the preceding few days or
weeks introduced; and by entering the latitude, longitude, and
time-of-year obtaining a predicted acoustic field.




RAY THEORY ACOUSTIC INTENSITY
COMPUTATIONAL PROGRAM

Sub-Program

Sound Velocity

Curved Earth Simulation
Curve Fitting

Acoustic Intensity
Propagation Loss Computation
Propagation Loss Plotting

ik ok o at

Figure 1

& .
! : ; 4
s , A N 'y
o 40508 (627
vz TR T v g T A R SO0 I SR PO S
e IR ANt NN A el T s -
T AT P s i




Y
()
.
(]

. T

DEPTH (FATHOMS)

4' N N T R TR e e R
RANGE (NAUTICAL MILES)

| - Figure 2, Propagation Loss Computed from Ray Theory

l Lo .
| ™ | C k0508 0627

- — i T e e il s i i i .




& == e wawo . R A
e — e
, : s 1
NSRRI ;
i ; . ;
’ A ‘ L : 3
| £ |
| £ o
; 8
g RANGE (NAUTICAL MILES)
i . ,
l: Figure 3. Propagation Loss Computed from Ray Theory y
g ; e
{
« 2
; i
1= .
!
[ | ' ; ', b
B | : 5 . o
& . » :




i
i
1 © GONFSDENGINS
| 3 :
|
i }
! 60
70
80
§. )
2 100
g
-]
-
2
&
£
1
| 29 30 0. 2
: RANGE (NAUTICAL MILES)
Figure b, Experimentally Observed Propagation Loss Compared with
: e Propagation Loss Computed from Ray Theory
; Pl e .
; | “ommmsErIN

T pR— e ————— = S—

(L PO SR PO o

R PRNIN. TN A e



® € 6 & & 9 0 9 & 0 0 0 2 0B OO OO GO S O OO O 0P YT S P OO 00
1
it A il titiids il
8 1-4-‘ W L .* i
e ] LAYERWEPTH “u' 4 ;
E i '.-. 1 'Jr" .* rd riJ I : i
£ 105 T T
E T 1
a il h 1 H
11T ) 1
i .
o e o E j
] 13 41 | o [ |3
l....0......0.'............"..".v...ﬂ.....’.

0 10 20 30
; RANGE (KYDS)

Figure 5. Propagation Loss Computed from Normal Mode Theory




Al A
P ) N M N *
] LAYIRIQEI’W ]:$ ‘\' ﬁ (ﬁ/ﬂﬁjﬂ 1; “‘Nr i
5 L
165
5 /1N N RTINS
' £ / TS::‘.H 1N TN | s
: w iy LT __} N L] | L J LU
ARl o
A 11111 i LA
| 5 Akl \i ML
i - TTET R
1 | iy
| ‘# 111 ‘ﬁ il K f
RERELERREEE S sieeiveeten ....20. ............ :
RANGE (KYDS) ;
o Figure 6. Propagntiion Loss Computed from Normal Mode Theory
L ?
|
|
| . A
1 S ' |
e - £ ik it i “:wh_,_g




= SOURCE PROFILE

——— RECEIVER PROFILE : 25 '
mmeeeee EXPERIMENT RECEIVER DEPTH: 50 FT. ’»
~  NOISE A FREQUENCY: 530 CPS. < il
‘o 1 57 § 1] 5o L] L] g ] l
!
50 : ; i :
g |

60 [

PROPAGATION LOSS (DB)

10 W/ '
I , |
80 l{ i '
| . i ~! g N— !
90 - “ o ;
- !
lw l ' A 1 1 : 1 1
; 0 10 15 20 25 30
i
| RANGE (NAUTICAL MILES)

Figure 7. Experimentally Observed Propagation Loss Compared with
Propagation Loss Computed from Normal Mode theory




\‘ - .
& 5%
{
i
l
]
= SOURCE PROFILE
e=eme RECEIVER PROFILE
S EXPERINENT . RECEIVER DEPTH: 400 PT.
~  NOISE i FREQUENCY: 530 CPS.
X 40 1 1 | 1 ) L
so b s ‘ -
! 60
o
=
§ ®
-
3
§ 90
£
100
110
120
; RANGE (NAUTICAL MILES)
l
k|
l Figure 8. Experimentally Observed Propagation Loss Compared with
Propagation Loss Computed from Normal Mode theory
i
| . o Eanrevmrsny
& s "
]
X e B 3 b T P AT TR
i i oy i i s A it




u'i'_‘ }J : . . U\ S J....qvuL : _____..L'.;
L '

1 ' 1
. - b |
| -
‘ L 40° : ;
-
; i
| .
E | %
F |
150° : 140° 130° 120° 110°W
i
b € 5 §1¢E 3 FREERE
'{ 190 0BS v a.m .; ~ SFs
: , ruun 9. Distribution oi’ Sea-Surface 'hqnntm Data WG




b T R, S | ‘Fa.ﬁ_' A = s
it . - » Lv: .
: -
MULTIPLE REGRESSION EQUATION
SURFACE TEMPERATURE =
R+ AT+ AT+ AT 4 T
s
=
! m
A G+ AgG2e AG4 o 3
S
. A;D + AgDZ + AgD® 4 AjgDY + A} D% 4 poAroean o
AT + AgTD® + A, TDS + TxD ;
A15GD + A GOY + A ,00% + exo |
AaG+ A LG+ AGHT+
188+ A1g%" + Az i
(Azl.rz + Azz.rs) G
N Figure 10.
- ' . .
AT » ! .

d '

\ 1

L &

\ )
! 40508 627




STATISTICAL RESULTS OF THE
REGRESSION ANALYSIS

NUMBER OF OBSERVATIONS

PERCENT VARIANCE
EXPLAINED BY REGRESSION

MULTIPLE CORRELATION COEFFICIENT

STANDARD DEVIATION OF THE
OBSERVATIONS ABOUT REGRESSION

85.7%
0.9

1.9°F




o= e T —— —r— -
. ok GERESN o O G E ..
:J ; . S ‘ ; L~_,f
i i ;
%
T T T ™ !
50°)— St
o
40°=
REEHE
= e " i
30°N}= 0
LEGEND ' : :
, N S — N
J : = 110
S 1120

&
 Pigure 12

# ; b L3 . !;i' : llﬂ o
locaiion of Observations of Sea-Surface Temperature Dats

s Somends <0 TG0 SRR

-"V
T, v

E ,,qA‘..”{ R

e el e




- _— — o
— -
- e . i ;
3 "’F P \*‘ 4 !
i ' !
! {
t
| ' 1
| ; :
R \ , + i
200 20
TOTAL NUMBER 2
OBSERVATIONS 971
STANDARD DEVIATION
F | _ ©0)23°F
g :
7] <
E E ‘
100 b~
% il
i §
3
50 s
) ar +10°%
| ; y Figure 13. Histogram of Mw_tm Temperature Differences
}
! ! L y -
g | oo : , - SR
s s : PR e R el

R MR A e




B R RS W e el 1{ ad 85 - ._.__.__t 3
3 | x | 1 2
. - ; . _
: i
> a LA 4
: 3 3
P
:

T ]
110- f
13°| |
l‘o s 4
— 15° :
15.5%==T" ™~
16.5° £t il
ik ',
u"nL— ;
SURFACE
TEMPERATURES
8 NOV. 1949 . : ‘
zz-\‘mm nultmoum : .
. Vigure 1b, Sew Surfase Temperature Chart = g
. " ’ S iy " 3 A : 3 ... .‘.
F A i, 640508 0627 ° %




SINGLE MINIMUM ; ; 3 .
0
d
E SO0
8
f e
1000 -
1 L 1 1 1
4700 4750 4800 4850 4900 4950 $000 5050
‘ SOUND VELOCITY (FT/SEC)
1 :
i ]
_ Figure 15. "Typed" Sound Velocity Profiles for the North Pacific
i > .
& !
| i ' »
] |
]
! {1
2 : g i
; I L8 ¥
4 ]
| : |

e , ,--'t‘—-f.-.,m»‘if




DOUBLE-THERMOCLINE

DEPTH (METERS)
g
1

1000 i~

1 i | 1 1 il

4700

Pigure 16,

4750

4850 4500 4950 $000 5050
SOUND VELOCITY (FT/SEC)

"Typed" Sound Velocity Profiles for the North Pacific

| : L
| ) : ¥
| '  G40508 rEoTeTm

TR TS

1‘;?_-'«,..'. ¥ puwa PR |
o 33Tl s i i R




— T —————
v;P g ' a - AH \\ P .
> j T | kil
il ‘\p“;ﬁ- k,..
SONRERENREN,
i
'
! DOUBLE-MINIMUM
0
2
.l
8
1000 i~
] ] ¥ 1 1 1 1 1 L 1
’ 4700 4750 4800 4850 4900 4950 5000 5050
SOUND VELOCITY (FT/SEC) ; *
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