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1. INTRODUCTION

Fluctuations in atmospheric refractive index frequently are
a nuisance to the engineer concerned with coherent propagation of
microwave, acoustic or visible radiation. For example, images
viewed through a telescope suffer a loss of resolution due te such
fluctuations, which is part of the reason astronomical observa-
tories are generally located at high elevations where the overlying
air mass is reduced.

In recent years, however, refractive fluctuations have proven
increasingly beneficial to the meteorologist. Because these
fluctuations distort and scatter electromagnetic radiation and
sound waves, they permit remote sounding of the atmospheric
turbulence field. Thus the use of lasers, acoustic sounders and
a variety of radars for remotely sensing the atmosphere is now
common practice in many meteorological field experiments.

As Gossard (1978) has pointed out, this burgeoning use of
remote sensors has created an urgent need for an understanding of
how the detailed boundary layer structure affects responses of
such sensors. A further beneficial outgrowth of these investiga-
tions has been an increased cooperation and collaboration among
experimentalists and boundary layer turbulence theoreticians.

Within the inertial subrange of high Reynolds' number
turbulence, the refractive index structure function is

2
[n(x) - n(x+r)) = ¢2 ¢2/3 (1)

where n is refractive index, x and r are position vectors, and

r = |r|. Here Cﬁ is the refractive index structure parameter and
may be regarded as an indicator of refractive index fluctuation
intensity. The backscattered return to the remote sensing devices
mentioned above is related to Cﬁ. This report is primarily
concerned with the detailed nature of the refractive index
structure parameter within the planetary boundary layer (PBL).




Study of the statistical properties of structure functions
within turbulent flows traces back to the pioneers of turbulence
theory (e.g., Kolmogorov, 1941; Taylor, 1935). The hypothesis of
local isotropy, when combined with the physical and dimensional
reasoning which comprises similarity theory, permitted these
theoreticians to develop general and far-reaching statements

' concerning the nature of turbulence. The work of Tatarskii (1961,
1971) represents a major step toward an understanding of the
influence of turbulence upon wave propagation.

In a moist atmosphere, turbulent fluctuations of temperature,
humidity and pressure can all contribute to variations of refrac- ’

I tive index. However, in most circumstances the fluctuating
i pressure contribution is found to be negligible. The possible
’ importance of the temperature-humidity covariance, T'q', to the

backscatter of microwave radiation was demonstrated by Gossard
(1960). In most circumstances, however, the variance of microwave
| refractive index is determined by the humidity variance. But the
relative importance of temperature and humidity variances, and
their covariance, to the refractive index variance depends upon :
whether one is considering optical, acoustic or microwave {
propagation. 1

For optical and acoustic waves, temperature-induced density
changes have generally been considered to be the dominant source
of refractive index variance. More recently, the contributions
of humidity fluctuations and the humidity-temperature correlation
to acoustic and optical refractive index variations have come under
increased scrutiny (Wesely and Derzko, 1975; Friehe et al., 1975;
Wesely, 1976). 1In the numerical experiments described in this v
report, the individual influences of temperature and humidity {
fluctuations upon acoustic, optical and microwave structure : ‘
parameters are examined in both marine and continental boundary
layer simulations.

Numerical boundary layer modeling is a remarkably ‘fast-growing
field of meteorology. The expanding collection of second-moment
and subgrid-scale closure models can be bewildering to the boundary

BRTR—————

B, e . e e T . s
N D e S e D .

e e




layer specialist as well as to those in related scientific fields.
The additional complexity of these models can be justified only

if they can more accurately represent the physics involved.
Certainly these sophisticated models are no less empirical in
nature than earlier boundary layer models, and must be regarded
only as one further step toward an understanding of boundary layer
processes. :

The additional complexity of second-moment closure models
offers the benefit of additional information concerning the
ensemble-average statistical properties of the turbulence field.

In such closure models, not only are equations for the mean varia-
bles solved (as in the usual primitive equation model), but one

also solves equations for the many Reynolds terms of momentum,

heat and moisture flux. Among the interesting turbulence quantities
calculated are the temperature and humidity variances, and the
temperature-humidity covariance. From these turbulence variables,
refractive index variance for microwave, acoustic, and optical
radiation can be computed. This is the technique presented in

this report.

There are restrictions on the interpretation of results derived
from a second-moment closure model which must be clearly stated and
recognized. The model does not deal directly with the instantaneous
perturbation properties of the turbulent flow. Instead, ensemble-
averaged quantities are the dependent variables. Thus, in computing
a refractive index structure parameter based upon the variances of
temperature and moisture, and their covariance, we are examining a
Cﬁ representative of ensemble-averaged statistics of the boundary
layer. Wyngaard et al. (1971) note that such ensemble-averaged
quantities lack the -intermittent burst of activity associated with
short term averages. This is the reason, for example, that vertical
profiles of the temperature structure parameter, C%, which are
found from short time averages, often have a very jagged appearance
(Fritz and Lawrence, 1977) as compared to those computed from a
closure model.




0f course, the response of a remote sensing device is directly

related to the short term behavior of the structure parameter
rather than to its ensemble-averaged value. It is necessary to
look to the longer term behavior of such short-time-averaged
statistics in hopes of achieving an adequate comparison with madel
predictions. This situation is analogous to the position main-
tained by statistical mechanics, relative to classical thermo-
dynamics. In statistical mechanics one seeks more information
than simply the quasi-equilibrium values of initial and final
state, but is incapable of dealing with the full complexity of the
instantaneous behavior of the system. Thus, the ensemble-averaged
dynamic behavior of the system is examined.

Section 2 of this report describes the origin of the equations
which make up the second-moment closure model and discusses the
nature of the boundary conditions used. Section 3 discusses the
functional dependence of acoustic, optical and microwave structure
coefficients upon temperature and moisture fluctuations. Three

separate boundary layer simulations are presented and their results

are discussed in Section 4. Concluding remarks are given in
Section 5.
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2. THE MODEL

2.1 MODEL EQUATIONS

The model is a Boussinesq, one-dimensional, second-moment,
turbulence closure model. First it is necessary to demonstrate
how equations describing the dynamic behavior of the second
turbulence moments may be generated, and also to note the point at
which such closure models depart from conventional eddy coefficient
models.

2.1.1 Derivation of Dynamic Equations for Turbulent Moments

Begin with the Boussinesq equations of motion; the conserva-
tion equation for a scalar property, S, and the continuity equation:

0.
g

3t axk(ukui) <> ax; T ®ikefkYe (2)
* 25
év-<ov> 97U,
* 2 = HEGgall h v omae
<@v> k k
~ 2~
88 .l Fipw g -
at X (Uks) i Yeox, ax (3)
ek Gk
aﬁi
5= 0 (4)

The symbols are conventional, representing the velocity vector,

Ui; pressure, p; density, p; virtual potential temperature, 0,3
gravitational acceleration, g; and v and Ye the kinematic viscosity
and molecular diffusivity for property S, respectively. The
alternating tensor, €4 jk° is used in defining the cross product
which appears in the Coriolis force term; fk is the Coriolis
parameter. For purposes of this illustration no source or sink
term is included in Eq. (3). Note that the advective terms have
been written in flux form by use of Eq. (4).




In order to derive equations for the time dependence of the
mean variables, the Reynolds averaging convention,

Xi = X_i + x%;'xi =0,

is introduced, with X representing any one of the model variables.
Mean variables are represented by the upper case, while perturba-
tion-quantities have a prime indicating the fluctuating departure
from the mean. Insevting these decompositions into the equations

of motian and then performing a Reynolds average yields the averaged

equations of motion,

U, 3 e s
el L Sl T

1

<p>

T, (5)
b |

o
)

0 -<0 > BZU.
s e e
v ’ A B

Treating Eqs. (3) and (4) in a similar manner gives

2e-
s ) =T 9°5
Bt T " g hUS E uEt] £ oy ax, ox, °’ (6)
k k™ 7k
‘a—x—- =0 . (7)

The form of Eqs. (5)-(7) is quite similar to that of Eqs. (2)-(4).
However, additional terms involving the momentum and scalar fluxes,
E?UI and u;s’, appear in Eqs. (5) and (6). These terms owe their
existence to the nonlinear advection terms rather than the molecu-
lar dissipation terms, but in spite of this they are frequently
identified as "friction" terms. When attempting to integrate the
full set of primitive equations, it is turbulent moments such as
these that create a closure problem. That is, there are more
unknowns than equations. The choice becomes one of either devising
a method of reducing the number of unknowns at this stage of
development, or of generating additional equations which describe
the dynamic behavior of these turbulent moments. This is the

point of departure of the eddy coefficient (K-theory) and the
second-moment closure approaches.
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Typically, K-theory relies upon mixing lengiﬁ arguments and
analogies with molecular diffusion in order to write
e Ki%%T ; (8)
where K1 is the eddy coefficient in the Xi-direction. Thus,
insertion of Eq. (8) in Eq. (6) reduces the number of unknowns
provided Ki may somehow be specified. Techniques for specification
of Ki have been developed for use in simple boundary layer situa-
tions (e.g., 0'Brien, 1970). But, since K; is a property of the
nonlinear turbulent flow and not a fluid property, specification
of Ki a _priori can become a near impossibility when a varigty of
meteorologically complex situations are to be addressed.

The second-moment closure technique uses the second of the
approaches mentiored above; namely, additional equations describing
the dynamic behavior of the turbulent moments are developed. To
illustrate how such moment equations are derived: subtracting the
averaged Eqs. (5)-(7) from their respective equations for instan-
taneous variables (2)-(4), yields equations for the perturbations:

u !

LR 9 ' ' [ T T 1 Is: 1 _3_EI
ot "t et ey k! - 5= o, (9)

’el azu%
' v
- € fu, + —— 6.,9 + v ——— ,
ike k2 <0v> i3 axkaxk
2_.

BS' & 9 ] 1 e o 9 S
] R axk[ukS EMS s ukSA] ity 3Xp X ° (10)
aui (1)
— =0 .
3)(.i

An equation for the dynamic behavior of the stresses, 3:3;, is
derived by first multiplying Eq. (9) by ué; then replacing
subscript i with j in Eq. (9); and forming a second equation by
multiplying by u;. Adding these two equations and performing a
Reynolds average gives: =

7
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la usus HETTH
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-

Y 3| O, ) ax o | (12)

Similarly, cross-multiplying Eqs. (9) and (10) by s' and u%,
adding, and Reynolds  averaging, gives

JL(‘T‘T) + 3 2 _(UuTs") = - uTsT igi S T (13)
at k X ik 9x
k k
o oS e Lo spieny - gt e — {
3 ujups’t) - <> T ax, <p> ox; eikafks Uy
s'eg! au! _ , du.
R tiVie S LI [ A 18 o g B
S <6,> 8439 * axk[§s aX 3 Ysuiaxk ] (“+Ys)axk 0%,

Thus, we now have equations which describe the dynamic behavior of
the momentum and scalar fluxes, U:UI and UI?T, which appear in the
averaged Eqs. (5) and (6). However, examination of Eqs. (12) and
(13) show that a problem of closure still exists. Additional
unknowns (e.g., terms involving triple velocity correlations,
pressure-velocity correlation, etc.) appear in these expressions.
Again a method of reducing the number of unknowns at this stage
may be sought, or still more equations which describe the behavior
of these new unknowns may be developed. Should the latter course
be selected, the new set of equations would contain an increasing
number of unknown terms. This is the fundamental nature of the
turbulence closure problem and arises from the nonlinearity of
turbulent flows. Once the turbulent field was decomposed i~to a
mean and a perturbation, the full detail concerning the flcw's

ey oy B
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instantaneous behavior could cnly be reconstructed with knowledge
of all ensemble-average statistics of all turbulent moments.,
Fortunately, our goals are always considerably more modest.

2.1.2 Closure Relationships and the Full Set of Equations

The term 'second-moment closure' derives from the fact that
assumptions are made involving the unknown terms in the equations
for the second moments (e.d., Eqs. (12) and (13)) which reduce the
number of unknowns to the number of equations. The unknown terms
are 'modeled' (i.e., the closure is effected) by relating them to
terms involving the mean variables and the second moments.

Donaldson (1973) outlines some basic principles that provide
guidance in the choice of closure assumptions. Of necessity, the
closure assumptions are empirical in nature and model improvement
and refinement depend upon experimental progress. The theoretical
basis for many turbulence closure techniques is firmly rooted in
the pioneering work of such investigators as Kolmogorov and Rotta.

Mellor (1973) and Mellor and Yamada (1974) developed a
second-moment closure model for investigations of the PBL. Their
modeling techniques were closely followed in the modeling develop-
ment discussed here. The nature of the closure relationships used
to treat the unknown terms in Egqs. (12) and (13) are now briefly
outlined. Rotta's (1951) tendency towards isotropy term dealing
with the energy redistributing properties of the pressure-velocity
gradient terms is written as

ou ou,; She s U, U,
p' it ) S8 _ﬂ_(—r—r plgs - - ol e s
<p>(ax,i b axj> 32i uiuj 3 ) teq axj ¥ 3x; /) (14)

Here q2 - ;?f, which is twice the turbulent kinetic energy, & is a
length scale and C is an empirical constant. The length scales
and proportionality constants which appear in this and following
closure expressions are taken from Mellor and Yamada (1974, 1977).
The triple correlation velocity and scalar diffusion terms

are modeled as

dulus dusu, dutu, Ea
——T it 1k Jjk 15
it o B q*1< X, %y | axg ) ' it
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Tule! = .
Ujugs q*z( aX, % ax; ) . (16)

The pressure diffusional terms are assumed to be negligible, thus, !

ETUI =p's' =0 . (17) | 3
Closure of the molecular dissipation term is based on the |
concept of local isotropy developed by Kolmogorov: . i
du; au. 3 .
Foch - & B g T (18)
X 3%y - Ao

Completing the necessary closures, we have

<p> axi 322 i > (19)
fowg ) o (20)
vty —_— — =0 . 20

; As noted by Mellor (1973), this last relationship, Eq. (20), follows
§ from the general requirement that the closure relationship has

g the same tensor properties as the term it replaces. Since this

is a molecular diffusion term which is expected to exhibit local
isotropy, and since there is no isotropic first-order tensor, this
diffusion term is set to zero. 1In the above closure expressions, 2
Aps Ags Ags and L, are all length scales which are proportional to
each other, as discussed by Mellor and Yamada (1974).

Note that if i=j in Eq. (12) and the tensor contraction is
performed, an equation for twice the turbulent kinetic energy,'q2 is
achieved. Now summarizing the general set of equations with the
closure terms included, which forms the basis of the model equations:

al
S ¥ £l . .
at i axk[ukui e ] p> 3X; eikefiVs
: 2
0 -<0 > o U
| L. 1]6 g+ v seadee (21)
[-<ev> i3 axkaxk

n

|
- S o unmp——— S—— e —
i i T O ‘--..j - o, R e .
- - - L WY N Ve »
P b o in v h - e "
2 . pie * d .




(22)
(23)
(24)
(25)
(26)
u:e! CXTHCIK 9'9"
) 12 L9 O LV
‘ "X [qkz( EORME Y )] e TTbL e e e LA
;
aU 3Q
L(aTar T R s R |
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Here 0, is the liquid water potential temperature -(Betts, 1973;
Deardorff, 1976); Q,, the total water mixing ratio;-and Qnags the
radiative heating/cooling rate. These choices of thermodynamic
variables are discussed later. Presently, it is only necessary to
note that e2 and Qw are quasi-conservative even in the presence of
condensation. 2

Equations (25)-(28) contain the additional unknowns U?Ez.

e; c and 6'q" q Since 0, is not a conservative variable in the

presence of condensation, the previously illustrated technique

cannot be used to arrive at equations for these unknowns (e.g.,
(]

we cannot simply put s' = e, 1n Eq. (13)). Instead, use is made

of a procedure given by Yamada (1978), in which equations for

e.2 S ad

s » Qg and are developed. Then equations which relate

LM

u%e&, e;e;. and qw to these other variables are derived.

Therefore, first write Eq. (10) with s' = e; and then write

it with s' = q&. Cross-multiplying by eL and q&, adding, and
inserting the closure relationships yields

20'q. 20 aQ
LW a T R il
at (U K%2%) = - Uyay 9X ') 9%
28 q
=t pister. .| 39 gTaT
MY (qu X ) r, %29 . ‘ (29)
k 2
Equations for eiz and q'2 are derived by multiplying Eq. (10) by

s', then replacing s' first with ! and then with q*

)
2 1 2
20 — 30 20 —
k! TRNTWE 4% BY g e T 3 o BN
5t T axk(ukei J == wpe, 7%, ;s aXy @As 7%, A, 0y »
(30)
aqéz + =2(u,q/ ) = - 2urqr o + =2 fan aq&zv . 28 42
t X, k9w kIw 3%, | 3%, 92 33x A, Ay
(31)
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With the aforementioned relations for G}FI, EIF:, and 336: given
by Yamada (1978), Eqs. (21)-(31) represent a closed set.

Use of the boundary layer approximation considerably simplifies
this set of equations, and even further simplifications are
possible. Through a systematic process of simplification based
upon the degree of isotropy of the terms involved, Mellor and
Yamada (1974, 1977) describe a hierarchy of thrbulence closure
models. Omitting details already described in their work, it is
only necessary to state here that use is made of their 'level 3'
approximation in which certain tendency and triple-correlation
diffusion terms are neglected from the equations for the second

moments.

2.1.3 Thermodynamic Variables and Treatment of Clouds

At this point, a return to the thermodynamic variables, 0,
and Qw, selected for the present model is warranted. The model
previously used by Burk (1977) contained water vapor, but did not
permit condensation. The thermodynamic variables of that model
were virtual potential temperature, 0> and specific humidity, Q.
The fact that 0, and Qw are quasi-conservative in the presence of
condensation was an important factor in their selection for the
present model, since it permitted the direct carryover of many of
the model equations and techniques used in the earlier model.

Liquid water potential temperature, 0, is related to poten-
tial temperature, o, absolute temperature, T, and liquid water

~specific humidity, Q2 by

(32)

(o]

"

(0]

]
—Ho
nlLr-

o

g

Here ¢_ is the specific heat of dry air at constant pressure, and
L is the latent heat of vaporization. The total water-substance
specific humidity is given by

QW=Q+Q£’Q_<_QS’ (33)

where Qs is the saturation specific humidity.

13




Using these thermodynamic variables, Sommeria and Deardorff
(1977) and Mellor (1977) discuss a treatment of condensation which
permits only a fraction of a grid volume to contain saturated air.
In this method, the presence or absence of condensed water within
a grid volume is not determined solely by the mean variables, o'2
and QW' The turbulent fluctuations about the mean are also
considered. In particular,,e2 and Qw are assumed to have a joint-
normal probability distribution about the mean, with the model
calculated quantities, ;Ii, a;f, and FIEI determining the size and
shape of the distribution. Sommeria and Deardorff (1977) present
an approximate method whereby the cloud fraction and liquid water
content may be computed. Their method is used in this model.

2.1.4 Radiative Transfer

For computation of radiative heating/cooling, Qrad’ I haye
been fortunate to be able to use directly the scheme developed at
Aeronautical Research Associates of Princeton and discussed by

Oliver et al. (1978).
This radiative scheme uses the two-stream approximation in

which the direct solar and terrestrial thermal radiation fields
are treated as separable. Beginning with the radiative transfer
equation for a monochromatic beam of intensity Iv,

= [ =d (34)

and integrating through optical depth, over solid angle, and over
bandwidth gives the radiative flux at some level zZ, (either upward :
or downward flux depending upon direction of integration through

optical depth). The result is

F:(l]) o i'."'(Z())Bi('rs-r-l) + 'T(T'l) - ‘T(Ts)si(rs-Tl)

z, - ’
- [ ety §Eaz (35)
Z
0
14
R —— AT  Eamney o avss,
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F;(Z]) = ?-(H)Bi(T]'TH) * J-(T'l) 3 J.(H)Bi'(r]-TH)
Z.| Jizs :
- HJ- Bi(r-r-') g-g— dz , (36)

where J is the source function; H is a height above which we will
not consider contributions to the downward flux; u, the cosine of
the zenith angle; v, frequency; g, the transmission function;
subscript i represents the bandwidth, Av;, over which the frequency
integration has been performed; and the overbars represent average
values within this bandwidth., The net flux at level Z, is

izl = E3lzy) + eilz). (37)

The radiative heating/cooling rate is given by

3 dF"
Qad = - ZEgE;T 3?1 : (38)
For terrestrial radiation, Rayleigh scattering is negligible
and the source function, J, may be set equal to the Planck black
body functien. In doing so, local thermodynamic equilibrium is
implicity assumed. This is a good assumption in the lower
atmosphere. Scattering of solar radiation is neglected, and
emission at visible wavelengths is negligible, so that the source
term for direct solar radiation is set to zero. The transmission
functions used also take cloud liquid water into account as well
as molecular absorption. (For details-concerning the boundary flux

values'(F+(z°), Fr(ZO)) and the selection of visible and infrared
transmission functions, see Oliver et al. (1978).)

2.2 MODEL STRUCTURE AND BOUNDARY CONDITIONS

The grid structure in this model has high near-surface resolu-
tion with a non-uniform grid spacing. Aloft, the grid spacing is
coarser and uniform. Similarity function relationships are used
to provide the linkage between the prognostically computed grid
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variables and the surface values. That is, the prognostically
computed values at the second grid point above the surface and

the surface values are used in conjunction with the stability-
dependent similarity profiles to calculate the variables at grid
point 1. The values at grid point 1 in turn influence the prog-'
nostic values through finite difference vertical derivatives.
Barker and Baxter (1975) describe such a technique of treating the
lower boundary conditions. Their scheme is used here by first
calculating a bulk Richardson number,

z,(e, - 0. )
: T i 2 V2 Vo
R1B = 5 (39)
© v
2
where év is the layer average virtual potential temperature,
v2 = u2 + vz, and subscript 2 refers to values at the second

grid point above the surface. This bulk Richardson number is then
used in conjunction with Eqs. (19)-(21) of Barker and Baxter (1975)
to find the Monin-Obukhov length. Next, the surface scaling
values U,,0, " and q, are calculated and the values of u,v,0, and !
Q at the f1rst grid point are found from the similarity funct1ons
(Businger et al., 1971; Paulson, 1970).

Lower boundary conditions on the turbulent variables are
found by assuming a near-surface production-dissipation balance
in their dynamic equations. For example, in the turbulent kinetic
energy (TKE) Eq. (25), the shear and bouyant production of TKE
are required to be equal to the viscous dissipation rate. Thus,

tendency, advection and triple-correlation diffusion terms are R
neglected. In the boundary layer approximation, the TKE equation
then becomes 5
L - <0,> wWiey, =4q7/Ap (40)
|
where, for simplicity of notation, the surface stress is assumed to ! 1
i
be aligned in the x-direction. This equation may be rewritten as |
|
2 [Us il Ll
* [H ¢q(2/L)] - T, Uy, T 9 /Ay (41) i .
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where O is the nondimensional wind shear. Thus, the’ boundary
condltion on twice the TKE at grid point 1 is

e 9, 2
> u*[kz m(E—'] * (Qev> “*ev*) £ (42)

In the previous work (Burk, 1977), logarithmic (law of the
wall) relationships were used rather than the general similarity
functions. This requires that z/L << 1, thus necessitating that
the first several grid points be Very close to the surface. The
use of similarity functions helps relax this restriction somewhat.

For the simulations of the marine bouridary layer discussed,
sea surface temperature was held constant. Generally the oceanic
surface roughness, Z,s is computed from an empirical formula
(Charnock, 1955; Wu, 1969)

— = 64.0 (43)

where u, is the surface friction velocity. The specific humidity
at the sea surface is taken at its saturation value based on the
sea surface temperature.

At the upper boundary, the turbulent fluxes and mean wind
shears are assumed as zero, while the lapses of Qw and 0, are
held constant.

Numerical integration proceeds as described by Yamada and
Mellor (1975), and Burk (1977). The difference equations are
implicit and solved by the Thomas algorithm (von Rosenberg, 1975).
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3. REFRACTIVE INDEX STRUCTURE FUNCTION COEFFICIENTS

The increasing use of remote sensing devices for probing the
atmosphere demands intensified scrutiny of the nature of refractive
index fluctuations, because these fluctuations often provide the
scattering that the devices sense. Since atmospheric refractive
index is wavelength dependent, the functional dependence of the
refractive index structure paramter, Cﬁ,is also dependent upon
wavelength. Wesely (1976) used the well established formulas for
refractive index in conjunction with the Kolmogorov-type 2/3 power
law, Eq. (1), to derive expressions for acoustic, optical and
microwave Cn. :

The refractive index structure paramter of acoustic waves is
generally found to be dependent primarily upon temperature fluctua-
tions. Thus, Wesely (1976) formulates the acoustic Cﬁ as

2. 2 21.2
¢, = [C7/47°07 (44)
where C% is the temperature structure parameter and ag is a
correction factor given by
20C T pc_ T\
& = - e @ e > (45)

Here, Ce is the square root of the water vapor pressure structure
parameter, and can be directly related to the specific humidity
structure parameter, Cg. The other terms in ‘Eq. (45) are the mean
pressure, P; a constant, D, equal to 0.307; and the structural
correlation coefficient

L i
FeT = CeT/(cecT) ’
where Cgt is the crossed structure function coefficient.
The optical structure coefficient is also generally dependent

primarily upon C$! and Wesely (1976) formulates it in a similar
fashion as

2 aadiRedeole 2
C, = [CTATPT/T ]ay (46)
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where

= ] & p

(47)

2
°3 [2(1-A2/A])CeT] ¥ [(1-A2/A1)CeT]

e &

Here A] and A2 are constants which appear in the equation for
optical refractive index and are given by Ay = 78.7x10°% K mb
and A, = 66.3x1075k mb™".

Hence, the contributions of moisture fluctuations to the
acoustic and optical structure parameters appear only through the .
correction factors a_ and a_,. Wesely and Alcaraz (1973) show that

a v
in the surface and in a free ;onvection layer, o_ and @, may be re-

a - |

lated to the local Bowen ratio, (see Figures 1 and 2 of Wesely (1976)). |
The refractive index structure parameter for microwaves has
generally been found to be primarily dependent upon fluctuations

in water vapor pressure, and Wesely (1976) writes

-1

2,2 <
2 [CeA3(1-R4/R3) 1 5

Cn = T2 YY‘ ‘ (48) :
i == H
i where, !
i 2 |
: 2Cp Crp
§ i reT[c TOA7E )] * [; TR 7A )] R
4 e 4553 e 4’73

Here A,=77.6x10"% K mb™! and A, = B+C/T, where B=72x10"% K mp™!

and C = 0.375 k% mb~!.

Thus, Wesely (1976) provides a very complete development of

‘ . the functional dependences of acoustic, optical and microwave
refractive index structure parameters. However, there still
remains the task of actually evaiuating these functions throughout
the PBL in a variety of circumstances. We need to know under what

conditions the correction factors ag, az, and YZ are near unity, and

v I
the extent to which these correction factors may be directly

determined by the local Bowen ratio. ! 1
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In order to evaluate Eqs. (44)-(49) with the turbulence
closure model, expressions for C%, Cg, and Cgt must be developed.
Corrsin (1951) proposed an expression for the one-dimensional
temperature spectrum in the inertial subrange which is dependent
upon the rate of molecular destruction of temperature variance, x,
and the rate of molecular dissipation of TKE, ¢, It can be shown
(e.g., Wyngaard et al., 1971) that this leads to

(50)

Based upon the previously described closure technique of treating
the molecular dissipation terms, Eq. (50) may be written as

cd =16 Lo . (51)
L
Similarly, expressions relating Cg and CET can be developed which
involve the rates of molecular dissipation of moisture variance,
temperature-moisture covariance, and TKE (Wyngaard et al., 1978).
Thus, expressions similar to Eq. (51) are hritten for Cg and C%e’
Wesely's (1976) relationships for acoustic, optical and microwave
refractive index structure parameters may now be directly evaluated
throughout the PBL. Again, it should be recalled that these
computed structure functions will be based upon ensemble-averaged
statistics and therefore cannot be directly reiated to a short-

time-averaged structure function.
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4. MODEL EXPERIMENTS AND RESULTS

The results of several model experiments are described in this
section, with particular emphasis upon refractive index structure
functions within the PBL. The first two cases involve simulations
of the marine planetary boundary layer (MPBL); an overland
simulation is presented in Case C.

4.1 CASE A

A numerical experiment similar to that of Sommeria (1976) is
discussed in this case. Sommeria used an updated version of the
Deardorff (1972) three-dimensional, subgrid-scale turbulence model
which includes condensation to describe turbulent processes within
an undistrubed trade wind boundary layer. Here, use is made of the
same initial profiles of potential temperature, specific humidity,
and wind as displayed in Figures 2-4 of Sommeria (1976), and the
same initial and boundary conditions. The period of integration
for this case was 6 h, which is about that used by Sommeria.

However, our specific humidity and potential temperature fields
do not evolve in the same manner as in Sommeria (1976). Sommeria
shows the specific humidity decreasing with time between the surface
and ~550 m, while our model has specific humidity increasing within
this layer (Figure 1). Since the surface specific humidity is
assumed to be at saturation (22 gm kg']), the near-surface drying
present in the Sommeria model is difficult to understand. It is
true that there is dry air advection associated with the latitudinal
ocean surface temperature variation of 2x_10'3 k km'l southward.

This corresponds to a 2x1078 km™! saturation specific humidity
variation southward. The maximum value of the meridional wind
component, Vmax’ at t=3.71 h in Sommeria's Figure 4 is about

-0.45 ms” ', Using this V_.  in conjunction with the latitudinal
specific humidity gradient gives a specific humidity decrease due
to advection of only ].2x10'5 in 3.71 hr. Thus, horizontal advec-
tion of dry air cannot account for Sommeria's specific humidity
decrease. Subsidence is not particularly strong in this case,
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being equal to 0.6 cm s'] at 2 km and decreasing linearly to zero

at the surface. And, dry air entrainment from aloft does not
appear capable of offsetting the upward moisture flux from the
surface.

Clouds develop and grow in the region between 550 and 1450 m
where the initial lapse is conditionally unstable. Maximum values
of liquid content obtained are about 0.5 g kg']. Sommeria reports
in-cloud liquid water contents of 0.1-0.3 g m 3, However, the
horizontally averaged value of liquid water content given by
Sommeria is several orders of magnitude smaller than this value
since only scattered cumuli develop in that 3-D model. In the 1-D
model used here, it was hoped that the method of parameterization
of condensation could, to a limited degree, distinguish between a
stratus layer and a scattered cumulus situation. The Sommeria and
Deardorff (1977) technique used in this model calculates not only
the liquid water content, but also the cloud fraction. For
scattered cumuli, the cloud fraction should be low, while it should
be near unity within a stratus layer. The situation described in
this experiment by the Sommeria model is a trade wind boundary layer
containing patchy cumuli. But the cloud fraction which develops in
the 1-D turbulence closure model is near unity, and thus indicative
of stratus formation. The source of this discrepancy is not
entirely evident and will require further investigation.

The calculation of acoustic, optical, and microwave structure
parameters throughout the MPBL for Case A is now discussed.
Rewriting Eqs. (44), (46), and (48) as

2
; 2o AL puE g ERINE pT\2.2
(acoustic) ¢ = a12 [CT i (—3_>ceT q (Tr) Ce]’ A
3 A%Pz} 5 E2U=Aulhs 1T (1-A,/A )T ,
il SR e~ 0 e Cef’(s”
2 2
A2(1-A,/A,)
(microwave) ¢f = —3——{cC + [rrrkirmy]Cer (54)

£ 9
+ [rreagm;) o
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permits examination of the individual contributions of C2 2 and

s C_u»
Cs to Cﬁ. ‘ b
Figure 2 shows the vertical distribution of terms which
comprise the acoustic Cﬁ after 3 h integration in this case.
Remarkably, the major contributor to Cﬁ near the surface at this
time is the third term in Eq. (52) involving Cs. The term involving
C%, which normally is the primary contributor to acoustic Cﬁ, is
negligible near the surface. Qualitative understanding of this
behavior can be found in Figure 1. After 3 h integration, the
near-surface vertical temperature gradient is very small, while
substantial moisture lapse is still present. In the presence of
these mean gradients, near-surface turbulence leads to relatively
large moisture fluctuations as compared to those of temperature,
and accounts for the enhanced importance of the Cz term.

Aloft in Figure 2, the situation is complex. All three terms
in Eq. (52) contribute substantially to the acoustic Cﬁ. The
second term involving the temperature-moisture correlation is
negative. The sharp peak in the distribution near 1.6 km is
associated with the presence of clouds and the radiatively enhanced
inversion near cloud top.

The functional dependence of the terms in Eq. (53) for optical
Cﬁ is the same as that in Eq. (52), except 1-A,/A, (=0.158) replaces
D(=0.307). Thus, the vertical distribution of terms making up the
optical Cﬁ after 3 h integration is very similar to that for

acoustic Cﬁ in Figure 2, but the first term is weighted slightly

more.
. The vertical distribution of microwave Cﬁ after 3 h of
integration in this case is shown in Figure 3. Here the contribu-
g tions of the C%e and C% terms in Eq. (54) are negligible and the

microwave structure parameter is determined solely by Ci. The
profiles of these structure coefficients remain much the same
through the remainder of the integration out to 6 h.
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4.2 CASE B

This case is a numerical experiment based upon data from the
Cooperative Experiment in West Coast Oceanography and Meteorology
of 1976 (CENCOM-1976) (Bulletin AMS, 1977). Noonkester (1978a,
1978b) discusses detailed MPBL measurements made on 3 October 1976
near San Diego, California as a part of CEWCOM-1976. He presents
acoustic sounder and FM-CW radar data showing the temporal behavior
of an inversion-capped mixed layer.

This numerical experiment is begun by initializing the model
with conditions thought to be representative of those at 1200 local
time (LT). There were no radiosonde data at this time, so the
initial temperature and specific humidity profiles are selected to
be consistent with the later radiosonde profiles at 1850 LT and
with the depth of the mixed layer (about 300 m) at 1200 LT as
indicated by the acoustic sounder and FM-CW radar (Noonkester,
1978a; Figures 4 and 5). The initial wind field selected is guided
by the bistatic acoustic wind data presented in Noonkester (1978b).
The sea surface temperature is held fixed at 294°K, giving an
initial 3°K temperature difference between the surface and 10 m.
The surface specific humidity is set at its saturation value, and
the surface roughness length is determined from an iterative
technique using Eq. (43). Noonkester (1978a) notes the presence of
subsidence during this experiment from the observed descent of a
subsidence inversion from 2 km to 830 m between 0500 and 1700 LT
on 3 October. To simulate this subsidence, a large-scale vertical
velocity having magnitude -1 cm s'] at 1 km was specified. The
vertical velocity is taken to decrease linearly to zero at the
surface. The method of treating the other boundary and initial
conditions has been discussed in Para. 2.2.

It was not the purpose of this experiment to emphasize compari-

sons of the model's evolution of the mean wind, temperature and
humidity profiles with those of the actual data, although these
fields are briefly examined. Rather, the goal was to examine the
behavior of the individual terms contributing to the acoustic,
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optical, and microwave structure parameters in this rather typical
MPBL situation. But first, a brief discussion of the mean fields
is warranted.

Figure 4 displays the evolution of the potential temperature
and specific humidity fields. The mixed layer depth increases from
300 m initially at 1200 LT to 450 m at 1800 LT (the minimum in the
virtual heat flux, -;TET;, was used in conjunction with the potential
temperature and moisture profiles to locate the top of the boundary
layer, zi). This behavior of mixed layer depth is in reasonable
agreement with the remote sounder data (Noonkester, 1978a; Figure 5).

Figure 5 displays the vertical profiles of the three terms in
Eq. (52) which make up the acoustic refractive index structure
parameter after one hour of integration (1300 LT). Near the
surface; the term involving C$ is contributing about 65% of the
total acoustic Cﬁ; the C%e term about 30%; and Cg the remaining 5%.
Aloft, the situation again is complex, with all three terms
contributing substantially to Cﬁ. The term involving C%e is
negative aloft. This term is dependent upon the temperature-
moisture correlation, T'e', which is negative aloft due to the
entrainment of warm, dry air from above the inversion. Note also
that the peak in the acoustic Cﬁ occurs a; a height of 400 m,
although the peak in the term involving Ce is located at 300 m.
This will be discussed shortly.

Wyngaard et al. (1971) show by means of similarity theory

that within the surface boundary layer

o wiTe 270 Seta ke (55)
where,
4.9[1-7(2/L)1°%/3, z2/L<0

f(z/L) =
4.9[1+42.75(z/L)]. z/L>0
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For free convection type conditions(-a2/L>>1), Eq. '(55) becomes
TR T o i (56)
{ HRE-

Frisch and Ochs (1975) suggest a modification of Eq. (55) for

inversion-capped boundary layers which is to be valid above the

surface boundary layer:

¢f = 12 2723 (z/0)6(2/2))., (57)

where, G(z/z;) = 1.0 + 0.88(z/z;) + 4.13(z/z,)%,
and 0 <z/z; <0.8.

Here Z; is the inversion height.
. Due to the near-surface moisture and temperature gradients in
this case, the boundary layer is quite unstable (at 1300 LT,
L = -12 m). In the first 50 m, the C5 term in Figure 5 has a z71-'3
dependence. Under neutral conditions, Eq. (55) predicts a Z'Z/3
behavior. Thus, the C$ dependence in Figure 5 is bracketed between
the Z°4/3 free convection 1imit and the 2'2/3 neutral boundary layer
distribution. In fact, the distribution is very close to that
predicted by Eq. (57) when the numerical values are inserted.
However, above 100 m the model's C$ distribution does not agree
with Eq. (57).
Again, the terms making up the optical structure parameter,
Eq. (53), show much the same behavior as in Figure 5 since the
functional dependence is very similar. Henceforth, there will be no
discussion of the optical structure parameter since its behavior
closely resembles the acoustic profiles.
co'he terms making up the microwave Cﬁ at 1300 LT are displayed
in Figure 6. .Again, the first term in Eq. (54) involving Cg is
the major contributor to microwave Cﬁ. The peak in microwave Cn
in Figure 6 occurs at 325 m. This does not coincide with the peak
in the acoustic Cﬁ. which as noted previously occurs at 400 m
(Figure 5). Thus, if the average response of remote sounders were
to behave in accordance with the profiles in Figures 5 and 6, then
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an acoustic sounder would locate the base of the inversion 75 m
higher than would an FM-CW radar. Noonkester (1978a) points out
that such disagreement between acoustic sounders and FM-CW radars
concerning the boundary layer mixing depth is quite common. 1In
fact, on the day of this case study (3 October 1976), Noonkester
repqrted that the acoustic mixing depth appeared to be greater than
the radar depth between 1230 and 1315 LT, and between 1440 and

1645 LT with a maximum difference of up to 150 m. In the model,
the acoustic mixing depth only differs from the radar microwave
mixing depth between 1245 and 1330 LT. This occurs when C%, Cg, and
CTe do not all peak at the same elevation which, in turn, appears
to be associated with the nature of the mean gradients of potential
temperature and specific humidity. In an actively growing boundary
layer, the base of the thermal inversion and the kink in the
humidity profile where it markedly deviates from the mixed layer
value may not always precisely coincide. This is the case in the
model between 1245 and 1330 LT, with the thermal inversion being
some 50 m higher than the specific humidity kink. Mixing in the
vicinity of these gradients then results in temperature variance
having a maximum slightly higher than the peak in specific humidity
yariance.

The model results at 1800 LT (Figures 7 and 8) are quite
similar to those at 1300 LT. The microwave refractive index
structure function is dominated by the Cz term in Eq. (54). Near
the surface, the first term in Eq. (52) is contributing about 60%
of the total acoustic Cﬁ; the second term about 35%; and the third
term the remaining 5%.

However, there are some noteworthy changes which have occured
between 1300 and 1800 LT. The boundary layer has grown several
hundred meters to a depth of 450 m. At 1800 LT the peaks in micro-
wave and acoustic Cﬁ aloft coincide. These peaks occur at 400 m
and are sharper and of larger magnitude than those present at
1300 LT. These peaks are located at the top of a thin cloud layer
which has developed.
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4.3 CASE C

The final numerical experiment is an overland case in which
the surface temperature undergoes a substantial diurnal oscilla-
tion. Motivation for this overland case comes in part from a need
to gain insight into just which processes are unique to the MPBL.

The initial and boundary conditions for this case are those
used in Burk (1977). Briefly, the surface temperature and surface
specific humidity are specified to undergo a diurnal wave (Figure
9), while the initial vertical distributions of wind and virtual
potential temperature are as shown in Figure 10. The geostrophic
wind is taken as a constant with height and time, having the value
Ug =18 ms™! and Vg = 0. The surface roughness 1engthi z°i is set
at 1 cm, and the Coriolis parameter has a value of 10" s ', which
corresponds to about 43°N.

The model experiment begins at 2000 LT and integrates through
one diurnal cycle. In Burk (1977), emphasis was placed on the
behavior of the specific humidity field. No clouds develop in this
overland case. As in cases A and B, our prime concern js with the
nature of acoustic, optical and microwave structure parameters.

Figure 11 shows that at 0000 and 0500 LT the acoustic index
of refraction structure parameter, Cﬁ, is primarily dependent upon
the term involving C% in Eq. (52). Aloft, the term involving
C%e also is contributing to the total Cﬁ. The near-surface
nocturnal values of acoustic Cﬁ are relatively small compared to
those which appear during midafternoon of this experiment, but
they are comparable to the acoustic Cﬁ values in cases A and B.
The difference in the two profiles in Figure 11 is associated with
the strengthening and sharpening of the nocturnal inversion during
this period. The inversion top is located between 500 and 600 m
at 0500 LT.

The situation in regard to the terms contributing to micro-
wave Cﬁ tends to be more complex in this overland experiment than
in the MPBL simulations of cases A and B. Figure 12 shows the
distributions of the three terms in Eq. (54) at 0000 and 0500 LT.
Near the surface, all three terms make important contributions to
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the total microwave C Microwave C aloft is. determined primarily
by C2, although the ch term still sign1ficant, particularly at
0500 LT where it has caused the peak in Cﬁ to be located at 500 m
rather than 550 m.

At 1500 LT, acoustic and optical C2 are primarily determined
by C% for heights below about 1 km (Flgure 13). The inversion is
at 1550 m. Near the inversion, all three terms in Eqs. (52) and
(53) are important.

Wesely (1976) shows that if the ratio

:

go= == : (58)

T

;

o

has an absolute value near unity, then the correction factors,ag
and “3' in Eqs. (45) and (47) can be calculated based upon the
local Bowen ratio. Figure 14 shows that below 1.2 km, |R| is near
unity. Note that the height at which |R| first deviates from unity
closely coincides with the height at which the structural correla-
tion coefficient Fot® changes sign. At 1500 LT, the zero crossing
of re¢ occurs at ~1325 m (= 0.85 z]). In the region between

0.85 Z;s and Z5s the influence of entrainment of warm, dry air from
above (having negative 6'e') is very evident. Also note in

Figure 13 that the acoustic Cﬁ is closely following a 2"4/3
distribution. The surface temperature is a maximum at this time
and the boundary layer is quite unstable.

At 1500 LT, the first and second terms in Eq. (54) for micro-
wave Cﬁ are both rather large near the surface and of the same
magnitude but opposite signs. The microwave~cﬁ aloft shows a peak
near the capping inversion, and its value is almost totally

determined by the term involving Cz.

Finally, let us look at the situation at 1800 LT. Here some
interesting results occur in the acoustic and optical refractive
index parameters. Whereas at 0000 and 0500 LT the near-surface
acoustic and optical C2 values were determined almost exclusively
by C%, at 1800 LT this is not the case (Figure 15). Near the
surface, the first and second terms in Eq. (52) are near equal,

31

v
.aw“.."




S —

while the.third term is somewhat smaller. A1l three terms aloft

contribute in a complex manner to the total acoustic C2 Also,

C% does not follow a Z~ -2/3 distribution despite the fact that the
PBL is near-neutral (L = -810 m). Wyngaard (1973) discusses the
need for caution in applying similarity theory near sunrise or
sunset due to the nonstationarity of the boundary layer. This
seems to be the reason for the absence of the Z'?'/3 behavior at
1800 LT. The microwave Cﬁ at this time is determined almost solely
by CZ.
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5. CONCLUDING REMARKS

The make-up of the acoustic, optical and microwave index of
refraction structure parameters has been investigated in this report.
Clearly, a turbulence closure model such as described here has a
great many other possible applications. - For example, Oliver et al.
(1978) use such a model in studying the interaction of the turbu-
lence and radiation fields as fog and stratus develop. Yamada
(1978), using a three-dimensional closure model in which some of
the equations have been simplified, performs simulations of cloud
development over a cooling pond. {
Three separate numerical experiments are discussed. Cases A
and B deal with rather typical MPBL situations. The final experi-
ment (case C) is an overland simulation. The contributions of the
three terms appearing in Eqs. (52)-(54) to the total acoustic,
optical, and microwave refractive index structure parameters are
examined.

The results of the experiments show significant differences
between the marine boundary layer cases and the overland case
insofar as the relative importance of the various terms contribu-
ting to these structure parameters is concerned. For instance,
except when the boundary layer is near transition (sunrise and

sunset), the acoustic and optical Ci over land are determined almost
solely by C$ below the inversion. In the MPBL cases, however, the
second and third terms in Eqs. (52) and (53) make important
contributions to acoustic and optical Cﬁ. Also, in the MPBL
simulations, the term involving Cg is the prime determinant of
microwave Cﬁ; whereas, near the surface in the overland case, all
three terms in Eq. (54) are significant.

To an extent, these results may be interpreted in terms of

Wesely's (1976) method of relating the correction factors 0;2,~ as,

and yz in Eqs. (45), (47), and (49) to the Bowen ratio, 8.
Figurés 1-3 of Wesely (1976) graphically display these relation-
ships. Above land typically |B|>0.5, and Wesely's figures show
that a«. and a_ should be near unity. Thus, overland acoustic and

a v
optical Cﬁ should be determined primarily by C% as found above.
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However, when |g|>0.5, Wesely (Figure 3) shows that vy can differ
significantly from unity, meaning that overland C%e and C% may
contribute significantly to microwave Cﬁ. Again, this is what we ‘
found, at least near the surface.

Over the ocean surface |g| may be small. Thus Y should be
near unity, while @y and @y may differ significantly from unity.
This also is consistent with our findings.

There are situations, however, in which the Wesely relation-
ships based upon local Bowen ratio cannot be utilized. The ratio .
[R] in Eq. (58) must be near unity for the Wesely relations to
hold. Both in the overland case and the MPBL cases, |R| close to
the surface was almost always found to be near unity. Similarly,
the magnitude of the structural correlation coefficient, |r s I8
always found to be close to unity near the surface in these
experiments except for short periods near sunrise and sunset.
However, aloft in a convective boundary layer, ot changes sign.
In the vicinity of the zero crossing of Fet? the moisture and heat
fluxes are weak and the triple correlation diffusion terms which
appear in the equations for the turbulent moments are important.
At and above the zero crossing of r |[R| is no longer typically
close to unity (Figure 14).

Although the optical structure parameter has not been empha-
sized here, it should be stated that the model results are
consistent with measured values of this quantity. Wesely and
Alcaraz (1973) discuss the diurnal cycle of optical refractive index
structure function coefficients in a variety.of circumstances. In
their Figure 10 they present results of measurements of optical Cﬁ
above grass at the electromagnetic propagation range of the U.S.
Army Ballistic Research Laboratories, Aberdeen Proving Ground, i
Maryland. The measurements were made during the spring above a
moist, grassy surface. These conditions are similar to those
assumed for case C. In our Figure 16 we reproduce these measured

et

et’

values of optical Cﬁ and also the Cﬁ values from case C at 5 and
10 m above the surface. The degree of agreement in Figure 16 ‘

certainly may be somewnat fortuitous since case C was not specific-
ally designed to simulate the conditions present at the observation
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site. However, the general agreement is encouraging. Wesely and
Alcaraz (1973) also point out that cloud cover caused the low Cﬁ
value> measured between 1600 and 1800 LT.

An effort is being initiated to examine these model results
further and to compare them with a more extensive atmospheric data
set. The influence of stratus and fog on the structure coeffi-
cients will also be investigated. It is recognized that such
detailed boundary layer investigations may necessitate revisions
in the turbulence closure model. This continual need to revise
one's model is an integral part of the empiricism of numerical
modeling which, although humbling, represents progress.
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