
r 
_

AD AObb 718 CATHO LIC UNIV OF AMEPICA WASHINGTON D C HUMAN PEPFOR—ETC F/S 5/10 N

IDENTIFICATION OF PSYCHOLOGICAL FEATURES IN THE RECOGNITION OF ——ETC flJ~
DCC 70 .1 H HOWARD N0001’e—75—C—0308

UNCLASSIFIED TR—71—1O—OtS NI

_

ENJ D
DATE

P11_ ME D

5~~79
DDE

t



• -
~~~~~~~ w —

/ LFVE~~j~i
IDENTIFICATION OF PSYCHOLOGICAL FEATURES IN THE RECOGNITION

OF COMPLEX , NONSPEECH SOUNDS
00

James H. Howard, Jr.

ONR CONTRACT NUMBER N00014-75-C-0308

Technical Report ONR-78-1O
C-,

LU Human Performance Laboratory1

U... Department of Psychology

The Catholic Univers ity of America

December, 1978

‘I

Approved for publ ic release; distribution unlimited . Reproduction in whole
or in part is permitted for any purpose of the United States Government.

79 03 ~sO 186
fl! I 9 /‘ 1’ 

-



• —k- W — - - .  -

~

Unclass ifi ed
31i 

SECURITY CLASSIF ICATION OF THIS PAGE (WilIfi 0.1. Eni.r.d)

READ INSTRUCTIONSREPORT DOCUMENTATION PAGE BEFORE COMPLETING FORM
UION NO 1 RECIPIENT’S CATALOG NUMBERI. REPORT NUMBER

/ 12. 
GOVT ACC E

ONR-78-10 ____________________________
4. T ITLE~~~~d~~~btltI _.. ~~~~~~~~~~~~~~~~~~~~ 

PE Or

TDENTIFICATION OF~~SYCHOLOGICAL IEATURES IN THE) ~~~ALA~~ T.
~ O~t~~~74 - 31 Dec~~~7~~

~~~~~~~ I ~ ECO GN ITI ON 0F COMPLEX I~~9N SPEECH 
~~~~~~~~~~~~~~~~~~~ ~i ..nrpn.. .iti sni. n lr snr uJ.uu.n

7. ALJTHOR(.) I. CONT RAC ? OR GRANT NUNSER(.)

E~ 
~~~~~~~~~~~~~~~~~~ ~~ O14-75-C~ø~88~

9. PERFORMING O R G A N I Z A T I O N  NAME AND ADDRESS 10. PROGRAM ELEMENT . PROJECT . T A SK
AREA 4 WO RK UNIT NUMBERS

The Catholic University of America
Washi ngton, D. C. 20064 NR 197-027

II . C O NTROLLING OFFICE N A M E  AND ADDRESS __________________~~~~REPORT ~ A?Z —

Eng i neering Psychology Programs, Code 455 (1’ L~ .1.978 / ~~~~~~~ ,

Office of Naval Research NUMB E R O F  PAGES

_ _ _ _ _ _ _ _ _ _ _ _ _  
17 _

14 . MONITORING AGENCY N A M E  S ADDRESS(I( dl f f. r . n t from Controlling Offic.) 15. SECURITY CLASS. (of UiI. ~~~oif)

— -~~~~ Unclass ified
ISa . DECLASSIFICATION/DOWNGRADING

SCHEDULE

16. DISTRIB UTION STATEMENT (of thu R.port)

Approved for public release; distribution unlimited

Il. DISTRIBUTION STATEM ENT (of ft. .b.t,act .rt.r.d In Block 20, II dllf., .nt f rom R.port)

19. SUPPLEMENTARY NOTES

19. KEY WORDS (ContInu. on r v.r.. ifd. II n.c..omy mid td.nhIfy by block nsa,b.r)

auditory perception feature selection
auditory pattern recognition multidimensional scaling
auditory features decision processes
auditory classification
feature extraction

20. A BSTRACT (ConUnu r v 1 1 .  .Id. If n.c.a.ar ~ mid id.ntil ~’ b~ block ,iomb~f) This report s unm~ari zes the’%
\ research conducted un4~~~.c~~.t.r.att JJ( Q.~.4m we~ ’e.between the Offi ce of Naval

Research, Engineering Psycho logy Programs and The Catholic Uni versity of Americ~‘ The research investi gated the perceptual processes Involved in the recognition
of complex nonspeech sounds, particularly those that resentle steady-state
passive sonar slgials. The Indivi dual experiments conducted In this pursuit
have been distributed In nine technical reports and ten additional papers . The
issues addressed in this work concerned three general problem areas : (1) Iden-

~~~~ FORM
W I JAM 7) 1413 EDIt ION OF I Nov 65 II OBSOLETE

SECURITY CLAUIFICATION OF THIS PAGE (~~ mi b.e. ~~u.r.d)S/N 0102•014 460 1 Un~ 1~ cc I f iRd

~‘9 ~~~~~~

‘ 

~ R64’-,LJoq ~ J
_ _ _  

-j

~‘~ i9 ~~~~~~~~~~~~~~~~~~~~ ~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
• _________



- - .  — -. — —- — — --- - - —-- -

_______________________________________Unclucifiad Block 20 continued
LLIJ4ITY CLASSIFIC ATION OF T HIS PAGE(Wh .n 0.1. Entsr.d)

tification of perceptual features, (2) aura l feature selection processes,
and (3) aural classificat ion processes. The methods, substantive contrituti on
and practical implications of the research are outlined.

-. 
. 
- -

~~

~,oc ,.. o

~~~~~~~~

S.

Unclassified
SECURITY CLA SSIFICATION OP THIS PAQE(IPhsn bat. Ent.r.d)

1.



• — -s.- W- - .

1

This report summarizes the research conducted under contract

NOQO14-75~-C-O3O8 between the Office of Naval Research , Engineering Psychology

Programs and the Catholic Un i vers i ty of America. The research investigated

the perceptual processes involved in the recognition of complex nonspeech sounds ,

particularly those that resemble steady-state passive sonar signatures . The

individual experiments conducted in this pursuit have been distributed in nine

technical reports and ten additional papers (see Appendix A for a comp lete

listing). The issues addressed in this work may be classified into three

general areas: (1) ident ifying perceptual features, (2) aural feature select ion

processes , and (3) aural classification processes . The substantive contribution

of each report is described below following this overall organizat ion.

(1) Identifying Perceptual Features

Problem and rationa le. Recent years have witnessed major theoretical

advances in our understanding of the perceptual processes invo lved in the

detection and discriminat ion of simp le acoustic stimuli . In contrast , relatively

little is known about the psychological processes that underlie the classi-

ficat i on of complex acoustic si gnals. A popular approach to the analysis of

this problem assumes that human auditory recognition invo l ves several distinct

information-processing stages. In this view an unknown sound undergoes several

transformations before it is recognized. First , an initial sensory representat i on

of the signal Is formed. Second, this preliminary representation is further

transformed into a set of distinctive auditory features. This stage is referred

to as feature extraction and is generally thought to invo l ve the reduction of a

stimulus to Its essential characteristics. Third , this hi ghl y processed feature

representation Is compared with Information stored in memory to determine its

classificat ion. The processes involved In this stage may be extremely compl ex
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and are collective ly referred to as the decision stage.

Although no sing le theoretical statement of the feature extraction process

exists , recent research has stressed its importance in auditory perception . It

is frequently argued that the feature extraction process is hltuned u to select

perceptually important information from the output of the preliminary analysis

stage, and discard information that is likely to be unimportant . Since aural

recognition performance ultimately depends on the feature extraction process, a

central objective of our research was to investi gate techniques that would enable

us to i dentify those acoustic cues that are of primary psychological i mportance.

The object of this investig ation , the feature representation or output of

the feature extraction stage , is obvious ly not directly observable and must

therefore be inferred using indirect methods. Although a variety of techniques

have been used in previous research , we selected multidimensional scaling for

further investi gation. With this method , listeners are asked to provide pairwise

simi l arity judgments on the set of sounds of interest. A specific multidimensional

scaling al gorithm is then applied to decompose the resulting subjective proximi ty

matrix into an n—dimensional metric space in which each si gnal is represented as

a single point or vector. If a satisfactory scaling solution exists , we assume

that the dimensions of the scaled stimulus space reflect those features that the

listeners used to compare the stimuli . A comparison of the perceptual space and

the known physical structure of the stimuli can reveal the specific psychophysical

transformations involved in the feature extraction process.

Three experiments were conducted specifically to investigate these tech-

niques. In the first, we confirmed the validity of the method by scaling a set

of engine—like sounds that had previously been investigated using other methods.

In the second study we extended these techniques to a new set of eight

passive sonar signals. In the third study additional evidence relevant to the
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1
feature i dentification problem was obtained for brief—dura tion si gnals in a

backward —masking task. The results of the first two studies clearly estab-

lished the effectiveness of multidimensional scaling techniques for i dentifying

the perceptual features used by listeners in a similarit y rating task. In

addition , the techniques we used enabled us to specify the relative importance

of stimu l us features and to characterize the differences between specific groups

of listeners in a precise way. The third study revealed some interesting task—

dependencies. These findings have been followed up in subsequent research . The

three reports are abstracted below .

Report ONR— 75—l. The INDSCAL multidimensional scaling model was used to

investi gate the distinctive features invo lved in the perception of sixteen

complex nonspeech soun ds. The signals differed along four physical dimensions :

fundamental frequency, waveform, formant frequency and number of formants.

Scaling results indicated that an individua l 1 s simi l arity ratings could be

accounted for by three psycholog ical or perceptual dimensions. A statistically

reliable correspondence was observed between these perceptual dimensions and the

physical characteristics fundamental frequency, waveform, and a combinat ion of the

two formant paramenters . These results were further exp lored with Johnson l s (1967)

hierarchical clus tering analysis. Large differences in featural saliency occurred

in the group data with fundamental frequency accounting for more variability than

the remaining dimensions . Further analysis of individual listener data revealed

large individual differences In featural saliency. These differences were related

to past musical experience of the listener and to earlier findings using similar

signals. It was concluded that (1) the INDSCAL model provides a useful mode l for

the analysis of auditory perception in the nonspeech mode, (2) featural sali ency p”

In such sounds is likely to be determined by an unspecified attentlonal mechanism. 
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The impli cations of these findings for tactical sonar operations were discussed.

Report ONR— 76—2. The potential usefulness of multidimensional scaling

techniques in the perceptual analysis of real world” underwater sounds was

demonstrated. Nineteen observers (nine with musical training , ten without ) used

a five—point scale to judge the simi l arity of all possible pairs of eight passive

sonar recordings. The eight signals were selected to represent a range of common

natural and man—made underwater sounds . These data were analyzed using the

INDSCAL multidimensional scaling model , revealing an interpretable two-dimensional

psychologi cal space. One of the psychological dimensions was interpreted as

reflecting the overall shape of the 1/3-octave spectra of the eight si gnals , while

the second was seen to reflect the prominence of a low-frequency periodicity

present in some signals. Individual observer analysis revealed substantial dif-

ferences between the musically trained and musically inexperienced observers in

the relative importance or salience of the two dimensions. The relat i on of these

findings to earlier work was discussed.

Report ONR-77-3. Three experiments Investigated the effect of an

interfering white noise on the recognition of brief-durat ion complex sounds.

Listeners were presented with a 20-msec si gnal followed , after a variable delay ,

by a 500—msec white noise burst. Their task was to classify the si gnal into one

of two categories on the basis of either its fundamental frequency, waveform or

formant frequency. The main focus of the experiments was to investi gate the

relation between performance and the auditory features or cues present in the signal.

• Recognition performance improved with increasing inter-stimulus intervals up to an
-j

asymptote at approximately 200 msec. This finding Is consistent with earlier results

in suggesting that brief—duration signals are retained for a short time in a pre-

categorical sensory memory for further processing. In addition , the data revealed

that asymptotic performance level was determined primarily by the distinctiveness

_ _ _  
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or discrim inabilit y of the relevant auditory feature and by the amount of

listener experience with the relevant feature. It was concluded that practiced

listeners have an improved ability to selective ly focus their attention on

specific auditory cues in a complex aural display .

(2) Aural Feature Selecti on Processes

Problem and rationale. In the research outlined above we focused on

the prob l em of identifying the features that listeners actually use to compare

complex sounds . Once the reliability of multidimensional scaling techniques

had been established in this context , more fundamental questions could be

addressed. In particular , the feature extraction process had not been well -

specified in the literature. No true psychological theory of feature extraction

existed. When we say that a stimu lus is reduced to its “essential elements ,”

what do we mean? How do listeners determine these crucial elementary units of

perception? Impli cit in our approach to this prob l em was the understanding that

a feature tuning process exists whereby the set of distinctive features was

defined. We referred to this as the feature select ion prob lem. The specification

of a general feature selection theory will enable us to predict the features that

listeners will use in perceiving complex sounds.

Two contrasting approaches to this problem have been suggested in the

literature . First , the human auditory system may be equipped with a set of

specific feature-detecting mechanisms that monitor Incoming aura) informat ion

for particular stimulus cues. Here it is assumed that the tuning process has
1#

occurred through natural selecti on, and that evolut ionary mechanisms have provided
p.

us with the neural apparatus needed to detect these features. This approach

emphasizes the importance of the feature detectors themselves. Each detector

“looks for” an individual stimulus property, and a set of feature detectors

determines a property list for the stimulus . Second, It Is possible that the
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auditory system has an internalized set of rules and criteria for feature

selection rather than a set of narrowly tuned feature detectors. These rules

and processes enable the listener to determine what the comparison features

should be in any particular stimulus context .

Our research has favored the latter view. While we are not prepared to

deny the existence of specialized neural detectors for some attributes (e.g.,

for speech cues), the more flexible , process—oriented approach has seemed more

appropriate for timbre perception on both logical and empiri cal grounds . In

the firs t report on this research we carefully articulate the two contrasting

positions outlined above and consider earlier findings (both from our laboratory

and from others) in terms of this issue . In the second report , we propose a

specific structure—preserving feature—selection mode l and demonstrate its ability

to predict the features that listeners use to compare complex steady-state sounds .

We see the proposed theory as a first step toward the specification of a general

feature-selection model. The two reports are abstracted below.

Report ONR—78—5. Feature extraction plays a fundamental role in most

theories of pattern recognition , but despite its importance, the extraction

process is not well defined . Two contrasting views of feature extraction were

identified in this review paper, one wh i ch emphasizes invarient feature detection

and one wh ich emphasizes flexible feature selection . The invarian t detector

approach assumes that the auditory system is equipped with finely tuned feature

detectors that respond to specific stimulus properties . In this view , stimuli

are described in terms of property lists of specific features. In contrast, the

more flexible , process-oriented approach assumes that the auditory system is equippe d
.3

with a set of rules and criteria for feature selection . In this view , the Important

perceptual features reflect the underlying structure of the stimuli. Research on

timbre and pitch perception has supported a flexible , process-oriented approach. The

flexibility of this approach offers particular advantages In that it can expl ain

—-—- — -~~~a-’-W-- 
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the effects of stimu lus and task context on perfo;mance. Both types of context

influence the perception of complex sounds . Stimulus context affects the

structure of the stimulus space and consequentl y the features that would be

extracted by a structure—preserving transformation . Task context affects the

relative importance of features in making similarity judgments and classificat i on

decisions. The two approaches to feature extraction have importan t imp lications

for the development of auditory pattern recognition theory.

Report ONR-78-6. A process-oriented feature selection mode l was proposed

to characterize listeners ’ comparisons of the timbre of complex steady—state

sounds. Specifically, the model assumes that the listener performs a structural

analysis on the l ow-resolution spectra of the stimuli to be compared and then

extracts a feature representation through a structure—preserving transformation resem-

oling a principal —components a.ialysis. This feature representat i on is subsequently

emp loyed to make similarity judgments between stimuli. Predictions of the mode l

for a timbre—comparison task were examined using a set of sixteen complex sounds

that varied in amplitude spectral shape. The subjective feature representation

obtained from the ALSCAL nonmetric scaling program was generally consistent with

the theoretical feature representation produced by the optimal structure—preserving

transformation applied to the loudness—weighted spectra. The two comparison

features as well as the relative importance of the two dimensions were successfully

predicted by the model. Practical implications for the subjective evaluation of

complex signals are discussed and refinements to the transformations in the model

are suggested.

(3) Aural Classification Processes

Problem and rationale. In order to develop a complete understanding of 
“

the aural classification process, It is necessary to clarify the relation between

the feature extraction and decision stages. How are the characteristic features
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that l isteners extract used to determine signal classification? The overall

question addressed in the third phase of our research concerned the relat i on

between the perceptual features identified in a multidimensional scaling

analysis and the decision stage of the aural classification process. In a

classification task , the listener is required to distinguish among a specified

set of acoustic patterns. Consequently, one woul d expect the decision process

to selectively emphasize one or another distinct i ve feature, depending on the

configuration of stimuli in the perceptual pattern space. For example , given a

set of stimuli which differ in both pitch and loudness , listeners would likely

use both features to evaluate pairwise similarity . On the other hand , if the

same signals were then grouped into two categories based on onl y a s ing le dimen-

sion (e.g., high and low pitch ), then listeners learning this  pa r t i t ion  need

onl y cons i der a single feature , pitch , to achieve optima l classification per-

formance.

In our first study in this series we proposed and tested a specific ,

bottom-up mode l of the aural classificat ion process. The model is bottom-up

in that classificat i on is based on a systematic and extensive analysis of low—

order feature informat ion. In the model we assumed that a decision processor

estimates the perceptual distance between the to—be—classified stimulus and

each of a set of category prototypes in the feature space. This is used to

estimate the likelihood of each category given that stimulus . The stimu l us is

then classified into the category having the greatest likelihood. This model

differs from earlier efforts in at least two respects: (1) it is oriented toward
‘.3multid imensional rather than unidimens ional stimuli , and (2) we propose that a

feature-tuning process occurs whereby the relative importance of stimu l us features

are adjusted to optimize classification performance. The four experiments outlined

in the first of these reports Investigated classificat i on using a set of synthetic

cavitat ion signals. Overall , the data were support ive of the model.
I 
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Our second study addressed an issue raised in the research discussed

above . Specifically, we examined the long-term stability of our theoretical

predictions. Can the mode l adequately predict the confus i ons that listeners

will make after extended pract i ce? Perhaps listener sensitivity changes or new

features emerge for highly practiced listeners? The results of this study

were generally consistent with the model. Althoug h some listeners seemed to

“discover ” perceptual ly difficult features only after considerable practice ,

very little change occurred over the final twelve sessions in the experiment.

Another issue of some interest concerns the ability of our aural

classification model to characterize individual listener performance. Large

individual differences were frequentl y noted in our classification research.

In this study we were interested in predicting an individual ’s confusion data

in one classification task after observing his or her performance in another.

The results revealed that an overall attentional effort parameter was

simi lar for the same individual across very different classifica tion tasks.

This suggests that our aura l classification mode l may be useful in characterizing

individuals as “good classifiers ” or “ poor classifiers ” as well as in predicting

the specific confusions that will occur in a number of different classification

tasks.

The final study undertaken in this series addressed a broader issue. Our

previous experiments on the classification of complex sounds used categories

defined by two exemplars. One objective of the present study was to test the

generality of the model by examining classificat ion performance in a four-exemplar

categorizat ion task. A second objective of this study was to obtain additional

evidence regarding the classifi cation rules that listeners use. Our classificat i on

mode l Is based on the assumption that listeners compare a sound with each of a

— - ~~~~~~~~
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series of prototypes to determine its correct classification . Although this

assumption has been supported in several experiments , other possible decision

rules have not been considered explicitly . Two possible models of how category

information is represented subjectively were examined in this study : the

prototype-distance and attribute-frequency models . The prototype model argues

that in a classification task a prototype or best example of a category is

formed by averaging the distinct i ve features of the category members. In contrast,

the attribute—frequency mode l assumes that the best example of a category is

simply that i tem whose features or attributes occurred most frequently in the

category exemp lars. Our findings indicated that the classification mode l will

adequatel y handle the four—examplar situat ion , but also indicated that the

prototype assumpt i on niay not be the most appropriate in all conditions. Each

of the four studies in this series are abstracted below.

Report ONR-78-4. The rel ation between the perceptual features i dentified

in a multidimensional scaling (MDS) analysis and the decision stage of the

auditory classificat ion process was investigated in four experiments based upon

a set of sixteen complex acoustic patterns. The sounds consisted of broad-band

white noise , amplitude modulated by sawtooth waves of vary ing frequency

and attack. A psycholog ical feature representation of the stimuli was obtained

in Experiment 1 using a MDS analysis (INDSCAL) of the listeners ’ pairwise

simi l arity ratings . Two groups of listeners in Experiment 2 learned to

classify each of the sixteen si gnals into one of eight categories (two sounds /
per category). The two groups learned eight-category partitions that empha-

sized different features of the stimuli. Confusion matr,..es were analyzed in

terms of both the stimulus space obtained In Experiment 1 and a probabilist ic

model of the listener ’s decis ion process. The model provided a reasonable fit

to the observed data. Experiments 3 and 4 further tested the assumpti ons of the
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decision model. In Experiment 3, listeners were required to classify each member

of a large set of amplitude-modulated si gnals that formed a “grid” over the

perceptual feature space. Subject i ve probability density functions for the

ei ght categories estimated from listener responses using potential function or

Parzen estimator techniques were consistent with those assumed by the model .

In Ex peri.i~ent 4, MDS techniques were used to investi gate the “conceptual space”

underl ying the listeners ’ memory for each of the eigh t categories in both groups .

Category coordinates obtained from the MDS analysis corresponded well to the

category centroids computed from the perceptual space of Experiment 1. Overall ,

results of the four experiments indicated that listeners employed an optimum-

processor strategy to determine the relat i ve importance of each feature in the

decision process. The findings indicate that any theoretical treatment of

auditory pattern recognition must address the interact i on of the feature extrac-

tion and decision processes.

Report ONR-78-7. Four listeners were gi ven extended practice in an

eight-category classification task (3072 trials). The stimuli were sixteen

amplitude-modulated noise patterns that varied in modulat ion frequency (Tempo)

and attack (Quality). Two listeners learned an ei ght—category partition that

was based primarily on stimulus Quality, and two learned a partition that was

b,~sed prim aril y on stimulus Tempo. The resulting confusion data were analyzed

in terms of our aural classification model . The theoretic-al analysis enabled

us to specify the rel ative emphasis placed on the two stimulus features by each

listener on each of the sixteen trial blocks. The results Indicated that although

large individual di fferences occurred , all listeners had more difficulty making

use of the subtle stimulus differences along the Quality dimension than they did

of differences along the Tempo dimension . Three of the four listeners placed a great-

er emphasis on Tempo than would be optimal. Although one listener only “discovered”

the Quality dimension after 750 trials , very few changes occurred for any listener

___________  
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after 1000 tria ls. It was concluded that extens i ve pract i ce alone is not

likely to improve a listener ’s ability to use difficult features in aural

classification . The role of sensory factors in limiting performance was

cons i dered.

Report ONR-78-8. Our proposed classification model estimates attentional

capacity and how it is allocated to the relevan t dimensions . It was hypothe-

sized that capacity will vary as a function of individuals , but that the allo-

cat ion of capacity is a function of dimensional relevance. A classification

experiment was conducted using amplitude-modulated noise with modulation frequency

(Tempo) and waveform attack (Quality) as relevan t dimensions. Listeners were

required to classify sixteen sounds into ei ght categories emph asizing one of the

dimensions for ei ght blocks (1536 trials) and then the other dimension for ei ght

blocks. Capacity was estimated by the model and was equivalent for both classi-

fication tasks for individuals. Allocation of capacity reflected dimensional

relevance.

Report ONR-78-9. Our prposed classification model assumes that each

category in a classificat ion task is represented by an abstract prototype.

Others have argued that the evidence for prototype representations can be

explained by the indeterminancy of exemplar attributes . A test of these two

models would require that attribute indeterminancy be measured. In a classifi-

cation task , attribute indeterminancy can lead to overlapping category boundaries.

In turn , this results in confus i ons, which can then be a measure of indeterminan cy.

An aura l classification experiment was conducted where listeners classified

sixteen amplitude-modu l ated noise patterns into one of four categories, each

having four examplars. Results of a post—training recognition test Indicated

that an unexperienced prototype was rated as familiar , but this effect was
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reduced with increased practice with the category exemp lars . Neither mode l

was supported unequivocall y. Classification results did demonstrate that

the classification model is applicable to four examplar categories defined

in two dimensions.

(4 )  Summary

A number of general conclusions are justified on the basis of our

findings . (1) Multidimensional scaling provides a set of useful techniques

for identifying the perceptual features that listeners use to evaluate complex

sonar-like sounds . These methods also permit a precise quantitative specifi-

cat i on of individual and group differences as well as an assessment of the rela-

tive importan ce of specific features. (2) Caution must be exercised , however, in

generalizing the aural features identified in one situat ion to other task contexts.

Our research has demonstrated that considerable , task—re lated variability can

occur in the relat i ve subjective importance of individual features. The most

important feature in one task is not necessarily the most important in another ,

even though both tasks may involve the same stimuli. (3) Our feature selection

mode l provides a reasonable preliminary specification of how listeners determine

wh ich features to use when comparing complex , steady—state sounds . (4) The aural

classificat i on model proposed in the present research can successfully predict

the specific confusion errors that listeners make in a wide range of classification

tasks. When coupled with the feature-selection model , the classificat ion mode l

provides a potentially very powerful method for anticipating the “fine structure”

of aural class ification data. The contribution of such knowledge to the develop-

ment of acoustic preprocessing devices or other performance aids is obvious.
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