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ABSTRACT

This report considers the effects on detectability and measura-
bility resulting from attempts to extract seismic waveforms by application of
cascaded processors and polarization filters. Previous work has shown that
bandpass or Wiener filters (when cascaded with the three-component surface
wave adaptive processor) caused improvements of as much as 0.8 m, units
in the 50 percent detection threshold of surface waves. This report shows that
by using a larger data base, this improvement in the detection threshold is
0.5 units. It is also shown in this report that surface wave magnitudes meas-
ured on data processed by the bandpass filter-three-component surface wave
adaptive processor cascaded combination compare well with surface wave
magnitudes measured on bandpass filtered data, however, surface wave mag-
nitudes measured on data processed by the Wiener filter-three-component

surface wave adaptive processor do not.

Two types of polarization filters are described in this report.
The first, which is dependent on vertical and radial component particle motion,
improves the long-period 50 percent detection threshold by 0. 3 m, units for
P waves and 0.4 m units for S waves when applied to Kurile Island, Kamchat-
ka events as recorded at Mashhad. The second, which is dependent on phase
difference between the vertical and radial data, improves the long-period 50

percent detection threshold by approximately 0. 5 m,_ units for P and S waves.

b
Discussion on the feasibility of applying these polarization filters to short-per-

iod data is also presented.
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SECTION I
INTRODUCTION

The research effort which this report describes was initially
intended to clear up several points raised at the end of the previous contract
period regarding the extraction of teleseismic long-period bodywaves and
surface waves from seismic noise. A further point to be covered was the
logical extension of the signal extraction techniques used on teleseismic long-
period data to extraction of short-period waveforms from near-field data.
During the course of this work, however, a new, and potentially more useful,
signal extraction technique was developed from a synthesis of previously used
techniques. Therefore, in addition to describing the results of the work per-
formed to achieve the original goals, a discussion of the new technique (here-
after to be referred to as the phase-difference polarization filter) and prelim-

inary evaluation of its usefulness is included in this report.

Lane (1977a) demonstrated that polarization filters (hereafter
to be referred to as particle-motion polarization filters) yielded essentially
no improvement in station detection capability of long-period teleseismic sig-
nals. It is therefore necessary to determine why these particle-motion polar-
ization filters performed so poorly on the chosen data base and whether this
technique might perform better for a different station-source region combina-

tion.

In the area of long-period surface wave extraction, Lane (1977b)
demonstrated that by cascading signal processing techniques (i. e., using as in-
put to one processor the output of another processor) greater signal-to-noise
ratio improvements could be achieved than would be expected from the signal-

to-noise ratio improvement yielded by each technique when applied separately.
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Due to the size of the data base available at the time of analy-
sis, Lane was only able to conclude that the improvement in detection capabil- ‘
ity due to use of cascaded signal extraction techniques might be as large as
0.8 m, units for Kurile Islands-Kamchatka events as recorded at the Guam
F Seismic Research Observatory. By expanding the data base, it is intended in
b this report to better define the detection capability improvement due to applica-
tion of cascaded signal extraction techniques. By applying Ringdal's method
for magnitude bias correction (Ringdal, 1975; Strauss, 1978) it is possible to
investigate the effects on the Ma— my relationship of extending the detection

capability of a station by the cascade method.

The specific goals of this report are as follows:

® To investigate the failure of the particle-motion polarization
filter to improve the Guam SRO detection capability of Kurile

Islands- Kamchatka events. ‘

® To determine the value of particle-motion polarization filters

when applied to teleseismic signals recorded at another station.

® To investigate the feasibility of applying particle-motion polar-

ization filters to short-period near-field data.

® To obtain better estimates of the detection capability improve-
ment due to the application of cascaded signal extraction tech-

niques to long-period surface wave data.

[ ] To determine the effects on the Ms- m, relationship of cascaded

b
signal extraction techniques.

® To discuss the nature of the phase-difference polarization fil-

ter as applied to near-field and teleseismic data.

This report is organized as follows. Section II presents a de-

scription of each signal extraction technique as well as the driving module
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(the three-component adaptive processor) which is common to all the signal
extraction techniques discussed in this report. Section III presents the re-
sults of the work performed toward achieving the above described goals,

Section IV gives the conclusions reached in the course of this work and rec-

ommendations for future work based on the evaluation of each signal extraction

technique. Finally, Section V lists the references cited by this report.

el . ok s




SECTION II
METHODOLOGY

A, THE GENERALIZED APPROACH TO SIGNAL EXTRACTION

In his report on long-period surface wave extraction, Lane
(1977b) described the method of cascading signal extraction techniques to a-
chieve greater signal-to-noise ratio gains than would be achieved by application
of the techniques separately. The techniques used were Wiener filters, band-
pass filters, the three-component surface wave adaptive processor, and pre-
whitened matched filters. In brief, the results of this report are that the cas-
caded Wiener filter and three-component surface wave adaptive processor show-
ed greater signal-to-noise rati.o gains than would be predicted by summing their
individual gains. Adding a matched filter following the three-component sur-
face wave adaptive processor led to a reduction in gain, The bandpass filter-
three-component surface wave adaptive processor combination yielded slight-
ly higher gains at low input signal-to-noise ratios and slightly lower gains at
high input signal-to-noise ratios than the Wiener filter-three-component sur-

face wave adaptive processor cascade combination.

Due to the large improvements in signal-to-noise ratios found
by cascading the long-period surface wave signal extraction techniques, all
signal extraction techniques described in this report are cascaded. The par-
ticular extraction technique in each case is cascaded with a bandpass filter
with one exception, where a Wiener filter is used in place of the bandpass fil-

ter.

A major point which all signal extraction techniques discussed
in this report have in common is their driving module. This module is the

three-component adaptive processor. In earlier reports on the subject of
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signal extraction (e.g., Shimshoni and Smith, 1964; Lane, 1973; and Strauss,
1976) the term 'three-component adaptive processor' has referred to a tech-
nique for extracting long-period surface waves from seismic noise. However,
‘ the actual three-component adaptive processing part of this technique is a

F separate module from that which computes and applies the filter weights. In

| this report, for example, two distinct extraction techniques, one dependent on
particle-motion polarization and one dependent on phase-difference polariza-
tion, are described, each of which utilizes the three-component adaptive pro-

cessing approach.

The generalized three-component adaptive processor divides

the data into time segments which overlap by 50 percent, computes and applies

filter weights to the data according to the particular filter model supplied, and
sums and scales the filtered data segments. The idea underlying this processor
is that by dividing the data into small segments, the data in each segment can
be compared to the desired model on a frequency-by-frequency basis and then
weighted according to their similarity to that model. Thus, the seismic noise
in one segment, which does not resembile the signal model, can be rejected
while the signal in another segment, which does resemble the model, can be
passed. The filter weights are thus adapted to the data as the data changes

in time. Thus, as the dominant wave in the data changes from noise to signal
and back to noise, the filter weights change to isolate the signal. The use of
overlapping segments smooths the data so that ﬁo abrupt changes are intro-

duced from one segment to the next.

The utility of this approach becomes clearer when compared to

a more conventional signal extraction technique such as a bandpass filter. In

the case of a bandpass filter, the entire data sample is processed as a unit
and the frequency components are accepted or rejected for the entire data
sample. If the seismic noise and the signal have similar frequency content,

no improvement in signal-to-noise ratio can be expected from the technique.
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In the adaptive processor, measurements of the degree to which the component
spectra of each data time segment resemble a specified model determines the
spectrum of filter weights to be applied to that data segment. Thus, the filter

weights adapt to the time-varying signal and noise characteristics of the data.

A third point which the different signal extraction techniques
share in common is the trapezoidal filter weight scheme developed by Lane
(1976). This is illustrated by Figure II-1. In each technique, an angle a is
measured which implicitly represents the departure of the observed data from
the model. For example, the Rayleigh wave model states that the difference
in phase between the radial and vertical components of motion is 90°. There-
fore, in this case, a in Figure II-1 is 90°. If the measured angle a lies

within some pre-set range (- a, to al) about the model value a, a filter

1
weight of one is assigned. If a lies outside this range but within a second
range (- a, to -al, al to az), the filter weight is determined from a ramp
function as shown in Figure II-1. All other values of @ produce a filter

weight of zero.

Figure II-2 illustrates the generalized processing scheme for
each of the signal extraction techniques discussed in this report. In the first
stage, the data are entered into the program and prepared for processing by
zeroing out undesired portions of the data (such as spikes or glitches) and ap-
plying any pre-processors such as Wiener or bandpass filters. In the second
stage, the data are segmented, Fourier transformed, compared to the model,
weighted by the filter weights, inverse Fourier transformed, summed, and
scaled. In the third stage, signal-to-noise ratios and magnitudes are com-
puted as desired and the data are plotted. It is obvious that the only difference
among the various techniques is the signal model used to determine the filter

weights.
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B. SIGNAL EXTRACTION TECHNIQUES
1. The Bandpass Filter

At this point it is desirable to review the particular signal ex-
traction techniques used in this research task. First, however, since all sig-
nal extraction techniques are ultimately judged against the bandpass filter out-
put, and since the bandpass filter is used as part of the cascade approach for
each technique, the particular bandpass filter algorithm used in the work dis-
cussed in this report should be briefly described.

The bandpass filter algorithm (BPF) used in this work operates
in the frequency domain, zeroing the energy at all frequencies below the low
bandpass frequency BPL and above the high bandpass frequency BPH. The
algorithm applies a cosine-squared taper to the energy at those frequencies

from BPL to BPL plus the taper and from BPH minus the taper to BPH. Thus,

if the bandpass filter is specified as BPL = 0, 022 Hz, BPH = 0. 059 Hz, and TA-

PER = 0.002, energy at all frequencies below 0.022 Hz and above 0.059 Hz re-
ceives a filter weight of zero and all energy between 0.024 Hz and 0. 057 Hz
receives a filter weight of one. The energy at the remaining frequencies re-

ceives a filter weight derived from the cosine-squared taper function.
2. The Wiener Filter

The Wiener filter (WF) is used in the study of long-period sur-
face wave extraction. The theory underlying the design and application of
Wiener filters has been discussed by Lane (1976) in some detail and will ac-
cordingly be only briefly reviewed here. The Wiener filter is one whose out-
put is closest to the desired signal in the least mean square sense. In the

frequency domain, it takes the form

¢, ()
W) = 3 (o) 9 (W) + 9, () +4_ (@)

(II-1)
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where ¢ss(w) and ¢nn(w) are the autopower spectra of the signal and noise
respectively, and ¢sn(u) and ¢ns(w) are the crosspower spectra of the sig-
nal and noise (Robinson and Treitel, 1967). The utility of this filter is that it

can be used when signal and noise are only approximately known.

In designing a Wiener filter, it is necessary to estimate the
terms in this equation. The noise autopower spectrum ¢nn(w) can be found
from the noise preceding the signal arrival, The noise autopower spectrum
was estimated by dividing the available noise data preceding the signal arrival
into 256-point segments, filling out each segment with zeros to 2048 points,
and Fourier transforming each segment. At each frequency, the power was
the sum of the squares of the real and imaginary parts. These powers were
averaged at each frequency over all available noise segments to increase the

reliability of the estimates.

The signal power spectrum ¢"(w) was found by averaging
the autopower spectra of five Kurile Islands events. Before averaging, each
spectrum was normalized to unit area to eliminate the influence of magnitude
differences among the five events. Note that Lane (1976) used seven Kam-
chatka events to compute ¢"(u). The change to Kurile Islands events was
made to permit design of a filter more representative of the test data base

used in this report.

It is ordinarily assumed that signal and noise are uncorrelated
so that terms of the type ¢sn(w) may be ignored. However, over the data
lengths used here, there may be some apparent correlation between signal
and noise due to the random nature of the noise. Attempts to calculate the
signal-noise correlation terms were not successful since the phase of the
noise is a random variable. Although various models of the phase of the noise
were examined, none was as effective as omitting the correlation terms ¢sn (W)
and ¢n'(w) entirely., The Wiener filter weights are, therefore, computed

from:




b, (W) :
W) = 3 @+ 9@ L ‘.
88
3. The Love Wave Filter

The filter (LF) used to extract long-period and short-period i

Love waves (LQ and Lg, respectively) is discussed in detail in terms of de-
sign and application by Strauss (1976). In brief, the method is to track the
incoming Love wave in azimuth and to pass it throughout its entire duration.
This is performed in the following manner for each frequency component.
First, the time origin is shifted so that the vertical component is purely real.
Next, the propagation direction B of the transverse component energy rela-
tive to the radial direction is calculated. The horizontal components are then
rotated by -8 about the vertical axis with the result that all Love wave mo-
tion lies on the transverse component. By setting a pass window about 8,
the Love wave is further enhanced by rejecting all motion with arrival azi-
muth outside this window. (Without this window all energy, including noise,
is rotated back to the transverse component. ) After each frequency compo-
nent has been processed in this fashion, the time origin is shifted back. For

this filter, a value of 15° was used for al and az .

4, The Particle-Motion Polarization Filter

The particle-motion polarization filter is designed to extract
long-period and short-period bodywaves from seismic noise. The model used
to construct this filter is based on the linear polarization of the P wave and

the plane polarization of the S wave.

Consider a P wave approaching a station at angle of incidence
IP or an S wave approaching at angle of incidence IS + If the horizontal
components are rotated so that one (the radial) points along the great circle

path of the event and the second (the transverse) is perpendicular to this path
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the P and SV waves will be resolved into vertical and radial components of
motion. The filter designs weights for extracting bodywave motion by first
forming a unit vector -GI in the direction of propagation using the angle of

incidence. This unit vector is:

UI = Uv cosI + UR sin I (II-3)

where the subscripts V and R denote vertical and radial motion and I rep-
resents IP or IS as appropriate. Next, a unit vector in the propagation
direction defined by the actual recorded particle motion at each frequency is
formed:

Av(f) o AR(f)

U, +
s vV

(] (II-4)

]
i “r

| - B 2 2 2
(A (E) + AL () (AL () + AL (6)

where Av(f) and AR(f) represent the amplitude at frequency f on the ver-
tical and radial components, respectively.

Finally, the angle 6 between these unit vectors is computed
and tested for the presence of linearly polarized (P) or plane polarized (S)

waves. This angle is computed from

& -Av(f)cos I+ A.R(f)sin I

cosd = T T . (1I-5)

2 2 .3
(AL + AL ()7

If 0= 00, the particle motion represents P waves. If 6 = 90* , the particle

motion represents S waves.

To allow for variations from event to event in the angle of in-
cidence due to variations in crustal structure and due to the degree of refrac-
tion occurring at the crust-mantle interface, the trapezoidal pass window of
Figure II-1 was used to determine the filter weights. For this filter, a value

of 10° for @, and «, as defined in Figure -1 was used.
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5. The Phase Difference Polarization Filter

In the course of carrying out this research task it became ap-
parent that a new and potentially more useful short-period and long-period
bodywave and surface wave extraction technique might be developed by means
of a synthesis of the principles underlying the cascaded techniques used for

surface waves and the polarization technique for bodywaves.

The lead-off point for this method is the Rayleigh wave filter
used in the long-period surface wave cascaded processor which searches for
90° phase differences between the radial and vertical components of motion.
Noting that the polarization of P waves produces inphase vertical and radial
motion and that the polarization of the S waves produces 180° out of phase
vertical and radial motion, the cascaded processor using the bandpass filter
and Rayleigh wave filter can be extended to extract P or SV waves by search-
ing for 0° or 180° phase differences between these components of motion. In
addition, one can set the filter to search for prograde elliptical motion (for
example, PL) by searching for 270° phase differences between the two com-
ponents of motion. (In discussing the cascaded processor approach to long-
period surface wave extraction, the 90° phase difference case is referred to

as the Rayleigh filter (RF). )

In practice, the approach is to pass the data through the filter
four times, searching for Oo phase difference (P) on the first pass, 90° phase
difference (LR) on the second pass, 180° phase difference (SV) on the third
pass, and 270° phase difference (prograde elliptical motion) on the fourth
pass. This, of course, only allows for signal extraction on the vertical and
radial components of motion. To extract Love waves, the previously described
Love wave filter is applied on the second pass. In passes one, three, and four,
the filter weights computed from and applied to the vertical and radial com-
ponents are also applied to the transverse component, passing whatever energy

is present on that component when the sought-for phase is found on the vertical
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and radial components. For example, when Sv is passed on these compo-

nents, S__ is passed on the transverse component.

H

Finally, it should be noted that the only significant difference
in interpretation of short-period and long-period data processed by this meth-
od is that with short-period data one is searching for Lg and Rg rather than
LQ and LR.

C. FINAL COMMENTS ON THE METHODOLOGY OF THE EVALUATION
OF SIGNAL EXTRACTION TECHNIQUES
The most common method of evaluating a signal extraction
technique is to apply it to a suite of test events and, using some objective set
of detection criteria, determine the decrease in the detection threshold due to

this technique. The detection criteria used in this report are:
Long-period bodywaves:

° The waveform begins within + 20 seconds of the predicted ar-

rival time.

® The maximum amplitude of the waveform is at least twice as
large as the peak amplitudes in the preceeding 400 seconds of
data.

Long-period surface waves:

® The waveform begins within + 180 seconds of the predicted ar-
rival time.

) Normal dispersion is present in the signal gate.

° The maximum amplitude of the waveform is 3 dB or more

above the peak amplitudes outside the wavetrain and inside a
time gate beginning 200 seconds before the predicted LQ arri-
val time and ending 200 seconds after the estimated LR wave

end time.

1I-11



() Detection of the event on at least two components of motion.
Short-period bodywaves and surface waves:

® The waveform begins within + 5 seconds of the predicted ar-

rival time.

° The maximum amplitude of the waveform is at least twice as
large as the peak amplitudes in the preceeding 40 seconds of

data.
Short-period surface waves:

® Lg and Rg appear in the appropriate time windows.

During the course of processing events using the signal extrac-
tion techniques, two further points were noted which aid the analyst in making
detection/non-detection decisions. First it was observed that low signal-to-
noise ratio long-period surface waves lose much of their dispersive charac-
teristics when processed by the cascade technique, but that the resultant wave-
forms show a highly characteristic 'packet' of energy with periods of about 20
seconds late in the signal gate. Second, the onset of short-period near-field

signals commonly can be identified by an abrupt change in frequency.

The last item to be mentioned before proceeding to the results
of this study is that to assess the value of any signal extraction technique, two
points must be considered - signal detectability and signal measurability. If
a signal extraction technique is to be useful, it must permit the analyst, using
some set of detection criteria such as described above, to declare significant-
ly more events to be detected than would be the case without use of the tech-
nique. Most commonly, comparison is made between the 50 percent detection
threshold after application of the extraction technique and the 50 percent detec-
tion threshold after application of a bandpass filter. (The 50 percent detection
threshold is determined by finding the number of detections and non-detections
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at each m, for a sample event population and fitting a curve to the resulting
' detection percentages using a maximum likelihood procedure as described by

Ringdal (1974).)

A signal extraction technique may significantly lower the 50 per-

cent detection threshold and still be of limited value if the magnitudes mea-

sured from the processed waveforms are not consistent. Any signal extrac-

tion technique can be expected to lower signal amplitudes to some extent. This

is acceptable as long as two conditions are met - fizst, the noise must be sup-

pressed more than the signal and second, the amount of signal suppression

must be consistent from event to event. The significance of this measurability

concept may best be illustrated in the context of earthquake/explosion discrim-

ination. In the Ma- my discriminant events can be classed as earthquakes or

explosions on the basis of the difference between the m, and Ms measured for

each event. If the amount of signal suppression is known, the magnitudes mea-

sured on the waveforms can be corrected for this signal suppression. How- |

ever, if the amount of signal suppression fluctuates significantly from event j

to event, it is quite possible that an event will be mis-classified, since any |
| set correction factor may be too large or too small for the amount of signal |

suppression occurring when that particular event was processed.
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SECTION III
DATA ANALYSIS

A. EXTRACTION OF LONG-PERIOD SURFACE WAVES BY CASCADED
PROCESSORS

The signal extraction techniques which were used in the cascad-
ed approach to improve detectability of long-period surface waves are the band-
pass filter (BPF) cascaded with the three-component surface wave adaptive pro-
cessor (TCSWA) and the Wiener filter (WF) cascaded with the three-component
surface wave adaptive processor as described in Section II. (The three-compon-
ent surface wave adaptive processor utilizes the Love and Rayleigh filters de-
acribed in Section II.) The pre-whitened matched filter used by Lane (1977b)
was not used in this study, since Lane found that inclusion of this filter de-
creased the net signal-to-noise ratio gain of the cascaded processors. A total
of 179 Kurile Islands-Kamchatka events as recorded at the Guam Seismic Re-

search Observatory were processed by these cascaded processors.

Figure III-1 shows sample outputs from the cascaded processors
for a low signal-to-noise event and a high signal-to-noise event. The data shown
in Figure III-1 indicatg that the portion of the Rayleigh wave best extracted by
the cascaded procéssors is the 20-second energy. This may appear in the ap-
proximate center or toward the end of the signal gate depending on the branch
of the dispersion curve or the degree of multipathing present in each test event.
This 20-second energy is so characteristic of the cascaded processor output that
it was included in the detection criteria, Figure III-1 also shows that in both the
BPF-TCSWA and WF-TCSWA output for the low signal-to-noise event, the amount
of observable dispersion is quite small, being almost nonexistent in the WF-

TCSWA case. Thus, when determining whether a particular test event is detectable
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after processing, the presence of the 20-second Rayleigh waveform in the sig-
nal gate becomes much more important than the presence of dispersion. As a
further consequence of this lack of observable dispersion, it is advisable to

measure all surface wave magnitudes at 20-second periods.

The detection statistics compiled from the 179 processed events
are shown in Figure III-2. The upper portion of each sub-figure shows the num-
ber of detected and non-detected events at each m, increment. The lower
portion shows the percentage of detections at each m, increment and the de-
tection probability curve (solid line) and confidence limits (dashed lines) fit to
these detection percentages by the maximum likelihood procedure described
by Ringdal (1974). Figure III-2a shows the detection statistics derived from
the bandpass filtered data. Figure III-2b shows the detection statistics derived
from the data processed by the BPF-TCSWA cascaded processor, while Figure
III-2c shows the detection statistics derived from the data processed by the WF-
TCSWA cascaded processor. Finally, Figure III-2d shows the detection statis-
ics for the case where an event is declared detected when the event is detected

on the output of either the BPF-TCSWA or the WF-TCSWA cascaded processor.

The detection statistics are summarized in Table III-1, where
the terms 'mbso' and 'tnb90' refer to the 50 percent and 90 percent bodywave
magnitude detection thresholds respectively. The data in Table III-1 show that
use of either cascaded processor lowers the 50 percent detection threshold by
approximately 0.5 m, units. Combining the detection statistics as shown in
Figure III-2d results in a decrease in the 50 percent detection threshold of ap-

proximately 0. 6 m, units. While these estimates in detection capability im-

v provement are lower than those reported by Lane (1977b), it is felt that these

new estimates are more accurate, since the test event population available to
Lane did not contain sufficient non-detections at the lower my values to per-

mit a good maximum liklihood fit to the detection statistics.
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‘ TABLE III-1
l SUMMARY OF SURFACE WAVE DETECTION STATISTICS
Processing i
l Method Mys0 b90
BPF 4,57 4.99
| BPF-TCSWA 4. 05 4,54
l BPF-TCSWA
or 3.95 4,49
'  WF-TCSWA
"y [
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At this point, it is necessary to consider the question of measura-
bility of the data after application of the cascaded processors. Surface wave
magnitudes (Ms) were measured at 20-second periods for each test event using
the automatic procedures described in the report on the evaluation of the Seismic
Research Observatories (Strauss and Weltman, 1977). If the test event after
p processing was declared to be a non-detection, the measured Ms was called a
'noise magnitude', representing an upper bound on the actual surface wave mag-
nitude of that event. These surface wave magnitudes were measured for each

event of the data base after processing by BPF, BPF-TCSWA, and WF-TCSWA.

The purpose behind measuring noise magnitudes is to allow for

the removal of positive magnitude bias from the surface wave magnitudes as
detailed by Ringdal (1975) and Strauss (1978). Briefly stated, positive magni-
tude bias results from the normal distribution of surface wave magnitudes
measured on events with a common bodywave magnitude. As this bodywave
magnitude decreases, the magnitudes of the detected surface waves tend to lie
on the high side of the normal distribution, Averaging the surface wave magni-
tudes for the detected events produces a positively biased surface wave magni-
tude for that bodywave magnitude, where the amount of bias increases as the

surface wave detection threshold is approached.

Figures III-3 (for BPF data), III-4 (for BPF-TCSWA data), and
III-5 (for WF-TCSWA data) present the measured surface wave magnitudes in
terms of M“-mb plots. In Figures III-3a, III-4a and III-5a, the plot presents
mean signal Ms versus rnb while in Figures III-3b, III-4b and III-5b the
plot presents mean bias-corrected M' versus m, . The vertical lines through
the M.-mb points represent plus and minus one standard deviation from the

mean M' value, (Those points for which there is no vertical line represent

single events.) i ¢

Two linear fits were made to each set of M.-mb data. The 1 4

first fit was made from the 25 percent detection threshold to m, = 5.0 (the A ;
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90 percent detection threshold of the bandpass filtered data). The second fit

was made from m, = 5.0 to the largest mb

The purpose in making two fits was to illustrate the existence of positive bias

value of the test event population.

in the surface wave magnitudes at the lower m, values. These fits were re-
quired to tie at m, = 5.0. In computing these fits, each point in Figures III-
3 through III-5 was weighted by the number of Ms values used to compute the

mean Ms' The equations for these linear fits are given in Table III-2.

Consider first the Ms-mb data for bandpass filtered waveforms

as presented in Figure III-3. Figure III-3a illustrates the existence of positive

magnitude bias in the surface wave data, as indicated by the change in slope of the

lower leg of the Ms-m linear fit relative to the upper leg. After applying

b
Ringdal's magnitude bias correction technique to the measured signal and
noise surface wave magnitudes, the slopes of the lower and upper legs become

nearly identical, as shown in the right-hand M’-m plot. Note that in Figure

III-3a, the standard deviations of Ma at the lower n:’b values are quite small.
This is due to the limited number of detected events from which M’ could be
measured. In contrast, the standard deviations computed by Ringdal's technique:
as shown in Figure III-3b are fairly constant (varying between 0.4 and 0. 6)

throughout the range of m, .

Figure III-4 shows the M’-m data for surface waves processed

by the BPF-TCSWA cascaded processors. Cbompariaon of these plots with the
corresponding plots of Figure III-3 shows that surface wave magnitudes meas-
ured on waveforms processed by this combination trend slightly lower than
those measured on bandpass filtered data. This difference gradually increases
toward the lower m, values and is more pronounced on the mean signal

(biased) M.-m plot than on the unbiased M.-m plét. Although the standard

b b
deviations are slightly larger for this data than for the bandpass filtered data
of Figure III-3, it appears that surface wave magnitudes measured on data pro-

cessed by this cascaded processor can be used (after addition of a bodywave
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magnitude-dependent correction factor) to supplement surface wave magnitudes
measured on bandpass filtered data for events not detected on the bandpass fil-

tered data.

Figure III-5 shows the Ms-m data for surface waves processed

b
by the WF-TCSWA cascaded processors. These data present quite a different
picture than do the data in Figures III-3 and III-4. Below m_= 5.0 in Figure

1II1-5a, the Ms-m

b

b data have a slope near zero. After correction for magni-

tude bias, the slopes of the fitted Ms—m relationships are much lower than

those of the corresponding plots in Figurl:as III-3 and III-4. This fact, coupled
with the much larger standard deviations associated with the mean Ms values
measured on the WF-TCSWA processed data, indicate that surface wave magni-
tudes measured on the output of this cascaded processor are not comparable to

those measured on bandpass filtered data.

The cause of this lack of measurability must lie in the nature of
the Wiener filter. There are two factors which contribute to this problem.
First, the Wiener filter requires a model of the signal in order to compute the
signal auto-power spectrum 43‘8(0)). As mentioned in Section II, this model is
an average of five Kamchatka signals. However, the Kurile Islands-Kamchatka
events show large variations in the character of their surface waves caused by
source and path variations. Any one model, therefore, cannot be expected to
closely represent all of these events. When the model is close to the test wave-
form, a relatively high Ms value will be measured. As the model departs from
the character of the test waveform, relatively lower M' values will be measur-
ed. This would tend to increase the variance in the M' measurements for a
given m, . The second factor which contributes to this measurability problem
is that the Wiener filter uses the noise data recorded just prior to the signal
arrival to compute the noise auto-power spectrum ¢nn(w) required by equa-
tion II-2. It is possible that this noise gate actually contains small undetected

signals, raising the value of ¢nn(w). This would result in the application of
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erroneously small filter weights to the data, decreasing the measured surface

wave magnitudes.

With these points in mind, it is surprising not that the data pro-
cessed by the WF-TCSWA cascaded processor lacks measurability but that it
increases the detectability of the data as much as it does. The implication of
this is that Wiener filters designed for application to events with less complex
source regions and travel paths might be quite useful in extending the detect-

ability and measurability of long-period surface wave data.

B. EXTRACTION OF LONG-PERIOD BODYWAVES BY PARTICLE-
MOTION POLARIZATION FILTERS

This portion of the report examines three points related to the
extraction of bodywaves from seismic noise. First, the reason for the poor
performance of the particle-motion polarization filters when applied to long-
period Kurile Islands-Kamchatka events as recorded at the Guam Seismic Re-
search Observatory (Lane, 1977a) must be examined. Second, it is necessary
to determine whether these filters will perform better when applied to a differ-
ent long-period data base. Finally, it is8 necessary to determine whether it is

feasible to apply these filters to near-field short-period data.

Lane (1977a) reported that particle-motion polarization filters
when applied to long-period Kurile Islands-Kamchatka bodywaves as recorded
at Guam produced essentially no decrease in the P wave detection threshold and
actually raised the S wave detection threshold. Figure III-6a presents one of
these events. First, one can note that on the traces marked 'S- filter', there
is no apparent S wave motion following the expected S wave arrival time after
application of this filter, even though a waveform at the expected arrival time
of SS can be picked on the bandpass filtered traces. The absence of S on this
record may be due to a null in the radiation pattern, but one would expect that

if the observed waveform at the SS expected arrival time is indeed SS, it would
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have been passed by the filter. A possible explanation for this apparent fail-
ure of the filter to pass shear waves is that the shear wave particle motion
has been distorted by the surface waves which immediately follow in the rec-
ord. That the filter itself is not at fault is borne out by Figure III-6b, which
shows the same event as recorded at the Mashhad Seismic Research Observa-
tory. The epicentral distance is approximately twice that at Guam, giving
greater separation in time between the phases. Note that in Figure III-6b,

both P and S motion appear at the appropriate time on the appropriate traces.

The lack of improvement in the P wave detectability for the
Guam to Kurile Islands-Kamchatka events appears to be due to Guam lying near
a null in the P wave radiation pattern. Bullen (1965) states that the more dis-
tant a point on the Earth's surface is from an initial earthquake disturbance,
the more prominent are the surface waves as compared with the bodywaves.
The vertical component data in Figure III-6, however, show P to LR ratios of
0. 028 for the Guam-recorded data ( 4 = 35°) and 0.119 for the Mashhad-re-
corded data (4 = 66°). This indicates that Guam lies much closer to a null in

the P wave radiation pattern than does Mashhad.

The waveform appearing on the S-filter traces at the expected
P arrival time requires some explanation. Figure III-7 from Ewing, Jardet-
sky, and Press (1957) illustrates the origin of this shear wave energy. The P
wave incident at the Moho is refracted as P and S and reflected as PP and PS.
According to Richter (1958), the largest portion of the incident P wave energy
is contained in the refracted P, with the remaining energy partitioned among
the refracted S 2nd the reflected PP and PS. The scale factors of Figure III-
6a show that the ratio of the refracted S to refracted P is 0. 04 for the vertical
component and 0.13 for the radial component. Thus, the waveform seen on the
S- filtered traces of Figure III-6a appears to be due to the conversion of P to

S at the Moho.
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The data of Figure III-6b give hope that the particle-motion
polarization filter will produce a significant improvement in bodywave detect-
ability when applied to an event suite having greater epicentral distances than
the events used previously. To test this, a suite of 144 Kurile Islands- Kam-
chatka events as recorded at the Mashhad Seismic Research Observatory was

selected for processing by the particle-motion polarization filters,

Before processing these events, it was necessary to determine
the apparent angles of incidence of P and S (I'p and I's in Figure III-7) at the
station. An empirical determination was attempted by repeatedly processing
several large m, events for which P and S were detectable on the bandpass
filtered traces, varying the apparent angles of incidence with each run, This
approach yielded a value of 19° for the apparent angle of incidence of the P
wave of Kurile Islands-Kamchatka events as recorded at Mashhad. However,
no clear-cut result.could be found for the S waves. Pho and Behe (1972) report
a value of approximately 20° for the P wave angle of incidence at this epicen-
tral distance, while Chandra (1972) reports a value of approximately 22° for the
S wave angle of incidence. Since the empirical and tabulated P wave angles of
incidence agree so well, the tabulated values for both P and S angles of inci-

dence were used to process the data base.

The detection statistics derived from this data base after appli-
cation of the particle-motion polarization filter are presented in Figure I11-8
for the bandpass filtered bodywave data and Figure III-9 for the polarization
filtered data. The results are summarized in Table III-3. These detection
statistics indicate detection capability improvements of 0.3 m_ units for P

b
waves and 0.4 m, units for S waves at the 50 percent detection threshold due

to application ot these polarization filters. Since all events detected on the
bandpass filtered data were also detected on the polarization filtered data, the
increase in the 90 percent detection threshold for the P wave data must be an

artifact of the data base which causes an increased uncertainity in defining the
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TABLE III-3

COMPARISON OF BANDPASS FILTER AND PARTICLE-MOTION POLARIZATION
i FILTER DETECTION THRESHOLDS FOR LONG-PERIOD
MASHHAD-RECORDED EVENTS

M50 590 M50 590
BPF 5.18 5.63 5.20 5.70
POLARIZATION 4.88 5.92 4. 80 5.74
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detection curve. Note from Figures III-8 and III-9 that the data base is sparse 1
at the higher bodywave magnitudes and that the majority of detections due to

this polarization filter are at the lower bodywave magnitudes. This combina-

tion causes the 90 percent detection threshold (as computed by Ringdal's max-

imum likelihood method (Ringdal, 1974)) to shift to higher values. Resolution

of the effect of the particle-motion polarization filter on the 90 percent detect-

ion threshold must await the gathering of a data base rich in high m, events.

Having considered thé effect on long-period bodywave detect-
ability of the particle-motion polarization filter, it is now necessary to con-
sider the measurability of the data after being so processed. Figure III-10
shows Mashhad-recorded P wave maximum amplitudes measured on the band-
pass filtered data plotted against P wave maximum amplitudes measured on
the particle-motion polarization filtered data. If this filter caused no signal
attenuation relative to the bandpass filtered signal, the points would lie on the
dashed line. If the amount of signal attenuation was constant, the points would
form a line below and parallel to the dashed line. However, the data in this
figure show that below a bandpass amplitude of 1000 (corresponding to a long-

period bodywave magnitude of approximately 5.2 as determined from the P-

factors of Veith and Clawson (1972)), the attenuation due to application of the
polarization filter begins to increase toward lower bandpass filter amplitudes.
Since the 50 percent detection threshold for long-period P waves after band-

pass filtering is at m_ = 5.2, one can expect amplitudes measured for body-

b
waves detected only after polarization filtering to be significantly lower than

the actual P wave amplitude of the event.

— =1 S I R o—— pes——— E——— - oy a—— m— — -—

C. EXTRACTION OF SHORT-PERIOD BODYWAVES BY PARTICLE- '
MOTION POLARIZATION FILTERS »
The feasibility of applying the particle-motion polarization fil- »

|

ter to near-field short-period data is the next point to be considered. The one
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difficulty encountered in attempting to apply these filters to near-field short-
period data is the determination of angles of incidence of P and S. A search

of the literature revealed very little information on this subject. The tables

of P wave angles of incidence prepared by Pho and Behe (1972) and the tables of
S wave angles of incidence prepared by Chandra (1972) do not include data for
epicentral distances less than 200. Papazachos (1964) discusses angles of in-
cidence for P in the epicentral distance range 10° to 950, presenting the data
in the form of plots of angle of incidence versus epicentral distance., Mereau
(1965) in a study of near-field explosion data recorded in Ontario, Canada,
found P wave apparent angles of incidence of 40° to 50° for epicentral distances

less than 2° and 20° to 39° for epicentral distances between 2° and 4°.

An attempt was made to empirically determine angles of inci-
dence by making multiple runs of the short-period version of the particle-
motion polarization filter program on several large bodywave magnitude ev-
ents, changing the angle of incidence with each run. However, the results

showed the same large variations as those reported by Mereau.

The difficulty of obtaining good estimates of angles of incidence
for near-field short-period bodywaves may be explained by reference to Fig-
ure III-11, which shows the travel paths of the'near-field P phases. From
Figure III-11, one can see that three angles of incidence, one for each P phase,
must be determined in order to apply the particle-motion polarization filters
to this type of data. An analogous situation, of course, exists for the S phases

S, S*¥, and S .
g n

Figure III-12 shows a sample output of the short-period parti-
cle-motion polarization filter program. Note that for the angle of incidence
used, the Pg phase has been greatly enhanced relative to the Pn phase, in-
dicating that the angle of incidence used to produce this figure is more appro-
priate for Pg than Pn . On the S-filtered traces, no clear start of the S
phases can be picked, although the shear phases have been enhanced relative

to the remainder of the data.
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In summation, it appears that unless a detailed study of the
angles of incidence for short-period near-field bodywaves is made, it is not
advisable to apply the particle-motion polarization filter to this type of data,
since an incorrect choice of incident angle may lead to the enhancement of a
phase other than the one intended (for example, Pg instead of Pn), leading

to incorrect timing and location of the event.

The difficulty in applying the particle-motion polarization filter
program to short-period data becomes less significant when teleseismic data
(4> 20°) is to be processed, since for this data angles of incidence from the
tables of Pho and Behe (1972) and Chandra (1972) can be used. Figure III-13
presents the results of processing the P wave signal of an event with an epi-
central distance of 21.17°, (The corresponding S wave data is not shown,
since another signal arrives in the S wave time gate.) After processing, the
signal-to-noise ratio for the vertical and radial components has increased by
approximately 10 dB as the P wave progresses from being barely perceptible
on the bandpass filtered traces to being clearly defined and easily picked on
the processed traces. This indicates that this polarization filter might be use-
ful in the extraction of short-period teleseismic bodywaves at distances of
about ZOO. For weaker signals not detectable by bandpass filtering, especially
at much larger teleseismic distances where the incidence angle is much small-
er and the signal on the horizontal component is still much weaker, the appar-
ent increased detectability may disappear. The REMODE polarization filters,
developed by Sax and Mims (1965) and tested by Griffin (1966) and Sax (1966),
showed no increase in the detectability of P waves at epicentral distances
greater than 400. These filters are frequency-dependent, time-varying fil-
ters in which each filter function is derived from a short-time estimate of the
even part of the cross-correlation function between the vertical and radial
components of the seismogram. For teleseismic events, the results of the

application studies did suggest gains of several dB for the PP and SP phases.
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More data is needed to evaluate the feasibility of particle-motion polarization
filters for detecting teleseismic P waves. The evaluation of short-period tele-

seismic bodywave detection should be done as a function of incidence angle.

D. EXTRACTION OF LONG-PERIOD SIGNALS BY PHASE-DIFFERENCE
POLARIZATION FILTERS
This section of the report examines the performance of the

phase-difference polarization filters. As described in Section II, these filters
allow one to separate a seismic event into its component bodywaves and sur-
face waves by searching for the difference in phase between the vertical and
radial components of motion peculiar to each waveform. Thus, in the follow-
ing figures, the traces marked 0° show the P wave energy of the event, since
the P wave has zero phase difference between the vertical and radial compon-
ents. In like fashion, the traces marked 90° show the Rayleigh wave energy
of the signal (in this case, the Love wave filter was applied to the transverse
component), the traces marked 180° show the shear wave energy of the signal,
and the traces marked 270° show the prograde elliptical energy of the signal.
For the Oo, 1800, and 270° sets of traces, the transverse component has been
filtered by the filter weights determined from the vertical and radial compon-

ents.

One important question to be answered before testing of the
phase-difference polarization filters could be performed was the length of the
processing segment to be used in the three-component adaptive processor.
Lane (1976) found that a 64 point processing segment was optimum in terms of
computational time and processor performance when processsing dispersed
surface waves. To find the optimum processing segment length for bodywaves,
several different large m, events were processed using different lengths.
From this, the best processing segment length for bodywaves was found to be
32 points. Examples of this are shown in Figure III-14 for the 32 point pro-
cessing segment and Figure III-15 for the 64 point processing segment. Note
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that when a 32 point processing segment is used, the P, PP, and PPP phases
can be easily picked, whereas when a 64 point processing segment is used,
these phases do not clearly separate. The same situation can be seen to

occur for the shear phases on the 180° traces.

The tick marks on Figures III-14 and III-15 show the predicted
arrival times of the various body and surface waves as computed from the
travel-time tables of Jeffreys and Bullen (1967). These figures illustrate the
value of this form of filtering in the analysis of seismic signals. For example,
note in Figure III-14 the enhancement of P, PP, and PPP on the traces marked
00 in comparison to the handpass filtered traces. The apparent shear wave on
the bandpass filters resolves into SP on the 0° traces and PS on the 180° traces.
The waveform just preceding the LQ tick mark on the 0° traces may be SS con-

verted to P at the Moho in the manner illustrated by Figure II-7.

The most interesting feature of Figure III-15 is the waveform
designated PL(SS) on the 270° traces. PL(SS) is interpreted as a shear-coupled
PL generated by the SS waveform. (The notation PL(SS) follows that of Poupinet
and Wright (1972).) The PL phases PL, PL(S), and PL(SS) are in general dif-
ficult to identify, since they appear on bandpass filtered data as part of the coda
of the generating waveform. Oliver (1964), for example, defines PL as the
normally-dispersed prograde elliptical long-period wavetrain observed during
the interval between the initial P wave and the S wave. However, identification
of PL in this gate, PL(S) in the gate following the S arrival, or PL(SS) in the
gate following the SS arrival is not easily made, since the reflected waveforms
(i.e., PP, PPP, PS, SP, SS, and SSS) also arrive in these gates. By suppress-
ing all waveforms which do not have the correct phase difference between the
vertical and radial components of motion, it is possible to separate and identify
these PL phases. Figure III-16 presents a scaled-up plot of the bodywave por-
tion of Figures III-14 and I-15. The 0° and 180° traces were filtered using a

32 point processing segment, while the 90° and 270° traces were filtered using
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a 64 point processing segment, Tick marks have been added to show the ex-
pected start time of PL and PL(S). A small amplitude waveform starting at
the PL tick mark can be observed on the 270° (prograde elliptical) traces.

Waveforms starting at the PL(S) tick marks can be observed on both the 90°

(retrograde elliptical) and 270° (prograde elliptical) traces.

The next point to consider is the improvement in detectability
of seismic waves due to application of the phase-difference polarization filter.
The surface wave detection threshold improvement has already been presented
in Part A of this section, where it was determined that use of the bandpass
filter-three-component surface wave adaptive processor lowered the 50 per-

cent detection threshold by 0.5 m, units.,

With the surface wave detection threshold improvement already
determined, it was not necessary to re-run all the events of the data base with
this particular form of the phase-difference polarization filter. In order to
save computational time while determining the detection threshold of the long-
period P and S bodywaves, the program was cut down to the 0° and 180° phase-
difference filters. The events of the Mashhad-Kurile Islands, Kamchatka data
base were then processed and picked using the appropriate detection criteria of
Section II. The resulting detection statistics are shown in Figure LII-17 and
summarized in Table III-4, where the 50 and 90 percent detection thresholds
for bandpass filtered bodywaves are taken from Figure III-8. These results,
together with the earlier-derived results for surface waves, show that the
phase-difference polarization filter lowers the 50 percent detection threshold

of long-period P, S, and surface waves by approximately 0.5 my units,

The last point to be considered in discussing application of the
phase-difference polarization filter to long-period data is the measurability
of the data after processing. (The measurability of surface waves will not be
recounted here, as it is covered in Part A of this section.) Figure III-18

presents a plot of the peak P wave amplitude measured on bandpass filtered

1II-33




TABLE III-4

COMPARISON OF BANDPASS FILTER AND PHASE-DIFFERENCE POLARIZATION
FILTER DETECTION THRESHOLDS FOR LONG-PERIOD
3 MASHHAD-RECORDED EVENTS

P S
M50 ™p90 M50 ™90
BANDPASS FILTER 5.18 5.63 5.20 5. 70 i
POLARIZA TION FILTER 4.65 5,53 4.62 ‘5, 54
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data versus peak P wave amplitude measured on the phase-difference polariza-
tion filtered data. This plot shows that all P waves suffered some attenuation
by the polarization filter, since all points lie below the dashed line. Also, the
degree of attentuation appears to increase toward lower values of bandpass
filtered amplitude. However, comparison of Figure III-18 with Figure III-10
shows that this form of polarization filter attenuates the P wave signal less

than does the particle-motion polarization filter.

E. EXTRACTION OF SHORT-PERIOD SIGNALS BY PHASE-DIFFERENCE
POLARIZATION FILTERS
The last part of this study of signal extraction is concerned with
the extraction of short-period waveforms by application of the phase-difference
polarization filter. Due to time constraints, a full evaluation of this subject
was not possible, Therefore, sample results are presented which should in-

dicate the potential value of this technique.

Processing near-field short-period data with the phase-differ-
ence polarization filter presented none of the difficulties that the particle-
motion polarization filter did, since the phase-difference polarization filter
does not require externally derived information (i. e., angles of incidence) as
does the particle-motion polarization filter. A sample output of the phase-
difference polarization filter is shownin Figure III-19, where the input data
is a Kyushu earthquake recorded at the Korean Seismic Research Station with
an epicentral distance of 5.84°, Examination of Figure III-19 shows that it
is difficult to pick the start time of any phase following Pn on the bandpass
filtered traces. After processing by the phase-difference polarization filter,
the phases are separated and relatively easy to pick, On the 0° traces, the
start of Pg can be picked on the basis of amplitude changes. The following
arrivals on these traces appear to be scattered P wave energy. As indicated
by arrows on the 90° traces, Lg and Rg start times can be picked on the basis

of amplitude and frequency changes. The 180° traces indicate that relatively
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little shear energy was released by this event. (Compare the scale factors
for these traces with those of the other traces.) No Sn can be picked on these

traces, while the Sg arrival appears as one high-frequency burst of energy.

l

{

l The scale factors for the 270° traces show that very little energy of the event
is expressed as prograde elliptical particle motion. The most interesting

l feature on these traces is the waveform starting at the point marked SR, cor-
responding to a velocity of 2. 8 km/sec. This waveform is thought to be a

!

sedimentary Rayleigh wave.

Figure III-20 shows the effect of processing a teleseismic P
wave by the phase-difference polarization filter. Comparison of this figure
with Figure III-13 shows that the phase-difference polarization filter extracts
the P wave as well as the particle-motion polarization filter in terms of noise
suppression and produces slightly less signal suppression (2.6 dB average
signal loss for the vertical and radial components) than the particle-motion
polarization filter (2.8 dB average signal loss for the vertical and radial com- r

ponents). ’

The preceding brief discussion indicates that the application of
phase-difference polarization filters to short-period data will have a twofold
benefit. First, this technique allows the extraction of short-period signals
from seismic noise, lowering the event detection threshold by some as yet

undetermined amount. Second, this technique permits the separation of a

|

short-period signal into its component waveforms, permitting a more detailed
study of waveforms obscured on bandpass-filtered traces by other waveforms

propagating at nearly the same velocity.

/]
F. FINAL COMMENTS ,

|4

In this report, two basic types of signal extraction have been '

discussed. The first type, represented by the Wiener filter-three-component »

surface wave adaptive processor cascaded combination and the particle-motion

I11-39

IO b




\

YALTIA NOLLVZIIVTOd IDONIFYTIJIA-ISVHI
JHL .wm dISSIOOYd VLVA IAVM d DINSIISATIAL AOTHAJ-LYOHS ATINVS

02-III IY NOIA

SANODJ3S 07

Z 3 EBIE'E = °4°S

et RPN 2 3 LUBGZ = 4% o0

el 2 3 6£20°9 = °4°G

III-40

Jdd9

< Bhoscgeeaes S Ut



— e e e smmm IR BRSO SR v

—

polarization filter, is highly dependent on information derived from external
sources for the quality of its signal extraction performance. The Wiener
filter part of the cascaded processor requires a model of the signal (in this
case, five signals averaged together) to be extracted, while the particle-motion
polarization filter requires good estimates of the bodywave apparent angles

of incidence at the recording station. The second type, represented by the
phase-difference polarization filter (which includes the bandpass filter-three-
component surface wave adaptive processor cascaded combination) is not de-
pendent on information derived from external sources; the only information re-

quired is a general knowledge of the signal passband.

The significance of the difference between these two types of
signal extraction techniques is that poor estimates of the externally-derive&
information required by the first type will create distortions of the signal am-
plitudes so that, while event detection capability may be improved, the mag-
nitudes measured on the processed signals may not be representative of the
events which generated the signals. Since the second type of signal extraction
technique is basically dependent only on the signal and noise characteristics
of the data being processed, this signal amplitude distortion is minimized,
permitting the measur ement of useable magnitudes. While this second type
of signal extraction technique does require knowledge of the appropriate signal
passband, this.information is easily obtained and is essentially invariant from

event to event.
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SECTION IV
CONCLUSIONS AND RECOMMENDA TIONS

A, CONCLUSIONS DRAWN FROM THIS STUDY

The following conclusions have been reached during the course

of the work performed on signal extraction techniques:

Both the bandpass filter-three-component surface wave adaptive
processor and the Wiener filter-three-component surface wave
adaptive processor cascaded combinations lower the 50 percent

detection threshold by 0.5 m, units.

Surface wave magnitudes (Ms) measured on data processed by
the bandpass filter-three-component surface wave adaptive
processor are comparable to surface wave magnitudes measured
on the corresponding bandpass filtered data, showing a gradually
increasing separation from the surface wave magnitudes meas-
ured on bandpass filtered data as m, decreases. For a given
m,, The variance of these Ms values is approximately the same

as the variance of the Ms values measured on bandpass filtered

data.

Surface wave magnitudes (Ms) measured on data processed by
the Wiener filter-three-component surface wave adaptive pro-
cessor are not comparable to surface wave magnitudes meas-
ured on the corresponding bandpass filtered data. For a given
m,, the variance of these Ms values is much larger than the

variance of the Ms values measured on bandpass filtered data.
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After correction for positive surface wave magnitude bias

using Ringdal's technique, the Ms-mb relationships derived
from applying the bandpass filter and the bandpass filter-three-
component surface wave adaptive processor have nearly par-
allel slopes throughout their range of definition from the 25 per-
cent detection threshold to the largest m, event of the data

base.

The poor performance of the particle-motion polarization filter
when applied to Kurile Islands, Kamchatka events as recorded

at Guam appears to be due to the station lying near a null in the
bodywave radiation patterns and, in the case of shear waves, to

distortion of the shear wave particle motion by surface waves.

When applied to Kurile Islands, Kamchatka events as recorded
at Mashhad, Iran, the particle-motion polarization filter pro-
duces an improvement in the 50 percent detection threshold of

0.3 mb units for P and 0. 4 mb units for S.

Below the 50 percent detection threshold, the attenuation of P

 wave signals caused by the particle-motion polarization filter

becomes significant, making difficult the measurement of long-
period my for events detected only after being processed by this
filter.

Unless a detailed study of the apparent angles of incidence of

Pn, P*, Pg, Sn, S*%, and Sg is first carried out, it is not feas-

ible to apply the particle-motion polarization filter to near-field ¥
short-period bodywaves. .

| A
Preliminary testing indicates that the particle-motion polariza- ’_
tion filter may be useful in the extraction of teleseismic short- : »

period bodywaves.
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When applied to long-period bodywaves from Kurile Islands,
Kamchatka to Mashhad (A~66°), the phase-difference polari-
zation filter improves the 50 percent detection threshold by

approximately 0.5 m, units.

The attenuation of P waves due to application of the phase-
difference polarization filter appears to be less than the atten-
uation due to the application of the particle-motion polarization

filter.

In addition to improving the detection thresholds of short-period
and long-period body and surface waves, the phase-difference

polarization filter offers the analyst a tool to separate the com-
ponent phases of a seismogram, making possible more detailed

studies of these phases than was previously possible.

B. RECOMMENDA TIONS FOR FUTURE WORK

The following points should be considered for any future work

using the signal extraction techniques discussed in this report:

Since the presence in the signal gate of packets of 20-second
energy proved to be a strong detection criterion for the cascaded
processor surface wave extraction effort, it would be advisable
to try narrow-band filtering the data before applying the three-

component surface wave adaptive processor.

A large data base of short-period events should be processed
by the phase-difference polarization filter to determine its

effect on short-period detection and discrimination.

It might be fruitful to attempt cascading of the parﬁcle:-motion
and phase-difference polarization filters, since together the

models used in these filters completely describe the polariza-
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tion of the seismic waveforms. This should have the effect of

‘ improving the detection thresholds while decreaaing the prob-

ability of false alarms.
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